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Abstract. In this article we develop a new method to deal with maximal Cohen–
Macaulay modules over non–isolated surface singularities. In particular, we give a neg-
ative answer on an old question of Schreyer about surface singularities with only count-
ably many indecomposable maximal Cohen–Macaulay modules. Next, we prove that
the degenerate cusp singularities have tame Cohen–Macaulay representation type. Our
approach is illustrated on the case of kJx, y, zK/(xyz) as well as several other rings.
This study of maximal Cohen–Macaulay modules over non–isolated singularities leads
to a new class of problems of linear algebra, which we call representations of decorated
bunches of chains. We prove that these matrix problems have tame representation type
and describe the underlying canonical forms.
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1. Introduction, motivation and historical remarks

In this article, we essentially deal with the following question. Let f ∈ (x, y, z)2 ⊆
CJx, y, zK =: S be a polynomial. How to describe all pairs (ϕ,ψ) ∈ Matn×n(S)×2 such that
ϕ ·ψ = ψ ·ϕ = f ·1n×n? Such a pair of matrices (ϕ,ψ) is also called matrix factorization of
f . One of the earliest examples of this kind, dating back to Dirac, is the following formula
for a “square root” of the Laplace operator:

∆ :=
[
∂2
x + ∂2

y + ∂2
z

]
12×2 =

[
∂x

(
1 0
0 −1

)
+ ∂y

(
0 1
1 0

)
+ ∂z

(
0 i
−i 0

)]2

=: ∇2.

Equivalently, the pair (ϕ,ϕ) is a matrix factorization of the polynomial f = x2 + y2 +

z2, where ϕ =
(

x y−iz
y+iz −x

)
. One can show (see, for example [78, Chapter 11]) that up

to a certain natural equivalence relation, the pair (ϕ,ϕ) is the only non–trivial matrix
factorization of f . A certain version of this fact was already known to Dirac. One of
the results of our paper is a complete classification of all matrix factorizations of the
polynomial f = xyz, see Subsection 8.1.

According to Eisenbud [38], the problem of description of all matrix factorizations of a
polynomial f can be rephrased as the question to classify all maximal Cohen–Macaulay
modules over the hypersurface singularity A = S/(f). The latter problem can (and ac-
tually should) be posed in a much broader context of local Cohen–Macaulay rings or
even in the non-commutative set-up of orders over local Noetherian rings. This point
of view was promoted by Auslander starting from his work [5]. The theory of maximal
Cohen–Macaulay modules over orders (called in this framework lattices) dates back to the
beginning of the twentieth century and has its origin in the theory of integral representa-
tions of finite groups, see for example [24].
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For a Gorenstein local ring (A,m), Buchweitz observed that the stable category of
maximal Cohen–Macaulay modules CM(A) is triangulated and proved that the functor

(1.1) CM(A) −→ Dsg(A) :=
Db(A−mod)

Perf(A)

is an equivalence of triangulated categories, where Db(A−mod) is the derived category of
Noetherian A–modules and Perf(A) is its full subcategory of of perfect complexes [14].

In the past decade, there was a significant growth of interest to a study of maximal
Cohen–Macaulay modules and matrix factorizations. At this place, we mention only the
following four major directions, which were born in this period.

• Kapustin and Li discovered a connection between the theory of matrix factoriza-
tions with topological quantum field theories [54].
• Khovanov and Rozansky suggested a new approach to construct invariants of links,

based on matrix factorizations of certain polynomials [56].
• Van den Bergh introduced the notion of a non-commutative crepant resolution

of a normal Gorenstein singularity [75]. It turned out that this theory is closely
related with the study of cluster–tilting objects in stable categories of maximal
Cohen–Macaulay modules over Gorenstein singularities [21, 50, 51].
• Finally, Orlov established a close connection between the stable category of graded

Cohen–Macaulay modules over a graded Gorenstein k–algebra A and the derived
category of coherent sheaves on Proj(A) [62]. This brought a new light on the
study of D–branes in Landau–Ginzburg models and provided a new powerful tool
for the homological mirror symmetry of Kontsevich [59], see for example [70]. As
was proven by Keller, Murfet and Van den Bergh [55], the stable categories of
graded and non-graded maximal Cohen–Macaulay modules over a graded Goren-
stein singularity are related by a triangulated orbit category construction.

In this article, we deal with the representation–theoretic study of maximal Cohen–
Macaulay modules over surface singularities. Of course, there are close interactions of
this traditional area with all four new directions, mentioned above. Moreover, for surface
singularities, the theory of maximal Cohen–Macaulay modules is particularly rich and
interesting. In a certain sense (which can be rigorously formulated) it is parallel to the
theory of vector bundles on projective curves. Following this analogy, the normal surface
singularities correspond to smooth projective curves.

One of the most beautiful applications of the study of maximal Cohen–Macaulay mod-
ules over surface singularities is a conceptual explanation of the McKay correspondence
for the finite subgroups of SL2(C), see [44, 2, 4, 78, 19, 60]. One of the conclusions of this
theory states that for the simple hypersurface singularities x2 + yn+1 + z2, n ≥ 1 (type
An), x2y+ yn−1 + z2, n ≥ 4 (type Dn), x3 + y4 + z2, x3 + xy3 + z2 and x3 + y5 + z2 (types
E6, E7 and E8) there are only finitely many indecomposable matrix factorizations.

According to Buchweitz, Greuel and Schreyer [15], two limiting non-isolated hyper-
surface singularities A∞ (respectively D∞) given by the equation x2 + z2 (respectively
x2y + z2), have only countably many indecomposable maximal Cohen–Macaulay mod-
ules. In other words, A∞ and D∞ have discrete Cohen–Macaulay representation type.
Moreover, in [15] it was shown that the simple hypersurface singularities are exactly the
hypersurface singularities of finite Cohen–Macaulay representation type. Moreover, if the
base field has uncountably many elements, then A∞ and D∞ are the only hypersurface
singularities with countably many indecomposable maximal Cohen–Macaulay modules.
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Going in another direction, in works of Kahn [53], Dieterich [26], Drozd, Greuel and
Kashuba [35] it was shown that the minimally elliptic hypersurface singularities

Tp,q,r(λ) = xp + yq + zr + λxyz,

where 1
p + 1

q + 1
r ≤ 1 and λ ∈ C \∆(p,q,r) have tame Cohen–Macaulay representation type

(∆(p,q,r) is a certain finite set). In the case 1
p + 1

q + 1
r = 1 the singularity Tp,q,r(λ) is quasi-

homogeneous and called simply elliptic. For 1
p + 1

q + 1
r < 1 it is a cusp singularity, in this

case one may without loss of generality assume λ = 1. A special interest to the study of
maximal Cohen–Macaulay modules over this class of surface singularities is in particular
motivated by recent development in the homological mirror symmetry: according to Seidel
[68] and Efimov [37], the stable category (of certain equivariant) matrix factorizations of
the potential x2g+1 +y2g+1 +z2g+1−xyz is equivalent to the Fukaya category of a compact
Riemann surface of genus g ≥ 2.

In the approach of Kahn [53], a description of maximal Cohen–Macaulay modules
over simply elliptic singularities reduces to the study of vector bundles on elliptic curves,
whereas in the case of the cusp singularities [35] it boils down to a classification of vector
bundles on the Kodaira cycles of projective lines. In both cases the complete classification
of indecomposable vector bundles is known: see [3] for the case of elliptic curves and [34, 8]
for the case of Kodaira cycles. The method of Dieterich [26] is based on the technique
of representation theory of finite dimensional algebras and can be applied only to certain
simply elliptic singularities. Unfortunately, neither of these approaches leads to a fairly
explicit description of indecomposable matrix factorizations. See, however, recent work of
Galinat [42] about the T3,3,3(λ) case.

Our article grew up from an attempt to answer the following questions:

• Let A be a non–isolated Cohen–Macaulay surface singularity of discrete Cohen–
Macaulay representation type over an uncountable algebraically closed field of
characteristic zero. Is it true that A ∼= BG, where B is a singularity of type A∞
or D∞ and G is a finite group of automorphisms of B? This question was posed
in 1987 by Schreyer [67].
• Can a non–isolated Cohen–Macaulay surface singularity have tame Cohen–Macaulay

representation type?

Now we present the main results obtained in this article.

Result A. Let (A,m) be a reduced complete Cohen–Macaulay surface singularity, which is
not normal (hence non-isolated). We introduce new categories Tri(A) (category of triples)
and Rep(XA) (category of elements of a certain bimodule XA) and a pair of functors

(1.2) CM(A)
F−→ Tri(A)

H−→ Rep(XA),

such that F is an equivalence of categories and H preserves indecomposability and isomor-
phism classes of objects, see Theorem 3.5 and Proposition 10.9. In other words, this con-
struction reduces a description of indecomposable maximal Cohen–Macaulay A–modules
to a certain problem of linear algebra (matrix problem).

Result B. The above categorical construction leads to a new class of tame matrix prob-
lems which we call representations of a decorated bunch of chains, see Definition 6.9. It
generalizes the usual representations of a bunch of chains [10], which are widely used in
the representation theory of finite dimensional algebras and its applications.
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This new class of problems is actually interesting by itself. For example, it contains the
following generalization of the classical problem to find Jordan normal form of a square
matrix. Let (D, n) be a discrete valuation ring and X ∈ Matn×n(D) for some n ≥ 1.
What is the canonical form of X under the transformation rule

(1.3) X 7→ S1XS
−1
2 ,

where S1, S2 ∈ GLn(D) are such that S1 ≡ S2 mod n (decorated conjugation problem)? It
turns out that X can be transformed into a direct sum of canonical forms from Definition
14.2, see Theorem 14.3.

Another problem of this kind is a generalized Kronecker problem, stated as follows. Let
K be the field of fractions of D, X,Y ∈ Matm×n(K) be two matrices of the same size. To
what form can we bring the pair (X,Y ) under the transformation rule

(1.4) (X,Y ) 7→
(
S1XT

−1, S2Y T
−1
)
,

where T ∈ GLn(K) and S1, S2 ∈ GLm(D) are such that S1 ≡ S2 mod n? In this case, the
complete list of indecomposable canonical forms is given in Subsection 7.3.

For a general decorated bunch of chains X there are two types of indecomposable objects
in Rep(X): strings (discrete series) and bands (continuous series). We prove this result
in Theorem 7.1, a separate treatment of the decorated conjugation problem (1.3) is also
given in Section 14.

Result C. Using this technique, we give a negative answer on Schreyer’s question. For
example, let R = kJu, vK and

R×R× . . . R︸ ︷︷ ︸
n+1 times

⊃ A =
{

(r1, r2, . . . , rn+1)
∣∣ ri(0, z) = ri+1(z, 0) for 1 ≤ i ≤ n

}
.

Note that for n = 1, the ring A is just a hypersurface singularity of type A∞. However,
for n > 1 it is not isomorphic to AG∞ or DG

∞, where G is a finite group.
We prove that A has only countably many indecomposable maximal Cohen–Macaulay

modules, see Theorem 11.6. Moreover, for an indecomposable maximal Cohen–Macaulay
module M we have the following equality for its multi-rank:

rk(M) = (0, . . . , 0, 1, . . . , 1, 0, . . . , 0).

Our approach leads to a wide class of non–isolated Cohen–Macaulay surface singularities
of discrete Cohen–Macaulay representation type, see Section 11 for details.

Result D. There is an important class of non–isolated Gorenstein surface singularities
called degenerate cusps. They were introduced by Shepherd–Barron in [71]. For exam-
ple, the natural limits of Tp,q,r(λ)–singularities, like the ordinary triple point T∞∞∞ =
kJx, y, zK/(xyz), are degenerate cusps. We prove that for a degenerate cusp A, the corre-
sponding bimodule XA is a decorated bunch of chains. For example, the classification of
maximal Cohen–Macaulay modules over kJx, y, zK/(xyz) reduces to the matrix problem,

whose objects are representations of the Ã5–quiver

(1.5) ◦

• ◦

•

• ◦

��

//
XX

��

XX

//
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over the field of Laurent power series k((t)). The transformation rules at the sources • are
as for quiver representations, whereas for the targets ◦ they are like row transformations
in the decorated Kronecker problem (1.4), see (8.1) for the precise definition.

Hence, the degenerate cusps have tame Cohen–Macaulay representation type, see The-
orem 10.10. This fact is quite surprising for us from the following reason. The category of
Cohen–Macaulay modules over a simply elliptic singularity Tp,q,r(λ) is tame of polynomial
growth. The cusp singularities Tp,q,r are tame of exponential growth. In the approach of
Kahn, one reduces first the classification problem to a description of vector bundles on
Kodaira cycles on projective lines. The latter problem can be reduced to representations
of a usual bunch of chains [34, 8]. This class of tame matrix problems was believed to
be the most general among those with exponential growth. The singularity T∞∞∞ is
the natural limit of the entire family of all Tp,q,r(λ) singularities. The tameness of the
underlying classification problem would suggest that it has to be of the type which goes
beyond representations of bunches of chains. But no problems of such type have been
known before in the representation theory of finite dimensional algebras!

Using the periodicity of Knörrer [58], the tameness of degenerate cusps implies that
the non–reduced curve singularities kJx, yK/(x2y2) and kJx, yK/(x2y2 − xp), p ≥ 3 are
Cohen–Macaulay tame as well (at least if char(k) = 0), see Theorem 12.1.

The categorical construction (1.2) turns out to be convenient in the following situation.
Having a non–isolated Cohen–Macaulay surface singularity A, it is natural to restrict
oneself to the category CMlf(A) of those maximal Cohen–Macaulay modules which are
locally free on the punctured spectrum of A. It is natural to study this category because

• The stable category CMlf(A) is Hom–finite, whereas the ambient category CM(A)
is not.
• If A is Gorenstein then CMlf(A) is a triangulated subcategory of CM(A). Moreover,

according to Auslander [5], the shift functor Σ = Ω−1 is a Serre functor in CMlf(A)

(in other words, CMlf(A) is a 1–Calabi–Yau category).

• In the terms of the Buchweitz’s equivalence (1.1), CMlf(A) can be identified with
the thick subcategory ofDsg(A) generated by the class of the residue field k = A/m,
see [55] or [63] for a proof.

It turns out that for a degenerate cusp A, the essential image of CMlf(A) under the
composition H ◦ F is the additive closure of the category of band objects of Rep(XA), see
Theorem 10.10.

Result E. We illustrate our method on several examples.

• For the singularity A = T23∞ = kJx, y, zK/(x3 + y2 − xyz), we give an explicit
description of all indecomposable maximal Cohen–Macaulay modules. In fact,
our method reduces their description to the decorated Kronecker problem. More-
over, we compute generators of all maximal Cohen–Macaulay modules of rank
one (written as ideals in A) and describe several families of matrix factorizations
corresponding to them. See Section 5 for details.
• For the singularity A = T∞∞∞ = kJx, y, zK/(xyz), we give an explicit description

of all indecomposable objects of CMlf(A). For the rank one objects of CMlf(A),
we compute the corresponding matrix factorizations of the polynomial xyz, see
Subsection 8.1 and especially Theorem 8.2 and Proposition 8.6.

According to Sheridan [70, Theorem 1.2] and Abouzaid et al. [1, Section 7.3],

the triangulated category CMlf(A) admits a symplectic mirror description. We
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hope that our results will bring a new light in the study of Fukaya categories of
Riemann surfaces.
• Our method equally allows to treat those degenerate cusps, which are not hyper-

surface singularities. We consider the following two cases:
– A = T∞∞∞∞ = kJx, y, u, vK/(xy, uv). This surface singularity is a complete

intersection. We describe all rank one objects of CMlf(A). For some of them,
we compute the corresponding presentation matrices, see Subsection 8.2.

– A = kJx, y, z, u, vK/(xz, xu, yu, yv, zv). It is a Gorenstein surface singularity,
which is not a complete intersection. We explicitly describe all rank one
objects of CMlf(A), see Subsection 8.3.

• Finally, we treat the integral Cohen–Macaulay surface singularity

A = kJu, v, w, a, bK/(uv − w2, ab− w3, aw − bu, bw − av, a2 − uw2, b2 − vw2),

which is representation tame and not Gorenstein, see Subsection 12.2. We describe
all maximal Cohen–Macaulay modules of rank one, see Proposition 12.3, and com-
pute some one–parameter families of indecomposable objects of CMlf(A) of rank
two, see Remark 12.4.

Acknowledgement. Parts of this work were done during the authors stay at Max Planck
Institute für Mathematik in Bonn and at the Mathematical Research Institute in Ober-
wolfach within the “Research in Pairs” programme from March 18 – March 30, 2012 and
July 21 – August 2, 2013. The research of the first-named author was supported by the
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like to thank Duco van Straten for helpful discussions and Wassilij Gnedin for pointing
out numerous misprints in the previous version of this paper. Our special thanks go to
Lesya Bodnarchuk for supplying us with TikZ pictures illustrating representation theory
of decorated bunches of chains.

2. Generalities on maximal Cohen–Macaulay modules

Let (A,m) be a Noetherian local ring, k = A/m its residue field and d = kr. dim(A) its
Krull dimension. Throughout the paper A−mod denotes the category of Noetherian (i.e.
finitely generated) A–modules, whereas A−Mod stands for the category of all A–modules,
Q = Q(A) is the total ring of fractions of A and P is the set of prime ideals of height 1.

Definition 2.1. A Noetherian A–module M is called maximal Cohen–Macaulay if

ExtiA(k,M) = 0 for all 0 ≤ i < d.

2.1. Maximal Cohen–Macaulay modules over surface singularities. In this article
we focus on the study of maximal Cohen–Macaulay modules over Noetherian rings of Krull
dimension two, also called surface singularities. This case is actually rather special because
of the following well–known lemma.

Lemma 2.2. Let (A,m) be a surface singularity, N be a maximal Cohen–Macaulay A–
module and M a Noetherian A–module. Then the A–module HomA(M,N) is maximal
Cohen–Macaulay.

Proof. From a free presentation An
ϕ→ Am →M → 0 of M we obtain an exact sequence:

0 −→ HomA(M,N) −→ Nm ϕ∗−→ Nn −→ coker(ϕ∗) −→ 0.
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Since depthA(N) = 2, applying the Depth Lemma twice we obtain:

depthA
(
HomA(M,N)

)
≥ 2.

Hence, the module HomA(M,N) is maximal Cohen–Macaulay. �

The following standard result is due to Serre [69], see also [19, Proposition 3.7].

Theorem 2.3. Let (A,m) be a surface singularity. Then we have:

(1) The ring A is normal (i.e. it is a domain, which is integrally closed in its field of
fractions) if and only if it is Cohen–Macaulay and isolated.

(2) Assume A to be Cohen–Macaulay and Gorenstein in codimension one (e.g. A is
normal) and M be a Noetherian A–module. Then M is maximal Cohen–Macaulay
if and only if it is reflexive.

The next result underlines some features of maximal Cohen–Macaulay modules which
occur only in the case of surface singularities. See for example [19, Proposition 3.2 and
Proposition 3.7] for the proof.

Theorem 2.4. Let (A,m) be a reduced Cohen–Macaulay surface singularity with a canon-
ical module K. Then we have:

(1) The canonical embedding functor CM(A) → A−mod has a left adjoint functor

M
δ7→ M † := M∨∨ = HomA

(
HomA(M,K),K

)
. In other words, for an arbitrary

Noetherian module M and a maximal Cohen–Macaulay module N the map δ in-
duces an isomorphism HomA(M †, N) ∼= HomA(M,N). The constructed functor †
will be called Macaulayfication functor.

(2) Moreover, for any Noetherian A–module M the following sequence is exact:

0 −→ tor(M) −→M
δ−→M † −→ T −→ 0,

where tor(M) = ker(M → Q ⊗A M) is the torsion part of M and T is some
A–module of finite length.

(3) Moreover, if A is Gorenstein in codimension one, then for any Noetherian A–
module M there exists a natural isomorphism M † ∼= M∗∗, where ∗ = HomA(− , A).

The following lemma provides a useful tool to compute the Macaulayfication of a given
Noetherian module.

Lemma 2.5. In the notations of Theorem 2.4, let M be a Noetherian A–module, which
is a submodule of a maximal Cohen–Macaulay A–module X. Let x ∈ X \M be such that
mtx ∈ M for some t ≥ 1. Then M † ∼= 〈M,x〉†, where 〈M,x〉 is the A–submodule of X
generated by M and x.

Proof. Consider the short exact sequence 0→ M
ı→ 〈M,x〉 → T → 0. From the assump-

tions of Lemma it follows that T is a finite length module. In particular, for any p ∈ P
the map ıp is an isomorphism. By the functoriality of Macaulayfication we conclude that
the morphism ı† : M † → 〈M,x〉† is an isomorphism in codimension one. By [19, Lemma
3.6], the morphism ı† is an isomorphism. �

Let us additionally assume our Cohen–Macaulay surface singularity A to be Henselian
and A ⊆ B to be a finite ring extension. Then the ring B is semi–local. Moreover,
B ∼= (B1, n1)× (B2, n2)× · · · × (Bt, nt), where all (Bi, ni) are local. Assume that all rings
Bi are Cohen–Macaulay.
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Proposition 2.6. The functor B �A − : CM(A) → CM(B) mapping a maximal Cohen–
Macaulay module M to B �A M := (B ⊗A M)† is left adjoint to the forgetful functor
CM(B) → CM(A). In other words, for any maximal Cohen–Macaulay A–module M and
a maximal Cohen–Macaulay B–module N we have:

HomB(B �AM,N) ∼= HomA(M,N).

Assume additionally A and B to be both reduced. Then for any Noetherian B–module M
there exist a natural isomorphism M †A ∼= M †B in the category of A–modules.

For a proof, see for example [19, Proposition 3.18]. �

Lemma 2.7. Let (A,m) be a reduced Noetherian ring of Krull dimension one with a canon-
ical module K. Then for any Noetherian A–module M we have a functorial isomorphism:
M∨∨ ∼= M/ tor(M), where ∨ = HomA(− ,K).

Proof. From the canonical short exact sequence 0 → tor(M) → M → M/ tor(M) → 0

we get the isomorphism
(
M/ tor(M)

)∨ → M∨. Since M/ tor(M) is a maximal Cohen–
Macaulay A–module and ∨ is a dualizing functor, we get two natural isomorphisms

M/ tor(M)
∼=−→
(
M/ tor(M)

)∨∨ ∼=←−M∨∨,
being a part of the commutative diagram

M //

��

M/ tor(M)

��

M∨∨ //
(
M/ tor(M)

)∨∨
,

in which all morphisms are the canonical ones. This yields the claim. �

Corollary 2.8. Let (A,m) be a reduced Cohen–Macaulay surface singularity with a canon-
ical module K and A ⊆ R be its normalization. Then for any Noetherian A–module M
and any p ∈ P we have a natural isomorphism

(R�AM)p ∼= Rp ⊗Ap Mp/ tor(Rp ⊗Ap Mp).

Proof. Note that Ap is a reduced Cohen–Macaulay ring of Krull dimension one, Kp is
the canonical module of Ap and Rp is the normalization of Ap. Hence, this corollary is a
consequence of Lemma 2.7. �

2.2. On the category CMlf(A). Let (A,m) be a Cohen–Macaulay ring of an arbitrary
Krull dimension d.

Definition 2.9. A maximal Cohen–Macaulay A–module M is locally free on the punc-
tured spectrum of A if for any p ∈ Spec(A) \ {m} the localization Mp is a free Ap–module.

Of course, any maximal Cohen–Macaulay module fulfills the above property provided A
is an isolated singularity. However, for the non–isolated ones we get a very nice proper
subcategory of CM(A).

Theorem 2.10. Let CMlf(A) be the category of maximal Cohen–Macaulay modules which
are locally free on the punctured spectrum. Then the following results are true.

• The stable category CMlf(A) is Hom–finite. This means that for any objects M

and N of CMlf(A) the A–module HomA(M,N) has finite length.
• Moreover, assume that A is Gorenstein. Then we have:
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– CMlf(A) is a triangulated subcategory of CM(A).

– The shift functor Σ = Ω−1 is a Serre functor in CMlf(A). This means that

for any objects M and N of CMlf(A) we have a bifunctorial isomorphism

HomA(M,N) ∼= D

(
HomA

(
N,Σ(M)

))
,

where D is the Matlis duality functor.
– In the terms of Buchweitz’s equivalence (1.1), we have an exact equivalence:

CMlf(A) −→ thick(k) ⊂ Dsg(A),

where thick(k) is the smallest triangulated subcategory of Dsg(A) containing
the class of the residue field k and closed under direct summands in Dsg(A).

Comment on the proof. For the proof of the first statement, see for example [19, Proposi-
tion 9.4]. The second result easily follows from the definition of the triangulated category
structure of CM(A). The third statement dates back to Auslander [5, Proposition 8.8 in
Chapter 1 and Proposition 1.3 in Chapter 3], see also [78, Chapter 3]. Finally, the proof
of the last result is essentially contained in the proof of [55, Proposition A.2] as well as in
[63, Lemma 2.6 and Proposition 2.7]. �

Remark 2.11. Observe that if d ≥ 2 and M is an objects of CMlf(A) then there exists
n ≥ 1 such that Mp

∼= Anp for any p ∈ Spec(A) \ {m}. However, this is not true if d = 1
and Spec(A) has several irreducible components.

Let d ≥ 2, (S, n) be a regular ring of Krull dimension d + 1 and f ∈ n2 be such that
the hypersurface singularity (A,m) = S/(f) is reduced. Let (ϕ,ψ) ∈ Matn×n(S)×2 be
a matrix factorization of f and ϕ̄, ψ̄ be the corresponding images in Matn×n(A). Let
M = cok(ϕ̄) be the maximal Cohen–Macaulay A–module corresponding to (ϕ,ψ). Next,
for any 1 ≤ p ≤ n, let Ip(ϕ̄) be the p–th Fitting ideal of M , i.e. the ideal generated by all
p× p minors of ϕ̄.

Lemma 2.12. Let (ϕ,ψ) ∈ Matn×n(S)×2 be a matrix factorization of f and M = cok(ϕ̄).

Then M belongs to CMlf(A) if and only if the following is true.

• There exists t ≥ 1 and a unit u ∈ S such that det(ϕ) = u · f t.
•
√
In−t(ϕ̄) = m and In−t+1(ϕ̄) = 0.

Proof. Recall that Q denotes the total ring of fractions of A. If M belongs to CMlf(A)
then there exists t ≥ 1 such that Q ⊗A M = Qt. By [19, Lemma 2.34], we get the first
condition. The second condition follows from [13, Lemma 1.4.8]. �

3. Main construction

Let (A,m) be a reduced complete (or analytic) Cohen–Macaulay ring of Krull dimension
two, which is not an isolated singularity. Let R be the normalization of A. It is well–known
that R is again complete (resp. analytic) and the ring extension A ⊆ R is finite, see [47]
or [25]. Moreover, R is isomorphic to the product of a finite number of normal local rings:

R ∼= (R1, n1)× (R1, n1)× · · · × (Rt, nt).

According to Theorem 2.3, all rings Ri are automatically Cohen–Macaulay.
Let I = ann(R/A) be the conductor ideal. It is easy to see that I is also an ideal in R.

Denote Ā = A/I and R̄ = R/I.

Lemma 3.1. In the notations as above we have.
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(1) The ideal I is a maximal Cohen–Macaulay module, both over A and over R.
(2) The rings Ā and R̄ are Cohen–Macaulay of Krull dimension one.
(3) The inclusion Ā → R̄ induces the injective homomorphism of rings of fractions

Q(Ā) → Q(R̄). Moreover, the canonical morphism R̄ ⊗Ā Q(Ā) → Q(R̄) is an
isomorphism.

Proof. First note that I ∼= HomA(R,A). Hence, by Lemma 2.2, the ideal I is maximal
Cohen–Macaulay, viewed as A–module. Since the ring extension A ⊆ R is finite, I is also
maximal Cohen–Macaulay as a module over R.

Next, the closed subscheme V (I) ⊂ Spec(A) is exactly the non-normal locus of A.
If A is normal then A = R and there is nothing to prove. If A is not normal, then
kr. dim

(
V (I)

)
≥ 1. Indeed, by Theorem 2.3, an isolated surface singularity which is not

normal, can not be Cohen–Macaulay. Since A is reduced, we have: kr. dim
(
V (I)

)
= 1.

In particular, kr. dim(Ā) = 1 = kr. dim(R̄). Applying Depth Lemma to the short exact
sequences

0 −→ I −→ A −→ Ā −→ 0 and 0 −→ I −→ R −→ R̄ −→ 0

we conclude that Ā and R̄ are both Cohen–Macaulay (but not necessarily reduced).
Let ā ∈ Ā be a regular element. Since R̄ is a Cohen–Macaulay Ā–module, ā is regular

in R̄, too. Hence, we obtain a well–defined injective morphism of rings Q(Ā)→ Q(R̄).
Finally, consider the canonical ring homomorphism γ : R̄ ⊗Ā Q(Ā) → Q(R̄), mapping

a simple tensor r̄ ⊗ ā
b̄

to r̄ā
b̄

. Since any element of R̄ ⊗Ā Q(Ā) has the form r̄ ⊗ 1̄
b̄

for

some r̄ ∈ R̄ and b̄ ∈ Ā, it is easy to see γ is injective. Next, consider the canonical
ring homomorphism R̄ → R̄ ⊗Ā Q(Ā). It is easy to see that r̄ ⊗ 1̄ is a non–zero divisor
in R̄ ⊗Ā Q(Ā) provided r̄ ∈ R̄ is regular. Since R̄ ⊗Ā Q(Ā) is a finite ring extension of
Q(Ā), it is artinian. In particular, any regular element in this ring is invertible. From the
universal property of localization we obtain a ring homomorphism Q(R̄) → R̄ ⊗Ā Q(Ā),
which is inverse to γ. �

Lemma 3.2. Let M be a maximal Cohen–Macaulay A–module. Then we have:
• The canonical morphism of Q(R̄)–modules

θM : Q(R̄)⊗Q(Ā)

(
Q(Ā)⊗AM

) ∼=−→ Q(R̄)⊗R
(
R⊗AM

)
−→ Q(R̄)⊗R

(
R�AM

)
is an epimorphism.
• The canonical morphism of Q(Ā)–modules

θ̃M : Q(Ā)⊗AM → Q(R̄)⊗AM
θM−→ Q(R̄)⊗R

(
R�AM

)
is a monomorphism.

Proof. By Theorem 2.4, the cokernel of the canonical morphism R ⊗A M → R �A M
has finite length. Hence, it vanishes after tensoring with Q(R̄). Thus, the map θM is
surjective. The first statement of lemma is proven.

Denote by M̃ ′ := R⊗AM/torR(R⊗AM) and M̃ := M̃ ′†. First note that the canonical

morphism of A–modules M
κ−→ M̃ ′, m 7→ [1 ⊗m] is a monomorphism. As a result, the

morphism IM
κ̄−→ IM̃ ′, which is a restriction of κ, is also injective. Moreover, κ̄ is also

surjective: for any a ∈ I, b ∈ R and m ∈M we have: a · [b⊗m] = [ab⊗m] = [1⊗ (ab) ·m]
and ab ∈ I.
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Since the module M̃ ′ is torsion free, by Theorem 2.4 we have a short exact sequence

0 −→ M̃ ′
ξ−→ M̃ −→ T −→ 0,

where T is a module of finite length. It implies that the cokernel of the induced map

IM̃ ′
ξ̄−→ IM̃ has finite length as well. Let M

−→ M̃ be the composition of κ and ξ and

IM
̄−→ IM̃ be the induced map. Then we have the following commutative diagram with

exact rows:

(3.1)

0 // IM //

̄
��

M //


��

Ā⊗AM

η
��

// 0

0 // IM̃ // M̃ // R̄⊗R M̃ // 0.

Since  is injective and the cokernel ̄ is of finite length, snake lemma implies that ker(η)
has finite length. Since Q(Ā)⊗Ā − is an exact functor, we obtain an exact sequence

0 −→ Q(Ā)⊗Ā ker(η) −→ Q(Ā)⊗Ā Ā⊗AM
1⊗η−−→ Q(Ā)⊗Ā R̄⊗R M̃.

It remains to take into account that Q(Ā) ⊗Ā ker(η) = 0, Q(Ā) ⊗Ā R̄ = Q(R̄) and 1 ⊗ η
coincides with the morphism θ̃M . �

Definition 3.3. In the notations of this section, consider the following category of triples

Tri(A). Its objects are triples (M̃, V, θ), where M̃ is a maximal Cohen–Macaulay R–

module, V is a Noetherian Q(Ā)–module and θ : Q(R̄) ⊗Q(Ā) V → Q(R̄) ⊗R M̃ is an

epimorphism of Q(R̄)–modules such that the induced morphism of Q(Ā)–modules

V −→ Q(R̄)⊗Q(Ā) V
θ−→ Q(R̄)⊗R M̃

is a monomorphism. In what follows, θ will be frequently called gluing map.

A morphism between two triples (M̃, V, θ) and (M̃ ′, V ′, θ′) is given by a pair (ϕ,ψ),

where ϕ : M̃ → M̃ ′ is a morphism of R–modules and ψ : V → V ′ is a morphism of
Q(Ā)–modules such that the following diagram

Q(R̄)⊗Q(Ā) V
θ //

1⊗ϕ
��

Q(R̄)⊗R M̃

1⊗ψ
��

Q(R̄)⊗Q(Ā) V
′ θ′ // Q(R̄)⊗R M̃ ′

is commutative in the category of Q(R̄)–modules.

Remark 3.4. Consider the pair of functors

(3.2) CM(R)
R̄⊗R −−−−−→ Q(R̄)−mod

Q(R̄)⊗Q(Ā) −←−−−−−−−− Q(Ā)−mod.

Then the category Tri(A) is a full subcategory of the comma–category defined by (3.2).

The raison d’être for Definition 3.3 is the following theorem.

Theorem 3.5. In the notations of this section, the functor

F : CM(A) −→ Tri(A), M 7→ F(M) :=
(
R�AM,Q(Ā)⊗AM, θM

)
,

is an equivalence of categories.
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Lemma 3.2 assures that the functor F is well–defined. The proof of this theorem as well
as the construction of a quasi–inverse functor G will be given in the next section.

Now we shall investigate the compatibility of the functor F with localizations with respect
to the prime ideals of height 1.

Proposition 3.6. Let a(I) := ass(I) =
{
p1, p2, . . . , pt

}
be the associator of the conductor

ideal I ⊆ A. Then we have:

(1) for all 1 ≤ i ≤ t the ideal pi has height one;
(2) Let p ∈ P. Then (R/A)p = 0 for all p /∈ a(I);
(3) Let p̄i be the image of pi in the ring Ā for 1 ≤ i ≤ t. Then

Q(Ā) ∼= Āp̄1 × · · · × Āp̄t and Q(R̄) ∼= R̄p̄1 × · · · × R̄p̄t .

(4) Moreover, for any p ∈ a(I) the ring Rp is the normalization of Ap, Ip is the
conductor ideal of Ap, Q(Ā)p = Āp̄ and Q(R̄)p = R̄p̄.

Proof. According to Lemma 3.1, the ring Ā is a Cohen–Macaulay curve singularity. Hence,
it is equidimensional, what proves the first statement.

It is well–known that a(I) coincides with the set of minimal elements of Supp(Ā), see
[69]. Hence, for any p ∈ P we have: Āp 6= 0 if and only if p ∈ a(I). Since the ring extension
Ā ⊆ R̄ is finite, R̄p 6= 0 if and only if p ∈ a(I). This proves the second statement.

Next, Ā is a one–dimensional Cohen–Macaulay ring and the set of its minimal prime
ideals is a(0) =

{
p̄1, . . . , p̄t

}
. Hence, we have: Āp̄i = Q(Ā)p̄iQ(Ā) for all 1 ≤ i ≤

t. Since Ā is Cohen–Macaulay, its total ring of fractions Q(Ā) is artinian. Moreover,{
p̄1Q(Ā), . . . , p̄tQ(Ā)

}
is the set of maximal ideals of Q(Ā). In particular, the morphism

Q(Ā) −→ Q(Ā)p̄1Q(Ā) ×Q(Ā)p̄2Q(Ā) × · · · ×Q(Ā)p̄tQ(Ā) −→ Āp̄1 × · · · × Āp̄t

is an isomorphism. Taking into account Lemma 3.1, we obtain an isomorphism

R̄p̄1 × · · · × R̄p̄t −→
(
Āp̄1 × · · · × Āp̄t

)
⊗Ā R̄ −→ Q(Ā)⊗Ā R̄ −→ Q(R̄).

This concludes a proof of the third statement.
For any prime ideal p the ring Rp is the normalization of Ap. Next, we have: Ip =(

annA(R/A)
)
p
∼= annAp(Rp/Ap), hence Ip is the conductor ideal of Ap. The ring isomor-

phisms Q(Ā)p ∼= Āp̄ and Q(R̄)p ∼= R̄p̄ follow from the previous part. �

Remark 3.7. For a Cohen–Macaulay curve singularity C, there exists the notion of the
category of triples Tri(C) parallel to Definition 3.3, see Section 13.

Proposition 3.8. For any prime ideal p ∈ a(I) we have the localization functor Lp :

Tri(A) → Tri(Ap) mapping a triple T = (M̃, V, θ) to the triple Tp = Lp(T ) = (M̃p, Vp, θp).
Moreover, there is the following diagram of categories and functors

CM(A)
Ap⊗A− //

FA
��

CM(Ap)
ξ

rz
FAp

��
Tri(A)

Lp // Tri(Ap)

where the natural transformation ξ : FAp ◦ (Ap ⊗A − ) → Lp ◦ FA is an isomorphism.

Moreover, for a triple T = (M̃, V, θ) the gluing morphism θ is an isomorphism if and only
if θp is an isomorphism for all p ∈ a(I).
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Proof. Let T = (M̃, V, θ) be an object of Tri(A). By Proposition 3.6, for any prime
ideal p the localization Ip is the conductor ideal of the ring Ap, Q(Ā) ∼= Āp̄1 × · · · × Āp̄t

and Q(R̄) ∼= R̄p̄1 × · · · × R̄p̄t . Hence, for any prime ideal p ∈ a(I) we have: M̃p is a
maximal Cohen–Macaulay Rp–module, Vp = Vp̄ is a Noetherian Āp̄–module. We have a
commutative diagram(

Q(R̄)⊗Q(Ā) V
)
p̄

∼=
��

θp̄ //
(
Q(R̄)⊗R M̃

)
p̄

∼=
��

R̄p̄ ⊗Āp̄
Vp̄

θp // R̄p̄ ⊗Rp M̃p

where both vertical maps are canonical isomorphisms. In a similar way, we have a com-
mutative diagram

Vp̄

1

��

θ̃p̄ //
(
Q(R̄)⊗R M̃

)
p̄

∼=
��

Vp̄
θ̃p // R̄p̄ ⊗Rp M̃p

and the morphisms θ̃p and θp are mapped to each other under the adjunction maps.
By Corollary 2.8, for any p ∈ P and any maximal Cohen–Macaulay A–module M we

have an isomorphism (R �A M)†p → Rp ⊗Ap Mp/ tor(Rp ⊗Ap Mp) which is natural in M .
Moreover, this map coincides the localization θMp of θM . This shows the claim. �

Combining Theorem 3.5 and Proposition 3.8, we obtain the following result.

Theorem 3.9. The functor F establishes an equivalence between CMlf(A) and the full

subcategory Trilf(A) of Tri(A) consisting of those triples (M̃, V, θ) for which the gluing
morphism θ is an isomorphism.

4. Serre quotients and proof of Main Theorem

The goal of this section is to give a proof of Theorem 3.5. To do that we need the
technique of Serre quotient categories, studied by Gabriel in his thesis [41], see also [64].

Definition 4.1. For a Noetherian ring A let fnlg(A) be the category of finite length mo-
dules. Then fnlg(A) is a thick subcategory, i.e. it is closed under taking kernels, cokernels
and extensions inside of A−mod. The Serre quotient category

M(A) = A−mod/ fnlg(A)

is defined as follows.

1. The objects of M(A) and A−mod are the same.

2. To define morphisms in M(A), for any pair of A–modules M and N consider the
following partially ordered set of quadruples IM,N :=

{
Q = (X,ϕ, Y, ψ)

}
, where X and

Y are A–modules, X
ϕ−→M is an injective homomorphism of A–modules whose cokernel

belongs to fnlg(A) and N
ψ−→ Y is a surjective homomorphism of A–modules whose kernel

belongs to fnlg(A). For a pair of such quadruples Q = (X,ϕ, Y, ψ) and Q′ = (X ′, ϕ′, Y ′, ψ′)
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we say that Q ≤ Q′ if any only if there exists morphisms X ′
ξ−→ X and Y

ζ−→ Y ′ such
that ϕ′ = ϕξ and ψ′ = ζψ. Then IM,N is a directed partially ordered set and we define:

HomM(A)(M,N) := lim−→
Q∈IM,N

HomA(X,Y ).

3. Note that for any pair of A–modules M and N we have a canonical homomorphism of
abelian groups p(M,N) : HomA(M,N) −→ lim−→HomA(X,Y ) = HomM(A)(M,N).

Theorem 4.2. The category M(A) is abelian and the canonical functor

PA : A−mod −→ M(A)

is exact. In particular, if M
ψ−→ N is a morphism in A−mod then PA(ψ) is a monomor-

phism (resp. epimorphism) if and only if the kernel (resp. cokernel) of ψ belongs to fnlg(A).
Moreover, M(A) is equivalent to the localized category M(A)◦ = A−mod[Σ−1], where the

localizing subclass Σ ⊂ Mor(A) consists of all morphisms in the category A−mod, whose
kernels and cokernels have finite length.

Proof. The first part of this theorem was shown by Gabriel, see [41, Chapitre III]. For the
second part we refer to [64]. In particular, for any pair of objects M and N and a morphism

M
ψ−→ N in the category M(A) there exists an A–module E and a pair of morphisms M

φ←−
E

ϕ−→ N such that ker(φ) and coker(φ) belong to fnlg(A) and ψ = PA(ϕ) · PA(φ)−1. �

It turns out that the category M(A) is very natural from the point of view of singularity
theory. The following theorem summarizes some of its well–known properties.

Theorem 4.3. Let (A,m) be a local Noetherian ring.

(1) If A is Cohen–Macaulay of Krull dimension one then the exact functor Q(A)⊗A− :
A−mod→ Q(A)−mod induces an equivalence of categories M(A)→ Q(A)−mod;

(2) Let X = Spec(A) and x = {m} be the unique closed point of X. For U :=
X \ {x} let ı : U → X be the canonical embedding and Cohx(X) be the category of
coherent sheaves on X supported at x. Then the functor ı∗ induces an equivalence
of categories Coh(X)/Cohx(X)→ Coh(U). In particular, the categories M(A) and
Coh(U) are equivalent.

(3) Let A be of Krull dimension at least two then the canonical functor

I : CM(A) −→ A−mod
PA−→ M(A)

is fully faithful. Moreover, if A is a normal surface singularity then the category
Coh(U) is hereditary and CM(A) is equivalent to the category VB(U) of locally free
coherent sheaves on U .

(4) Let A be a reduced Cohen–Macaulay surface singularity then the Macaulayfication
functor † : A−mod → CM(A) induces a functor M(A) → CM(A) which is left
adjoint to the embedding I. Moreover, for a torsion free A–module M we have

a natural isomorphism M † → Γ(ı∗ı
∗M̃), where M̃ is the coherent sheaf on X

obtained by sheafifying the module M .

Proof. (1) Let A−Mod be the category of all A–modules and Tor(A) be its full subcategory
consisting of those modules, for which any element is m–torsion. In other words, Tor(A)
is the category of modules, which are direct limits of its finite length submodules.

The total ring of fractions Q(A) is flat as an A–module, hence F = Q(A)⊗A : A−Mod→
Q(A)−Mod is exact. The forgetful functor G : Q(A)−Mod → A−Mod is right adjoint to
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F. Now note that the counit of the adjunction ξ : FG → 1Q(A)−mod is an isomorphism
of functors. Since F is right exact and G is exact, the composition FG is right exact.
Moreover, FG commutes with arbitrary direct products. Hence, to prove that ξ is an
isomorphism, it is sufficient to show that the canonical morphism of Q(A)–modules

ξQ(A) = mult : Q(A)⊗A Q(A) −→ Q(A)

is an isomorphism, which is a basic property of localization.
Since A is a Cohen–Macaulay ring of Krull dimension one, the category T = ker(F) is

equal to Tor(A). Let M̂(A) = A−Mod/Tor(A) (one can consult [64] for the definition of
the Serre quotients categories in the case they are not small). By [41, Proposition III.2.4]

the functor F induces an equivalence of categories F̄ : M̂(A)→ Q(A)−Mod.
It is clear that Tor(A) ∩ A−mod = fnlg(A), hence basic properties of Serre quotients

imply that the functor given by the composition

A−mod/ fnlg(A) −→ A−Mod/Tor(A)
F̄−→ Q(A)−Mod

is fully faithful. Since Q(A) = F̄(A) and F̄ : EndM(A)(A) → Q(A) is an isomorphism of

rings, the functor F̄ : M(A) −→ Q(A)−mod is essentially surjective.

(2) The proof of this statement is similar to the previous one. The functor ı∗ : QCoh(X)→
QCoh(U) has a right adjoint ı∗ : QCoh(U) → QCoh(X) and the counit of the adjunction
ı∗ı∗ → 1QCoh(U) is an isomorphism. It is easy to see that the kernel of the functor ı∗ is
the category QCohx(X) consisting of the quasi-coherent sheaves on X supported at the
closed point x. Again, by [41, Proposition III.2.4] the inverse image functor ı∗ induces an
equivalence of categories QCoh(X)/QCohx(X) → QCoh(U). This functor restricts to a
fully faithful functor Coh(X)/Cohx(X) → Coh(U). It remains to verify that this functor
is essentially surjective.

Let F be a coherent sheaf on U , then the direct image sheaf G := ı∗F is quasi-coherent.
However, any quasi-coherent sheaf on a Noetherian scheme can be written as a direct limit
of an increasing sequence of coherent subsheaves G1 ⊆ G2 ⊆ · · · ⊆ G. Since the functor ı∗

is exact, we obtain an increasing filtration ı∗G1 ⊆ ı∗G1 ⊆ · · · ⊆ ı∗G. But ı∗G = ı∗ı∗F ∼= F .
Since the scheme U is Noetherian and F is coherent, it implies that F ∼= ı∗Gt for some
t ≥ 1. Hence, the functor ı∗ : Coh(X)→ Coh(U) is essentially surjective and the induced
functor Coh(X)/Cohx(X)→ Coh(U) is an equivalence of categories.

(3) The fact that the functor I : CM(A)→ M(A) is fully faithful, follows for example from
[41, Lemme III.2.1]. It is well–known that for a normal surface singularity A the category
Coh(U) is hereditary. A proof of the equivalence between CM(A) and VB(U) can be found
for instance in [19, Corollary 3.12]. Note that if A is an algebra over C, the space U is
homotopic to the link of the singularity Spec(A).

(4) Let A be a reduced Cohen–Macaulay surface singularity. From [19, Lemma 3.6] we
obtain that † : A−mod→ CM(A) induces the functor M(A)◦ → CM(A), which for sake of
simplicity will be denoted by the same symbol †. Moreover, for any Noetherian A–module
M and a Cohen–Macaulay A–module N we have isomorphisms

HomM(A)(M,N)
PA←−− HomA(M,N) −→ HomCM(A)(M

†, N),

which are natural in both arguments. For a proof of the isomorphism M † −→ Γ(ı∗ı
∗M̃),

we refer to [19, Proposition 3.10]. �
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Lemma 4.4. Let A ⊆ B be a finite extension of Noetherian rings. Then the forgetful
functor for : B−mod → A−mod and the functor B ⊗A − : A−mod → B−mod form an
adjoint pair and induce the functors

for : M(B) −→ M(A) and B⊗̄A− : M(A) −→ M(B)

which are again adjoint. Moreover, for an arbitrary A–module X and a B–module Y the
following diagram is commutative:

HomA(X,Y )
can //

PA
��

HomB(B ⊗A X,Y )

PB
��

HomM(A)(X,Y )
can // HomM(B)(B⊗̄AX,Y )

where both horizontal maps are canonical isomorphisms given by adjunction.

Proof. Since the ring extension A ⊆ B is finite, the functor B ⊗A − maps the category
fnlg(A) to fnlg(B). The functors F = B⊗̄A− : M(A)◦ → M(B)◦ and G : M(B)◦ → M(A)◦

are obtained from the adjoint pair of functors B⊗A − and for using the universal property
of the localization:

A−mod
B⊗A− //

P◦A
��

B−mod

P◦B
��

M(A)◦
F // M(B)◦

B−mod
for //

P◦B
��

A−mod

P◦A
��

M(B)◦
G // M(A)◦.

For an A–module M let ξM : M → B⊗AM be the unit of adjunction. Let ψ : M → N be

a morphism in M(A)◦ represented by the pair of M
φ←− E ϕ−→ N , where ker(φ) and coker(φ)

have finite length. Since the diagram

M

ξM
��

E

ξE
��

φoo ϕ // N

ξN
��

B ⊗AM B ⊗A E
1⊗φoo 1⊗ϕ // B ⊗A N

is commutative, we get a natural transformation of functors ξ : 1M(A)◦ → GF. In the
similar way, we construct a natural transformation ζ : FG → 1M(B)◦ . Note that the
natural transformations

F F(ξ)−−→ FGF ζ F−−→ F and G ξ G−−→ GFG G(ζ)−−−→ G
are 1F and 1G, respectively. Hence, (F,G) is an adjoint pair of functors. �

Now we possess all necessary ingredients to formulate an alternative definition of the
category of triples Tri(A), given in Definition 3.3. Note that we have a pair of functors

(4.1) CM(R)
R̄⊗̄R−−−−−→ M(R̄)

R̄⊗̄Ā−←−−−− M(Ā).

Definition 4.5. The category Tri′(A) is the following full subcategory of the comma

category defined by the diagram (4.1). Its objects are triples (M̃, V, θ), where M̃ is a

maximal Cohen–Macaulay R–module, V an object of M(Ā) and θ : R̄⊗̄ĀV → R̄⊗̄RM̃ is
an epimorphism in M(R̄) such that the adjoint morphism in M(Ā)

V −→ R̄⊗̄ĀV
θ−→ R̄⊗̄RM̃
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is an monomorphism.

A morphism between two triples (M̃, V, θ) and (M̃ ′, V ′, θ′) is given by a pair (ϕ,ψ),

where ϕ : M̃ → M̃ ′ is a morphism in CM(R) and ψ : V → V ′ is a morphism in M(Ā) such
that the following diagram

R̄⊗̄ĀV
θ //

1⊗̄ψ
��

R̄⊗̄RM̃

1⊗̄ϕ
��

R̄⊗̄ĀV ′
θ′ // R̄⊗̄RM̃ ′

is commutative in the category M(R̄). �

Recall that for a maximal Cohen–Macaulay module M we denote M̃ := R �A M ,
whereas θM is the canonical morphism of R–modules given by the composition

R̄⊗Ā Ā⊗AM
∼=−→ R̄⊗R R⊗AM

1⊗δ−−→ R̄⊗R (R�AM).

By Theorem 2.4, the canonical morphism R ⊗A M
δ−→ R �A M has cokernel of finite

length, hence θM has finite length cokernel as well. This implies that the morphism

PR̄(θM ) : R̄⊗Ā Ā⊗AM −→ R̄⊗R (R�AM)

is an epimorphism in M(R̄). Next, we have the following commutative diagram in the
category of A–modules:

(4.2)

0 // IM //

̄
��

M
π //


��

Ā⊗AM

θ̃M��

// 0

0 // IM̃ // M̃
γ // R̄⊗R M̃ // 0,

where M̃ = R�AM ,  : M → M̃ is the canonical morphism and ̄ is its restriction on IM .

The morphism  is injective. Moreover, for any p ∈ P the morphism ̄p : (IM)p −→ (IM̃)p
is an isomorphism, see the proof of Lemma 13.2. Hence, coker(̄) is an A–module of finite

length. Snake lemma implies that ker(θ̃) is a submodule of coker(̄). Hence, it has finite

length, too. By Lemma 4.4, the morphisms PR̄(θM ) and PĀ(θ̃M ) are mapped to each other
under the morphisms of adjunction. This yields the following corollary.

Corollary 4.6. We have a functor F′ : CM(A)→ Tri′(A) assigning to a maximal Cohen–
Macaulay A–module M the triple

(
R�AM, Ā⊗̄AM, PR̄(θM )

)
. Moreover, the equivalences

of categories M(Ā) → Q(Ā)−mod and M(R̄) → Q(R̄)−mod constructed in Theorem 4.3
induce an equivalence of categories E : Tri′(A)→ Tri(A) such that the functors F and EF′
are isomorphic.

Definition 4.7. Consider the functor B : Tri′(A) → M(A) defined as follows. For an

object T = (M̃, V, θ) of the category Tri′(A) let M̂ := R̄ ⊗R M̃ and γ : M̃ → M̂ be the

canonical morphism of R–modules. Let M̃
γ̄−→ M̂ be the morphism in M(A) obtained by

applying to γ the functor PR and then the forgetful functor M(R)→ M(A). Then we set

N := B(T ) = ker
(
M̃ ⊕ V

( γ̄ θ̃ )
−−−→ M̂

)
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and define B on morphisms using the universal property of a kernel. Equivalently, we have
a commutative diagram in the category M(A):

(4.3)

0 // IM̃
α //

=
��

N
π //

ı
��

V

θ̃
��

// 0

0 // IM̃
β̄ // M̃

γ̄ // M̂ // 0.

According to Corollary 4.6, Theorem 3.5 is equivalent to the following statement.

Theorem 4.8. The functor G : Tri′(A)→ CM(A) given by the composition of the functors
B : Tri′(A)→ M(A) and † : M(A)→ CM(A), is quasi-inverse to F′.

Proof. Before going to the details, let us first explain the logic of our proof.

• We construct an isomorphism of functors 1CM(A) −→ G ◦ F′.
• We show that G is faithful.
• Finally, we prove that any triple T ∈ Ob

(
Tri′(A)

)
is isomorphic to F′G(T ).

The first two statements imply that F′ is fully faithful. The last one shows that F′ is
essentially surjective. Hence, F′ is an equivalence of categories and G is its quasi–inverse.

Now, let M be a maximal Cohen–Macaulay A–module. In the notations of the commu-
tative diagram (4.2), we have the following exact sequence in the category of A–modules:

(4.4) M
(−π )
−−−→ M̃ ⊕M

( γ θ̃ )
−−−−→ M̂ −→ 0,

where M = Ā⊗AM . Since PA(̄) is an isomorphism in M(A), the image of the sequence

(4.4) under the functor PA becomes short exact. The morphism M
(−π )
−−−→ M̃ ⊕ M is

natural in the category of A–modules, thus it is natural in M(A) as well. Hence, we obtain
an isomorphism of functors 1CM(A) −→ G ◦ F′. This shows that F′ is faithful.

Next, we prove that G is faithful, too. Let T = (M̃, V, θ) and T ′ = (M̃ ′, V ′, θ′) be a pair

of objects in Tri′(A) and T
(ϕ,ψ)−−−→ T ′ be a morphism in Tri′(A). Let M = B(T ),M ′ = B(T ′)

and φ = B
(
(ϕ,ψ)

)
. Then we have a commutative diagram in the category M(A):

(4.5)

0 // M //

φ

��

M̃ ⊕ V
( γ θ̃ )

//(
ϕ 0
0 ψ

)
��

M̂ //

ϕ̂
��

0

0 // M ′ // M̃ ′ ⊕ V ′
( γ′ θ̃′ )

// M̂ ′ // 0.

First note that (ϕ,ψ) = 0 in Tri′(A) if and only if ϕ = 0. Indeed, one direction is obvious.

To show the second, let ϕ = 0. Then ϕ̂ = 0 and θ̃′ ◦ ψ = 0. It remains to note that θ̃′ is a
monomorphism.

Next, a morphism ϕ : M̃ → M̃ ′ is zero in CM(R) if and only if 1⊗ ϕ : Q(A)⊗A M̃ →
Q(A) ⊗A M̃ ′ is zero in Q(A) − mod. Assume the morphism of triples (ϕ,ψ) : T → T ′ is
non-zero. Apply the functor Q(A)⊗A − on the diagram (4.5). It follows that 1⊗ φ 6= 0,
hence G

(
(ϕ,ψ)

)
6= 0 as well. Hence, G is faithful. From the isomorphism of functors

1CM(A) −→ G ◦ F′ it follows that F′ is full.
The difficult part of the proof is to show that F′ is essentially surjective. It is sufficient

to show that for an arbitrary triple T = (M̃, V, θ) there exists an isomorphism T ∼= F′G(T )
in the category Tri′(A). We split our arguments into several logical steps.
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Step 1. Since Ā is a Cohen–Macaulay ring of Krull dimension one, the kernel tor(V ) of

the canonical map V → Q(Ā) ⊗Ā V is annihilated by some power of the maximal ideal.

Hence, the canonical map V
ν−→ V/ tor(V ) =: V ′ is an isomorphism in the category M(Ā).

We get the following isomorphism in the category Tri′(A)

(1, ν) : (M̃, V, θ) −→ (M̃, V ′, θ′),

where the morphism θ′ is induced by ν. Hence, we may without loss of generality assume
that the object V of the category M(Ā) is represented by a maximal Cohen–Macaulay
Ā–module.

Step 2. For a maximal Cohen–Macaulay R–module M̃ consider the following commutative
diagram in the category of R–modules:

0 // IM̃
β //

δ
��

M̃
γ //

=
��

M̂ //

ρ
��

0

0 // (IM̃)†
β◦ // M̃

γ◦ // M̂◦ // 0,

where IM̃
δ−→ (IM̃)† is the canonical morphism determined by the Macaulayfication func-

tor. Hence, coker(δ) is an R–module of finite length. Snake lemma yields that ρ is a

surjective morphism of R–modules and ker(ρ) ∼= coker(δ). In particular, M̂◦ is annihi-
lated by the conductor ideal I, hence it is an R̄–module. Depth Lemma implies that

depthR(M̂◦) = depthR̄(M̂◦) = 1, hence M̂◦ is maximal Cohen–Macaulay over R̄. More-

over, the morphism ρ̄ := PR̄(ρ) : M̂ → M̂◦ is an isomorphism in M(R̄).

Step 3. In the notations as above we have the following isomorphism in the category M(A):

ker
(
M̃ ⊕ V

( γ̄ θ̃ )
−−−→ M̂

) ∼= ker
(
M̃ ⊕ V

( γ̄◦ θ̃◦ )
−−−−−→ M̂◦

)
,

where θ̃◦ = ρ̄ θ̃ : V → M̂◦. Since M̂◦ is a maximal Cohen–Macaulay R̄–module, it is also
maximal Cohen–Macaulay over Ā. In particular, it has no Ā–submodules of finite length.
From the definition of the category M(A) it follows that θ̃◦ can be written as

θ̃◦ = PA(θ̃) · PA(τ)−1, V
τ←− V ′ θ̃−→ M̂◦,

where τ : V ′ → V is a monomorphism of Ā–modules with cokernel of finite length and θ̃
is a morphism of Ā-modules. Since we have assumed V to be maximal Cohen–Macaulay
over Ā, its submodule V ′ is maximal Cohen–Macaulay over Ā as well. Next, θ̃◦ is a
monomorphism in M(Ā), hence the kernel of θ̃ has finite length. But ker(θ̃) is a submodule

of a maximal Cohen–Macaulay Ā–module V ′. Hence, θ̃ is a monomorphism of Ā–modules.

Identifying V and V ′ in the category M(Ā) we may without loss of generality assume:

• In the triple T = (M̃, V, θ), the module V is Cohen–Macaulay over Ā and the mor-

phism θ̃◦ : V → M̂◦ in M(Ā) is the image of an injective morphism of Ā–modules
under the functor PĀ. For sake of simplicity, we denote the latter morphism by

the same letter θ̃◦.
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• The object N = B(T ) ∈ Ob
(
M(A)

)
can be obtained by applying PA to the middle

term of the upper short exact sequence in the following diagram in A−mod:

(4.6)

0 // (IM̃)†
α //

=
��

N
π //

ı
��

V //

θ̃◦
��

0

0 // (IM̃)†
β◦ // M̃

γ◦ // M̂◦ // 0.

Since θ̃◦ is injective in Ā−mod, snake lemma yields that N is a torsion free A–module.

Step 4. In the notations of the commutative diagram (4.6), consider the canonical mor-

phism N
δ−→ N †. Then we obtain the following commutative diagram in A−mod:

0 // (IM̃)†
α //

=
��

N
π //

δ
��

V //

δ′

��

0

0 // (IM̃)†
α† // N †

π′ // W // 0,

where π′ and δ′ are induced morphisms. Since N is a torsion free A–module, δ is injective
and its cokernel has finite length, see Theorem 2.4. Snake lemma implies that coker(δ′)
has finite length, too. Moreover, the universal property of Macaulayfication implies there

exists an injective morphism of A–modules N †
−→ M̃ such that  δ = ı. In particular, we

have:  α† = ı α = β◦ and the following diagram

0 // (IM̃)†

=
��

α† // N †
π′ //


��

W //

′

��

0

0 // (IM̃)†
β◦ // M̃

γ◦ // M̂◦ // 0,

commutes in A−mod, where ′ is the morphism induced by . Since  is injective, the
morphism ′ is injective as well. Hence, the A–module W is annihilated by the conductor
ideal I. Thus, it is a maximal Cohen–Macaulay Ā–module and the morphism PĀ(δ′) :
V →W is an isomorphism in M(Ā).

Step 5. In other words, we have shown that any object T of the category Tri′(A) has a

representative (M̃, V, θ) such that V is maximal Cohen–Macaulay, the morphism V
θ̃◦−→ M̂◦

belongs to the image of the functor PA and the module N given by the diagram (4.6) is
maximal Cohen–Macaulay over A. By the definition of the functor G, we have: N ∼= G(T ).
It remains to find an isomorphism between the triples F′(N) and T .

Let IM̃
δ−→ (IM̃)† be the canonical morphism and ı′ : IM → (IM̃)† be the composition

of the restriction of ı on IN with δ. Since ı is injective, it is easy to see that the following
diagram is commutative:

0 // IN
βN //

ı′
��

N

ı

��

πN // N

κ

��

// 0

0 // (IM̃)†
α // N

π // V // 0.
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By Lemma 13.2, the morphism ı′ is injective and its cokernel has finite length. Since ker(κ)
is a subobject of coker(ı′) the morphism PĀ(κ) : N → V is an isomorphism in M(Ā). Next,

the morphism of maximal Cohen–Macaulay A–modules ı : N → M̃ induces a morphism

of maximal Cohen–Macaulay R–modules ı̃ : R �A N → M̃ . Theorem 13.5 implies that

ı̃p : (R�AN)p → M̃p is an isomorphism of Ap–modules for all prime ideals p ∈ P. Hence,
ı̃ is an isomorphism in CM(R).

Step 6. It remains to observe that
(
ı̃,PĀ(κ)

)
: F′(N) → (M̃, V, θ) is an isomorphism

in the category of triples Tri′(A). Since both morphisms ı̃ and PĀ(κ) are known to be
isomorphisms, it is sufficient to show that

(
ı̃,PĀ(κ)

)
is a morphism in Tri′(A). In the

notations of the commutative diagram (4.6), this fact follows from the commutativity of
the following diagram in the category A−mod:

R̄⊗A N

can ''

θN //

1⊗κ

��

R̄⊗R (R�A N)

1⊗ı̃

��

R̄⊗R (R⊗A N)

1⊗δ

55

can

))
R̄⊗Ā V

θ◦ // M̂◦ R̄⊗R M̃,oo

which can be verified by a simple diagram chasing. Theorem is proven. �

Remark 4.9. In their recent monograph [60, Section 14.2], Leuschke and Wiegand give
a simpler proof of Theorem 3.5 in the special case when Ā and R are both regular.

Observe that we have the following practical rule to reconstruct a maximal Cohen–
Macaulay A–module M from the corresponding triple F(M) ∈ Ob

(
Tri(A)

)
.

Corollary 4.10. Let T = (M̃, V, θ) be an object of the category of triples Tri(A). Then
there exists a maximal Cohen–Macaulay Ā–module U , an injective morphism of Ā–modules

ϕ : U → R̄ ⊗R M̃ and an isomorphism ψ : Q(R̄) ⊗Ā U → Q(R̄) ⊗Q(Ā) V such that the
following diagram

Q(R̄)⊗Ā U
1⊗ϕ //

ψ ''

Q(R̄)⊗R M̃

Q(R̄)⊗Q(Ā) V

θ

77

is commutative in the category of Q(R̄)–modules. Consider the following commutative
diagram with exact rows in the category of A–modules:

0 // IM̃ //

=
��

N //

��

U //

ϕ
��

0

0 // IM̃ // M̃ // R̄⊗R M̃ // 0.

Then we have: G(T ) ∼= N †. In particular, the isomorphy class of N † does not depend on
the choice of U and ϕ.
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As we shall see later, in some cases the module N obtained by the recipe from Corollary
4.10, turns out to be automatically maximal Cohen–Macaulay. This can be tested using
the following useful result.

Lemma 4.11. In the notations of this section, let M̃ be a maximal Cohen–Macaulay

R–module, V be a maximal Cohen–Macaulay Ā–module and θ̃ : V → M̂ be an injective
morphism of Ā–modules. Consider the A–module N given by the following commutative
diagram:

0 // IM̃ //

=
��

N //

ı
��

V

θ̃
��

// 0

0 // IM̃ // M̃ // M̂ // 0.

Then there is the following short exact sequence of A–modules:

(4.7) 0 −→ N −→ N † −→ H0
{m}
(
coker(θ̃)

)
−→ 0.

In particular, N is a maximal Cohen–Macaulay A–module if and only if coker(θ̃) is a
maximal Cohen–Macaulay Ā–module.

Proof. By the snake lemma, we get the short exact sequence

0 −→ N
ı−→ M̃ −→ coker(θ̃) −→ 0.

Since the module M̃ is maximal Cohen–Macaulay over A, we have: H0
{m}
(
coker(θ̃)

) ∼=
H1
{m}(N). On the other hand, the module N is torsion free and in the canonical short

exact sequence

0 −→ N
δ−→ N † −→ T −→ 0

the module T has finite length. Hence, we have:

T ∼= H0
{m}(T ) ∼= H1

{m}(N) ∼= H0
{m}
(
coker(θ̃)

)
yielding the desired short exact sequence (4.7). �

5. Maximal Cohen–Macaulay modules over kJx, y, zK/(x2 + y3 − xyz)

In this section, we shall illustrate our method of study of maximal Cohen–Macaulay
modules overnon-isolated surface singularities, based on Theorem 3.5, on the case of the
T23∞–singularity A = kJx, y, zK/(x3 +y2−xyz). We first have to accomplish the following
computations.

• Let R be the normalization of A. Then R = kJu, vK, where u =
y
x and v =

xz − y
x .

• Next, I = (x, y)A = (uv)R is the conductor ideal. Hence Ā = A/I = kJzK, whereas
R̄ = kJu, vK/(uv). The map Ā→ R̄ sends z to u+ v.
• Let D = kJzK and K = k((z)). Then we have: Q(Ā) ∼= k((z)) = K and Q(R̄) ∼=
k((u))× k((v)) ∼= K×K.

Let T = (M̃, V, θ) be an object of Tri(A). Then the following results are true.

• Since R is regular, M̃ ∼= Rm for some integer m ≥ 1.
• Next, V is just a vector space over the field K, hence V ∼= K

n for some n ≥ 1.
• The gluing map θ is given by a pair of matrices of full row rank and the same size:
θ = (θu, θv) ∈ Matm×n(K)×Matm×n(K).
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If two triples T = (M̃, V, θ) and T ′ = (M̃ ′, V ′, θ′) are isomorphic then M̃ ∼= M̃ ′ and
V ∼= V ′. Describing the isomorphy classes of objects in Tri(A), we may without loss

of generality assume that M̃ = M̃ ′ and V = V ′. The essential information about the
isomorphism class of T is contained in the gluing data θ. The description of isomorphism
classes of objects in Tri(A) leads to the following matrix problem:

(5.1) (θu, θv) 7→ (S−1
1 θuT, S

−1
2 θvT ) = (θ′u, θ

′
v),

where T ∈ GLn(K) and S1, S2 ∈ GLm(D) are such that S1(0) = S2(0). This matrix
problem corresponds to the category of representations of a very special decorated bunch
of chains, which will be treated in the full generality in the subsequent section.

Fact. The pair (θu, θv) splits into a direct sum of the following indecomposable blocks,
see Subsection 7.3 below.

Continuous series. Let l, t ≥ 1 be positive integers, ω =
(
(m1, n1), . . . , (mt, nt)

)
∈ (Z2

+)t

be a “non-periodic sequence” such that min(mi, ni) = 1 for all 1 ≤ i ≤ t and λ ∈ k∗. Then
we have the corresponding canonical form:

(5.2)

A1 0 0 . . . 0

0 A2 0 . . . 0

...
...

. . .
. . .

...

0 0 . . . At−1 0

0 0 . . . 0 At

θu =

0 B2 0 . . . 0

0 0 B3 0 0

...
...

...
. . .

...

0 0 0 . . . Bt

C 0 0 . . . 0

θv =

where Ak = zmkI, Bk = znkI and C = zn1J with I = Il the identity l × l–matrix and
J = Jl(λ) the Jordan block of size l × l with the eigenvalue λ.

Discrete series. Let ω =
(
m0, (m1, n1), . . . , (mt, nt), nt+1

)
, where m0 = nt+1 = 1 and

min(mi, ni) = 1 for all 1 ≤ i ≤ t. Consider the matrices θu and θv of the size (t+1)×(t+2)
given as follows:

(5.3)

zm0 0 0 . . . 0

0 zm1 0 . . . 0

...
...

. . .
. . .

...

0 0 . . . zmt 0

θu =

0 zn1 0 . . . 0

0 0 zn2 . . . 0

...
...

...
. . . 0

0 0 0 . . . znt+1

θv =

In the case t = 0 we set θu = (1 0) and θv = (0 1). �

This result is a special case of the classification of indecomposable objects in the category
of representations of a decorated bunch of chains, which will be treated in the subsequent
sections. We get the following conclusion.
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• Let (ω, l, λ) be a band datum as above. Then the triple
(
Rtl,Ktl, (θu, θv))

)
defines

an indecomposable maximal Cohen–Macaulay module M(ω, l, λ), which is locally
free of rank tl on the punctured spectrum of A. Moreover, any indecomposable
object of CMlf(A) is described by a triple of the above form.
• Let ω be a string datum as above. Then the triple

(
Rt+1,Kt+1, (θu, θv)

)
defines an

indecomposable maximal Cohen–Macaulay A–module N(ω) of rank t+1, which is
not locally free on the punctured spectrum. Moreover, any indecomposable object
of CM(A) which does not belong to CMlf(A), is isomorphic to some N(ω).

Our next goal is to describe an algorithm to construct maximal Cohen–Macaulay A–
modules corresponding to the canonical forms (5.2) and (5.3). First note the following
simple result.

Lemma 5.1. Let (θu, θv) be the canonical form given either by a band datum (ω, l, λ) or by
a string datum ω. Let θ = θu(u) + θv(v) ∈ HomĀ(Āp, R̄q) be the corresponding morphism
of Ā–modules, where p = q = tl in the case of bands and p = t + 2, q = t + 1 in the
case of strings. Then the induced morphism of Q(Ā)–modules 1 ⊗ θ : Q(Ā)p → Q(R̄)q

is given by the original matrices
(
θu(u), θv(v)

)
, where we use the canonical isomorphism

Q(Ā)⊗Ā R̄→ Q(R̄).

As a consequence, we get a complete description of the indecomposable maximal Cohen–
Macaulay modules over the ring A = kJx, y, zK/(x3 + y2 − xyz).

Corollary 5.2. Let (θu, θv) be the canonical form defined by a band datum (ω, l, λ) or by
a string datum ω and θ = θu(u) + θv(v) and p, q be as in Lemma 5.1. Consider the matrix

θ̄ :=
(
xIq | yIq | θ

)
∈ Matq×(2q+p)(R).

Let L ⊆ Rq be the A–module generated by the columns of the matrix θ̄. Then the maximal
Cohen–Macaulay A–module M := L† = L∨∨ satisfies:

F(M) ∼=
(
Rq,Kp, (θu, θv)

)
.

In other words, M is an indecomposable maximal Cohen–Macaulay A–module correspond-
ing to the canonical forms (5.2) and (5.3).

Corollary 5.2 leads to the following result.

Proposition 5.3. For the ring A = kJx, y, zK/(x3+y2−xyz) the classification of maximal
Cohen–Macaulay A–modules of rank one is the following.

(1) There exists exactly one maximal Cohen–Macaulay module N = N
(
1( , )1

)
of rank

one, which is not locally free on the punctured spectrum. We have the following
A–module isomorphisms: N ∼= I ∼= R.

(2) A rank one object of CMlf(A) is either regular or has the following form:

M
(
(1,m), λ

) ∼= Im,λ and M
(
(m, 1), 1, λ

) ∼= Jm,λ,

where λ ∈ k∗ for m ≥ 2 and λ ∈ k∗ \ {1} for m = 1, Im,λ =
〈
xm+1, yxm−1 +

λ(xz − y)m
〉
⊂ A and Jm,λ =

〈
xm+1, ym + λxm−1(xz − y)

〉
⊂ A.

Proof. The fact that there exists precisely one object of CM(A) of rank one, which does

not belong to CMlf(A), follows from Corollary 5.2. Note that both modules I and R share
the property to be maximal Cohen–Macaulay of rank one, being not locally free on the
punctured spectrum.
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Let θu = zm, θv = λzn and θ = θu(u) + θv(v), where λ ∈ k∗ and min(m,n) = 1. Then
unless max(m,n) = 1 and λ = 1, the cokernel of the morphism of Ā–modules θ : Ā → R̄
has no finite length submodules. By Lemma 4.11 and Corollary 5.2 we get:

M
(
(m, 1), 1, λ

)
=
〈
x, y, um + λv

〉
A
⊆ R and M

(
(1,m), 1, λ

)
=
〈
x, y, u+ λvm

〉
A
⊆ R.

Next, observe that u =
y
x fulfills the equation u2 − zu + x = 0. By induction it is not

difficult to show that for any m ≥ 2 there exist polynomials pm(X,Z) and qm(X,Z) from
kJX,ZK such that the following equality holds in R: um = pm(x, z)u + qm(x, z). Using
this fact it is not difficult to derive that

y ∈
〈
x, u+ λvm

〉
A
∼=
〈
xm+1, xmy, xm−1y + λ(xz − y)m

〉
A
.

In a similar way, y ∈
〈
x, um + λv

〉
A
∼=
〈
xm+1, xmy, ym + λxm−1(xz − y)

〉
A
. �

It is very instructive to compute the matrix factorizations corresponding to some rank
one Cohen–Macaulay A–modules. Note that the conductor ideal I corresponds to the

matrix factorization
((

x y
−y x2−yz

)
,
(
x −y
y x2−yz

))
.

Consider now the family of modules M
(
(1, 1), 1, λ

) ∼= 〈
x,
y
x + λ

xz − y
x

〉
A

, where λ ∈
k
∗ \ {1}. The special value λ = 1 has to be treated separately: in this case we have
M
(
(1, 1), 1, λ

) ∼= A. For λ 6= 1 we know that M
(
(1, 1), 1, λ

)
=
〈
x2, y+ λ

λ−1xz
〉
A

. The new

moduli parameter µ = λ
λ−1 takes its values in P1 \

{
(1 : −1)

}
=
(
k ∪ {∞}

)
\ {−1}. One

can check that M
(
(1, 1), 1, λ

)
has a presentation:

A2

(
x+µ(µ+1)z2 y+µxz

y−(µ+1)xz −x2

)
−−−−−−−−−−−−−−−→ A2 −→M

(
(1, 1), 1, λ

)
−→ 0.

Note that the forbidden value µ = −1 corresponds to the module R ∼= I, whereas the value
µ =∞ corresponds the regular module A. In other words, the “pragmatic moduli space”
of the rank one modules M

(
(1, 1), 1, λ

)
can be naturally compactified to the nodal cubic

curve zy2 = x3 +x2z, where the unique singular point corresponds to the unique rank one
Cohen–Macaulay A–module, which is not locally free on the punctured spectrum. Note
that the explicit expression for the presentation matrices of M

(
(1, 1), 1, λ

)
are consistent

with the criteria to be locally free on the punctured spectrum from Lemma 2.12.

Next, let us compute the matrix factorization describing the family M
(
(2, 1), 1, λ

)
. By

Corollary 5.2 we have:

M
(
(2, 1), 1, λ

)
=
〈
x3, y2 +λ(xz−y)x

〉
A

=
〈
x3, xyz+λ(xz−y)x

〉
A
∼=
〈
x2, y(z−λ)+λxz

〉
A
.

This family has the following presentation:

A2

(
x(z−λ)2+λz3 y(z−λ)−λxz
y(z−λ)−xz2 x2

)
−−−−−−−−−−−−−−−−−−−→ A2 −→M

(
(2, 1), 1, λ

)
−→ 0.

Our approach can be also applied to describe maximal Cohen–Macaulay modules of
higher rank. Consider the long exact sequence

0 −→ A −→ F −→ A −→ k −→ 0,

corresponding to the generator of the A–module Ext2A(k, A) ∼= k. The module F is called
fundamental module. By a result of Auslander [4], F is maximal Cohen–Macaulay. It
plays a central role in the theory of almost split sequences in the category CM(A). Let



COHEN–MACAULAY MODULES AND MATRIX PROBLEMS 27

us compute a presentation of F using our method. First, with some efforts one can show
that F corresponds to the triple(

R2,K2,
(
( 1 0

0 1 ) , ( 1 1
0 1 )

)) ∼= (R2,K2,
(
θu = ( u 0

0 u ) , θv = ( v v0 v )
))
.

Consider the module N given by the diagram

0 // I2 //

=
��

N //

��

Ā2

θ̃
��

// 0

0 // I2 // R2 // R̄2 // 0.

Then we have:

N =

〈(
x2

0

)
,

(
xy
0

)
,

(
0
x2

)
,

(
0
xy

)
,

(
xz
0

)
,

(
−y
xy

)〉
A

⊆ A2

and F ∼= N †. Note that the element a := ( x0 ) ∈ A2 does not belong to N , however
ma ∈ N . Applying Lemma 4.11 and Lemma 2.5 we conclude that

F ∼= N † =

〈(
x
0

)
,

(
0
−x2

)
,

(
−y
xy

)
,

(
0
xy

)〉
A

⊆ A2.

Moreover, F has the following presentation:

A4


y z x 0
0 y 0 x

yz−x2 0 y −z
0 yz−x2 0 y


−−−−−−−−−−−−−−−→ A4 −→ F −→ 0.

One can check that we have an isomorphism F ∼= syz3(k), which matches with a result
obtained by Yoshino and Kawamoto [79].

Remark 5.4. According to Kahn [53] as well as to Drozd, Greuel and Kashuba [35],
the normal surface singularity B = kJx, y, zK/(x3 + y2 + zp − xyz), has tame Cohen–
Macaulay representation type for p ≥ 6. On the other hand, an explicit description of
indecomposable maximal Cohen–Macaulay B–modules still remains unknown. It would
be interesting to know what objects of CM(A) can be deformed to objects in CM(B), as
well as to describe the corresponding families explicitly.

6. Representations of decorated bunches of chains–I

In this section we introduce a certain type of matrix problems called “representations
of decorated bunches of chains” and explain the combinatorics of indecomposable objects.

6.1. Notation. Let D be a discrete valuation ring, m its maximal ideal, t ∈ m an uni-
formizing element (i.e. such that (t) = m), k = D/m the residue field of D and K the field
of fractions of D. For an element a ∈ D we denote by ā its image in k. Similarly, for a
matrix W ∈ Matm×n(D) we denote by W̄ ∈ Matm×n(k) its residue modulo m. Finally,

D×D ⊃ D̃ =
{

(a, b) | ā = b̄
}

is the dyad of D with itself.
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6.2. Bimodule problems. The language of bimodule problems has been introduced by
Drozd in [28] as an attempt to formalize the notion of a matrix problem. See also [23] and
[29] for further elaborations.

Let R be a commutative ring, A be an R–linear category and B be an A–bimodule.
The last means that for any pair of objects A,B of A we have an R–module B(A,B) and
for any further pair of objects A′, B′ there are left and right multiplication maps

A(B,B′)× B(A,B)×A(A′, A) −→ B(A′, B′),

which are R–multilinear and associative.

Definition 6.1. The bimodule category El(A,B) (sometimes called category of elements
of the A–bimodule B) is defined as follows. Its objects are pairs (A,W ), where A is an
object of A and W ∈ B(A,A). The morphism spaces in El(A,B) are defined as follows:

El(A,B)
(
(A,W ), (A′,W ′)

)
=
{
F ∈ A(A,A′) |FW = W ′F

}
.

The composition of morphisms in El(A,B) is the same as in A.

Remark 6.2. The category El(A,B) is additive and idempotent complete provided A is
additive and idempotent complete. However, one typically starts with a category A having
the property that the endomorphism algebra of any of its objects is local (obviously, in this
case, A can not be additive). Then one takes the additive closure Aω of A and extends
B to an Aω–bimodule Bω by additivity. Abusing the notation, we write El(A,B) having
actually the category El(Aω,Bω) in mind.

Example 6.3. Assume D = kJtK. We define the category A and bimodule B as follows.

• A has three objects: Ob(A) = {a, b, c}.
• The non-zero morphism spaces of A are:

– A(a, a) = K1a, A(b, c) = 〈ν1, ν2〉D ∼= D
2 and A(c, b) = 〈ρ1, ρ2〉D ∼= D

2.
– A(b, b) = kJβ1, β2K/(β1β2) and A(c, c) = kJγ1, γ2K/(γ1γ2).

• For ı = 1, 2 we have the following relations: ρıνı = βı and νıρı = γı.
• The bimodule B is defined by the following rules:

– B(a, b) = 〈φ1, φ2〉K ∼= K
2 ∼= B(a, c) = 〈ψ1, ψ2〉K.

– For (x, y) /∈
{

(a, b), (a, c)
}

we have: B(x, y) = 0.
– The action of A on B is given by the following rules:

βı ◦ φ = δıt · φı, γı ◦ ψ = δıt · ψı, νı ◦ φ = δıψı, ρı ◦ ψ = δıt · φı, ı,  = 1, 2 and

(φ1, φ2, ψ1, ψ2) ◦ (κ1a) = (κ · φ1, κ · φ2, κ · ψ1, κ · ψ2), κ ∈ K.
The entire data can be visualized by the following picture.

φ1

ψ1

ν1 ρ1

φ2

ψ2

ν2 ρ2

β2β1

γ1 γ2
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The encircled points represent three objects of the category A, the solid arrows denote
morphisms in A whereas the dotted ones stand for generators of the bimodule B.

Let us now derive the matrix problem describing the isomorphy classes of objects of
El(A,B). For any x ∈ {a, b, c} let Zx denote the corresponding object of the category Aω.
Then an object of El(A,B) is a pair (Z,W ), where Z = Zna ⊕Zmb ⊕Z

p
c and W is a matrix

of the following shape:

0 0 0

P 0 0

Q 0 0

a b c

a

b

c

W =

Here, P = Φ1φ1 + Φ2φ2 and Q = Ψ1ψ1 + Ψ2ψ2, where Φı ∈ Matm×n(K) and Ψı ∈
Matp×n(K) for ı = 1, 2.

An isomorphism of (Z,W ) −→ (Z, W̃ ) is given by a matrix

S 0 0

0 X R

0 N Y

a b c

a

b

c

F =

Here, S ∈ GLn
(
A(a, a)

) ∼= GLn(K), X ∈ GLm
(
A(b, b)

)
and Y ∈ GLp

(
A(c, c)

)
. Next,

we write R = R1ρ1 + R2ρ2 with R1, R2 ∈ Matm×p(D) and N = N1ν1 + N2ν2 with
N1, N2 ∈ Matp×n(D). Let (X1, X2) (respectively (Y1, Y2)) be the image of X (respectively
Y ) under the group homomorphism GLm

(
A(b, b)

)
−→ GLm(D) × GLm(D) (respectively

GLp
(
A(c, c)

)
−→ GLp(D)× GLp(D)).

The equality FW = W̃F leads to the following matrix equalities:

(6.1)

{
XıΦı + tRıΨı = Φ̃ıS

YıΨı +NıΦı = Ψ̃ıS,

where ı = 1, 2. The obtained matrix problem can be visualized by the following picture.

Φ1

Ψ1

Φ2

Ψ2

D m

D/k

D/k
m D

K
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The matrix problem (6.1) can be rephrased as follows.

• We have four matrices Φ1,Φ2,Ψ1 and Ψ2 over K. All of them have the same
number of columns. The matrices Φ1 and Φ2 (respectively, Ψ1 and Ψ2) have the
same number of rows. We can perform transformations of columns and rows of
Φ1,Φ2,Ψ1 and Ψ2, which are compositions of the following elementary ones.
• Simultaneous transformations. We can perform simultaneous elementary transfor-

mations
– of columns of Φ1,Φ2,Ψ1 and Ψ2 with coefficients in the field of fractions K.
– of rows of Φ1 and Φ2 (respectively, Ψ1 and Ψ2) with coefficients in the residue

field k.
• Independent transformations.

– We can independently perform (invertible) elementary transformations of rows
of matrices Φı and Ψı, for ı = 1, 2 with coefficients in the maximal ideal m.

– For ı = 1, 2, we can add an arbitrary D–multiple of any row of Φı to any row
of Ψı and an arbitrary m–multiple of any row of Ψı to any row of Φı.

Note that this is precisely the matrix problem, describing maximal Cohen–Macaulay mod-
ules over the degenerate cusp T24∞ = kJu, v, wK/(u2 + v4 − uvw). �

Omitting some details, we state now several other bimodule problems playing a role in the
study of maximal Cohen–Macaulay modules over non–isolated surface singularities.

Example 6.4 (Decorated conjugation problem). Consider the following category A and
A–bimodule B:

• Ob(A) = {a}, A(a, a) = kJα1, α2K/(α1α2) ∼= D̃.
• B(a, a) = 〈ϕ〉K ∼= K. The A–bimodule structure on B is given by the following

rule: for any α ∈ A(a, a) we have α ◦ ϕ = α(t, 0) · ϕ and ϕ ◦ α = α(0, t) · ϕ.

The underlying matrix problem is the following. We have a square matrix Φ ∈ Matn×n(K)
which can be transformed according to the following rule:

(6.2) Φ 7→ S1ΦS−1
2 ,

where S1, S2 ∈ GLn(D) are such that S̄1 = S̄2.

Example 6.5 (Decorated Kronecker problem). The category A and A–bimodule B are
defined as follows.

• Ob(A) = {a, b}, A(a, a) = kJα1, α2K/(α1α2) ∼= D̃, A(b, b) = K1b, whereasA(a, b) =
0 = A(b, a).
• B(b, a) = 〈ϕ,ψ〉K ∼= K

2, B(a, a) = B(b, b) = B(a, b) = 0.
• The A–bimodule structure on B is given by the following rules.

– For α ∈ A(a, a) we have: α ◦ ϕ = α(t, 0) · ϕ and α ◦ ψ = α(0, t) · ψ.
– For any κ ∈ K we have: (ϕ,ψ) ◦ (κ1b) = (κϕ, κψ).

The underlying matrix problem is the following. We have a pair of matrices Φ,Ψ ∈
Matm×n(K) which can be transformed by the rule:

(6.3) (Φ,Ψ) 7→ (S1ΦT−1, S2ΦT−1),

where T ∈ GLm(K) and S1, S2 ∈ GLm(D) are such that S̄1 = S̄2. This is precisely the
matrix problem arising in the classification of maximal Cohen–Macaulay modules over the
degenerate cusp T23∞ = kJu, v, wK/(u2 + v3 − uvw), see Section 5.
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Example 6.6 (Decorated chessboard). For any n ≥ 1 consider the set Σ = Σn =
{1, . . . , n} and a permutation σ of Σ. For any ı,  ∈ Σ introduce symbols pı and qı.
In what follows, we shall operate with them using the following rules:

(6.4) pıpl = pıl, qıql = qıl, pıql = 0 and qıpl = 0 for all ı, , l ∈ Σ.

The category A and A–bimodule B are defined as follows.

• Ob(A) = Σ. For 1 ≤ ı <  ≤ n we pose:

A(ı, ) = Dpı ⊕mqı andA(, ı) = Dqı ⊕mpı.

• For any ı ∈ Σ we put A(ı, ı) = D1ı ⊕ mpıı ⊕ mqıı/Iı, where Iı is the D–module
generated by t · 1ı − t · pıı − t · qσ(ı)σ(ı).
• The composition of morphisms in A is defined by D–bilinearity and the multipli-

cation rules (6.4).
• For any ı,  ∈ Σ we put B(ı, ) = K · φı.
• The action of A on B is given by the following rules: for any ı, , l ∈ Σ we have

pıφl = φıl, φıql = φıl, φıpl = 0 and qıφl = 0.

The description of isomorphy classes of objects in El(A,B) leads to the following matrix
problem. Let d1, . . . , dn ∈ Z≥0 and d := d1 + · · · + dn. An object of El(A,B) is given
by a matrix W ∈ Matd×d(K), whose rows and columns are divided into n stripes labeled
by elements x1, . . . , xn (respectively, y1, . . . , yn) so that the xı-th horizontal stripe and
yσ(ı)-th vertical stripe have width dı. One can transform W by the rule: W 7→ SWT−1,
where S, T ∈ GLd(D) satisfy the following additional constraints. Consider the division of
S and T into n horizontal and vertical stripes, the same as for W . For any ı,  ∈ Σ let Sı
(respectively, Tı) be the corresponding block of size dı × d. Then

• for any 1 ≤ ı <  ≤ n we have: Sı ∈ Matdı×d(m) and Tı ∈ Matd×dı(m),

• for any ı ∈ Σ we have: S̄ıı = T̄ıı.

D

m

. . .

. . .

...
...

D

m

D

m

y1 y2 yn
x1

x2

xn

D

D

D m

m

m

In other words, the matrix problem we obtain is the following.

• For any 1 ≤ ı ≤ n one can perform arbitrary elementary transformations of rows
of the xı-th stripe and columns of the yσ(ı)-th stripe of W with coefficients in D
such that modulo m they are inverse to each other.
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• For any 1 ≤ ı <  ≤ n one can add any D–multiple of any row of xı-th stripe to
any row of x-th stripe. Similarly, one can add any D–multiple of any column of
yı-th stripe to any column of y-th stripe.
• One can perform arbitrary elementary transformations of rows and columns of W

with coefficients in m.

Remark 6.7. All bimodule problems from this subsection belong to the class of represen-
tations of decorated bunches of chains, which will be introduced in the next subsection.
Other (more general) examples of bimodule problems, occurring in the representation the-
ory of finite dimensional algebras and their applications, can be found in [28, 23, 29] as
well as [17, 31, 34].

6.3. Definition of a decorated bunch of chains. We start with the following combi-
natorial data.

• Let I be a set (usually finite or countable).
• For any ı ∈ I we have a pair of totally ordered sets (chains) Eı and Fı. All these

sets are disjoint: Eı ∩ E = Fı ∩ F = ∅ for all ı 6=  and Eı ∩ F = ∅ for all ı,  ∈ I.
• We denote E = ∪ı∈IEı, F = ∪ı∈IFı and X = E ∪ F. Is this way, X becomes a

partially ordered set. We use the notation x < y for the partial order in X. If
x, y ∈ X are such that x ∈ Eı and y ∈ Fı (or vice versa) for some ı ∈ I then we
write x− y and say that x and y are “−” related. Elements of E (respectively F)
are called row elements (respectively column elements).
• Next, we have a relation ∼ on X such that for any x ∈ X there exists at most one
x′ ∈ X such that x ∼ x′. Here, we only consider irreflexive relations, i.e. z 6∼ z for
any z ∈ X. An element x admitting an equivalent element is called tied.
• Finally, we have a suborder E of ≤ on X which fulfils the following two conditions.

– If x ≤ y ≤ z in X and xE z then xE y and y E z.
– If xE x (such element is called decorated) and x ∼ y then y E y.

Definition 6.8. The entire data X =
(
I, {Eı}ı∈I , {Fı}ı∈I ,E,∼

)
is called decorated bunch

of chains. In absence of decorated elements, X is a usual bunch of chains in the sense of
[9, 10], see also [17, 31, 61].

Definition 6.9. Let X be a decorated bunch of chains. Then it defines a category A =
A(X,D) and an A–bimodule B = B(X,D) in the following way.

• For any x < y as well as x D y introduce the symbol pyx.
• Next, for x, y ∈ X we introduce the following D–module Axy:

Axy =


Kpyx if x < y and x 6C y
Dpyx if x C y
mpyx if y E x

0 otherwise.

• Now we pose Ob(A) = X̃ := X/ ∼.
• The sets of morphisms in A are the following D–modules:

A(a, b) =


⊕

x∈a,y∈bAxy if a 6= b,

K1a ⊕
⊕

x,y∈aAxy if a = b, a is not decorated

(D1a ⊕
⊕

x,y∈aAxy)/t(1a −
∑

x∈apxx) if a = b, a is decorated.

• The composition of morphisms in A is defined by the rule pxypyz = pxz for any
x, y, z ∈ X, all other products (if defined) are zero.
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• For any ı ∈ I, x ∈ Eı and y ∈ Fı introduce the symbol φxy and put

B(a, b) =
⊕
y∈a∩F,
x∈b∩E,
x−y

Kφxy.

• The action of A on B is given by the rules{
pxyφyz = φxz,
φxypyz = φxz,

all other products (if defined) are zero.

In what follows, we shall use the notation Rep(X) = El
(
A(X,D),B(X,D)

)
. �

Example 6.10. Consider the decorated bunch of chains given by the following data.

• The index set I = {1, 2}. For ı ∈ I we have: Fı = {aı}, Eı = {bı, cı}.
• We have bı C cı for ı ∈ I. In particular, b1, b2, c1, c2 are decorated. The elements
a1 and a2 are not decorated.
• We have the following equivalence relations: a1 ∼ a2, b1 ∼ b2 and c1 ∼ c2.

This decorated bunch of chains X can be visualized by the following picture:

a1

b1

c1

a2

b2

c2

Up to an automorphism, the pair (A,B) is the one we have considered in Example 6.3. �

Example 6.11. Let I = {∗}, E∗ = {e}, F∗ = {f}, e ∼ f and e, f are both decorated.
Then Rep(X) is the bimodule category described in Example 6.4 (decorated conjugation
problem). �

Example 6.12. Let I = {1, 2}, Eı = {xı} and Fı = {yı} for ı ∈ I. Let x1, x2 be decorated
and y1, y2 not decorated. We have: x1 ∼ x2 and y1 ∼ y2. Then the corresponding bimodule
category Rep(X) is the one considered in Example 6.5 (decorated Kronecker problem). �

Example 6.13. Let I = {∗}, E∗ = {x1 C . . . C xn C . . . }, F∗ = {y1 B . . . B yn B . . . },
xı ∼ yı for all ı ∈ N. Then Rep(X) is the bimodule category described in Example 6.6
(decorated chessboard). �

We conclude this subsection stating the Krull–Schmidt property of Rep(X) (which is ac-
tually true for much more general class of bimodule problems).

6.4. Matrix description of the category Rep(X). Let X =
(
I, {Eı}ı∈I , {Fı}ı∈I ,E,∼

)
be a decorated bunch of chains. Then the bimodule category Rep(X) admits the following
“concrete” description.
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• First, we take a function d : X −→ Z≥0, x 7→ dx, which has finite support and

factors through the canonical projection X −→ X̃ (i.e. dx = dy if x ∼ y).

• For any ı ∈ I, x ∈ Eı and y ∈ Fı we take a matrix W
(ı)
xy ∈ Matdx×dy(K).

Then the data
(
d,
{
W

(ı)
xy

}
ı∈I,(x,y)∈Eı×Fı

)
uniquely determine an object (Z,W ) of Rep(X):

• Z = Zd1
a1
⊕ · · · ⊕ Zdn

an , where X̃ ⊇ {a1, . . . , an} = supp(d). Here, Za denotes the

object of Aω corresponding to the element a ∈ X̃ and dl := dal for 1 ≤ l ≤ n.
• Assume that x ∈ ap∩Eı and y ∈ aq ∩Fı for ı ∈ I and 1 ≤ p, q ≤ n. The D–module

B(Z,Z) has a direct summand B
(
Z

dp
ap , Z

dq
aq

)
and W

(ı)
xy pxy is the corresponding entry

of the element W ∈ B(Z,Z).

In these notations, the total dimension of (Z,W ) is set to be dim
(
(Z,W )

)
=
∑
x∈X

dx.

Proposition 6.14. Let (Z,W ) and (Ž, W̌ ) be two objects of Rep(X) given by the matrix

data
(
d,
{
W

(ı)
xy

})
and

(
ď,
{
W̌

(ı)
xy

})
respectively. Then a morphism (Z,W )

h−→ (Ž, W̌ ) in

Rep(X) is given by a collection of matrices
{
F

(ı)
xu

}
ı∈I,x,u∈Eı

,
{
G

(ı)
vy

}
ı∈I,v,y∈Fı

such that

• F (ı)
xu ∈ Matďx×du(Axu) and G

(ı)
vy ∈ Matďv×dy(Avy), where

Axu =


K if u ≤ x and u 6E x
D if uE x
m if x C u
0 otherwise

and

Bvy =


K if y ≤ v and y 6E v
D if y E v
m if v C y
0 otherwise.

• Fxx = Fx′x′ (respectively Fxx = Gyy) if x ∼ x′ (respectively x ∼ y) and x is not
decorated and F̄xx = F̄x′x′ (respectively F̄xx = Ḡyy) if x ∼ x′ (respectively x ∼ y)
and x is decorated;

and such that for any ı ∈ I and (x, y) ∈ Eı × Fı the following equality is true:

(6.5)
∑
u

F (ı)
xuW

(ı)
uy =

∑
v

W̌ (ı)
xvG

(ı)
vy .

The matrices
({
F̌

(ı)
xu

}
,
{
Ǧ

(ı)
vy

})
corresponding to the composition h̃ ◦ h of h =

({
F

(ı)
xu

}
,{

G
(ı)
vy

})
and h̃ =

({
F̃

(ı)
xu

}
,
{
G̃

(ı)
vy

})
are given by the usual matrix product:

F̌ (ı)
xu =

∑
c∈Eı

F̃ (ı)
xc F

(ı)
cu and Ǧ(ı)

vy =
∑
c∈Fı

G̃(ı)
vcG

(ı)
cy .

Proof. It is a straightforward computation, analogous to the one made in Example 6.3. �

Remark 6.15. “Directedness” of A implies that a morphism h =
({
F

(ı)
xu

}
,
{
G

(ı)
vy

})
is an

isomorphism if and only if all diagonal blocks F
(ı)
xx and G

(ı)
yy are invertible.
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Definition 6.16. Let X = (Z,W ) and X̃ = (Z̃, W̃ ) be two objects of Rep(X). Consider

the following D–module: I(X, X̃) := Rep(X)
(
X, X̃) ∩ rad

(
A(Z, Z̃)

)
. Then I is an ideal

in the category Rep(X). The quotient category Rep(X) := Rep(X)/I is called stabilized
bimodule category.

Remark 6.17. Since I(X, X̃) ⊆ rad
(
Rep(X)

(
X, X̃)

)
, the projection functor

Rep(X)
Π−→ Rep(X)

preserves indecomposability and isomorphy classes of objects. Let h, ĥ ∈ HomX(X, X̃) be

given by h =
({
F

(ı)
xu

}
,
{
G

(ı)
vy

})
and ĥ =

({
F̂

(ı)
xu

}
,
{
Ĝ

(ı)
vy

})
. Then h − ĥ ∈ I(X, X̃) if and

only if F
(ı)
xx ' F̂

(ı)
xx and G

(ı)
yy ' Ĝ

(ı)
yy for all ı ∈ I, x ∈ Eı and y ∈ Fı, where ' means

equality if x (respectively y) is not decorated and equality modulo m if x (respectively y)
is decorated.

6.5. Strings and Bands. Let X be a decorated bunch of chains. To present a description
of the isomorphism classes of indecomposable objects of Rep(X), we use the combinatorics
of strings and bands, just as for “usual” (non–decorated) bunches of chains [10].

1. We define an X–word as a sequence w = x1r1 . . . xl−1rl−1xl, where xi ∈ X, ri ∈
{
∼,−

}
and the following conditions hold:

• xirixi+1 in X for each i ∈
{

1, 2, . . . , l − 1
}

.

• ri 6= ri+1 for each i ∈
{

1, 2, . . . , l − 2
}

.
• If x1 is tied, then r1 =∼, and if xl is tied, then rl−1 =∼.

We call l the length of the word w and denote it by l(w). We also denote τ(w) =
{
i | 1 ≤

i < l, ri =−
}

. The word w is said to be decorable if at least one of the letters x1, x2, . . . , xl
is decorated.

2. A decoration of a decorable word w is a function ρ : τ(w)→ Z. A (unique) decoration
of a non–decorable word is, by definition, the constant function ρ : τ(w)→ {0}.
3. Two decorations ρ, ρ′ : τ(w) → Z of a decorable word w are said to be neighbour if
there is an index i ∈ τ(w) and an integer k such that xi 6∼ xi+1 and

• either xi is not decorated, ρ′(i) = ρ(i) + k and, if i > 2, also ρ′(i− 2) = ρ(i− 2)−
(−1)σ(xi,xi−1)k, where σ(x, y) = 1 if both x, y are either row or column labels and
σ(x, y) = 0 if one of them is a row label and the other is a column label.
• or xi+1 is not decorated, ρ′(i) = ρ(i) + k, and, if i < n − 2, also ρ′(i + 2) =

ρ(i+ 2)− (−1)σ(xi+1,xi+2)k.

Two decorations ρ, ρ′ are said to be equivalent if there is a sequence of decorations ρ =
ρ1, ρ2, . . . , ρr = ρ′ such that ρi and ρi+1 are neighbour for 1 ≤ i < r.

4. We denote by w∗ the inverse word to w, i.e. the word w∗ = xlrl−1xl−1 . . . r2x2r1x1. If
ρ is a decoration of w, we define the decoration ρ∗ of w∗ setting ρ∗(i) = ρ(l − i).
5. An X–word w of length l is called cyclic if r1 = rl−1 =∼ and xl − x1 in X. For such a
cyclic word we set rl =− and define xi, ri for all i ∈ Z setting xi+ql = xi, ri+ql = ri for
any q ∈ Z. In particular, x0 = xl and r0 =−. Note that the length of a cyclic word is
always even. We also set τ+(w) = τ(w) ∪ {l}.
5. A cyclic decoration of a decorable cyclic word w is a function ρ : τ+(w) → Z. For
such a function we set ρ(i + ql) = ρ(i) for any q ∈ Z. A (unique) cyclic decoration of a
non–decorable cyclic word w is, by definition, the constant function ρ : τ+(w)→ {0}.
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6. If w is a cyclic word, we define its k–shift as the word

w(k) = x2k+1r2k+1r2k+2 . . . x2k−1r2k−1x2k

and write

(6.6) σ(k,w) =

k∑
j=1

σ(x2j−1, x2j).

If ρ is a cyclic decoration of w, we define the cyclic decoration ρ(k) of w(k) setting ρ(k)(i) =
ρ(i− 2k).

7. We call a pair (w, ρ), where w is a cyclic word of length l and ρ is its cyclic decoration,

periodic if w(k) = w and ρ(k) = ρ for some k < l/2.

8. Two cyclic decorations ρ, ρ′ : τ+(w) → Z of a decorated cyclic word are said to be
neighbour if there is an index i ∈ τ+(w) and an integer k such that xi 6∼ xi+1 and

• either xi is not decorated,

ρ′(i) = ρ(i) + k and ρ′(i− 2) = ρ(i− 2)− (−1)σ(xi,xi−1)k,

• or xi+1 is not decorated,

ρ′(i) = ρ(i) + k and ρ′(i+ 2) = ρ(i+ 2)− (−1)σ(xi+1,xi+2)k.

Two cyclic decorations ρ, ρ′ are said to be equivalent if there is a sequence of cyclic deco-
rations ρ = ρ1, ρ2, . . . , ρr = ρ′ such that ρi and ρi+1 are neighbour for 1 ≤ i < r.

9. A pair (w, ρ), where w is a (cyclic) word and ρ is its (cyclic) decoration, is called a
decorated (cyclic) word. Two decorated cyclic words (w, ρ) and (w′, ρ′) are said to be
equivalent if w = w′ and the decorations ρ and ρ′ are equivalent.

10. A ∼subword of a word w is its subword v of the form x ∼ y or of the form x if x � y
for any y 6= x. We denote by |x| the class of x with respect to ∼ and by [w] the set of all
∼subwords of w. Note that if w is cyclic, every its ∼subword is of the form x ∼ y. Thus
any word has the form v1 − v2 − · · · − vn, where v1, v2, . . . , vn are its ∼subwords. If it is
cyclic, then w(k) = vk+1 − vk+2 − · · · − vk−1 − vk. A decoration of the word w is given by

the sequence ν = (ν1, ν2, . . . , νn−1) of its values and written as v1

ν1

− v2

ν2

− . . .
νn−1

− vn. A
cyclic decoration is given by the sequence of its values ν = (ν1, ν2, . . . , νn) and written as

↽ v1

ν1

− v2

ν2

− . . .
νn−1

− vn
νn
⇁ . �

Now we introduce the following objects of the bimodule category Rep(X).

Definition 6.18 (Strings). Let w be an X–word, ρ : τ(w) → Z be its decoration. The
string representation S(w, ρ) = (Z, S) is defined as follows:

• Z =
⊕

v∈[w] Z|v| and S ∈ B(Z,Z).

• Suppose that the decorated word (w, ρ) has a subword vi
νi
− vi+1 for some vi, vi+1 ∈

[w]. Then B(Z,Z) has a direct summand B
(
Z|vi+1|, Z|vi|

)
⊕B

(
Z|vi|, Z|vi+1|

)
and we

define the corresponding component of S as
– tνiφvi+1vi ∈ B

(
Z|vi|, Z|vi+1|

)
if vi+1 ∈ E and vi ∈ F,

– tνiφvivi+1 ∈ B
(
Z|vi+1|, Z|vi|

)
if vi ∈ E and vi+1 ∈ F.

• All other components of S are set to be zero.
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Definition 6.19 (Bands). Let w be a cyclic X–word of length l = 2n, ρ : τ+(w) → Z
be its cyclic decoration, such that the decorated word (w, ρ) is not equivalent to any
periodic one, m ∈ N and π = π(ξ) 6= ξ be an irreducible polynomial of degree d from
k[ξ] if w is decorable and over K[ξ] if w is not decorable. If w is not decorable, denote
by F = F (πm) ∈ Matdm×dm(K) the Frobenius block corresponding to the polynomial
πm. If w is decorable, denote by F a matrix from Matdm×dm(D) such that its image
in Matdm×dm(k) is the Frobenius block corresponding to πm. The band representation
B
(
(w, ρ),m, π

)
= (Z,B) is defined as follows:

• Z =
⊕

v∈[w] Z
⊕dm
|v| and B ∈ B(Z,Z).

• Suppose that the decorated cyclic word (w, ρ) has a subword vi
νi
− vi+1, where

vi, vi+1 ∈ [w], 1 ≤ i < n. Then B(Z,Z) has a direct summand

B
(
Z⊕dm|vi+1|, Z

⊕dm
|vi|

)
⊕ B

(
Z⊕dm|vi| , Z

⊕dm
|vi+1|

)
and we define the corresponding component of B as follows:

– tνiφvi+1viI ∈ B
(
Z⊕dm|vi| , Z

⊕dm
|vi+1|

)
if vi ∈ F and vi+1 ∈ E,

– tνiφvivi+1I ∈ B
(
Z⊕dm|vi+1|, Z

⊕dm
|vi|

)
if vi+1 ∈ F and vi ∈ E,

where I is the identity dm× dm matrix.
• The component of B corresponding to the direct summand

B
(
Z⊕dm|v1| , Z

⊕dm
|vn|

)
⊕ B

(
Z⊕dm|vn| , Z

⊕dm
|v1|

)
of B(Z,Z) is defined as

– tνnφv1vnF ∈ B
(
Z⊕dm|vn| , Z

⊕dm
|v1|

)
if vn ∈ F and v1 ∈ E,

– tνnφvnv1F ∈ B
(
Z⊕dm|v1| , Z

⊕dm
|vn|

)
if v1 ∈ F and vn ∈ E.

• All other components of B are zero.

Example 6.20. Consider the decorated bunch of chains X introduced in Example 6.10.
Let a ∈ X̃ (respectively b, c ∈ X̃) be the equivalences class of a1, a2 ∈ X (respectively,
b1, b2; c1, c2 ∈ X). Consider the following decorated cyclic word:

(w, ρ) := ↽ a1 ∼ a2

l1
− b2 ∼ b1

l2
− a1 ∼ a2

l3
− c2 ∼ c1

l4
− a1 ∼ a2

l5
− b2 ∼ b1

l6
⇁

Let m ∈ N and ξ 6= π ∈ k[ξ] an irreducible polynomial of degree d. Then the band object
B
(
(w, ρ),m, π

)
is given by the canonical form

0 tl2I 0

tl6F 0 0

0 0 tl4I

a1

b1

c1

Φ1 =

Ψ1 =

tl1I 0 0

0 0 tl2I

0 tl3I 0

a2

b2

c2

= Φ2

= Ψ2

In the language of bimodule problems, B
(
(w, ρ),m, π

)
is given by the pair (Z,B), where

Z = Z⊕dma ⊕ Z⊕dmb ⊕ Z⊕dma ⊕ Z⊕dmc ⊕ Z⊕dma ⊕ Z⊕dmb
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and B ∈ B(Z,Z) is given by the following matrix

0 0 0 0 0 0

tl2φ2I 0 tl2φ1I 0 0 0

0 0 0 0 0 0

0 0 tl3ψ2I 0 tl4ψ1I 0

0 0 0 0 0 0

tl6φ1F 0 0 0 tl5φ2I 0

a b a c a b

a

b

a

c

a

b

where I is the identity matrix of size dm× dm and F is the Frobenius block of πm.

7. Representations of decorated bunches of chains–II

The goal of this sections is to prove the following result.

Theorem 7.1. Let X be a decorated bunch of chains. Then the description of indecom-
posable objects of Rep(X) is the following.

• Every string or band representation is indecomposable and every indecomposable
object of Rep(X) is isomorphic to some string or band representation.
• Any string representation is not isomorphic to any band representation.
• Two string representations S(w, ρ) and S(w′, ρ′) are isomorphic if and only if

either w = w′ and ρ and ρ′ are equivalent, or w′ = w∗ and the functions ρ∗ and ρ′

are equivalent.
• The isomorphism class of a band representation B

(
(w, ρ),m, π

)
with decorable w

does not depend on the choice of the matrix F (πm).
• Two band representations B

(
(w, ρ),m, π

)
and B

(
(w′, ρ′),m′, π′

)
are isomorphic if

and only if either w′ = w(k), m′ = m, π′ = π̌k,w and ρ′ is equivalent to ρ(k) for

some k, or w′ = w(k)∗, m′ = m, π′ = π̌k,w and ρ′ is equivalent to ρ(k)∗ for some k,
where

π̌k,w(ξ) =

{
π(ξ) if σ(k,w) is even,

ξdeg(π)π(1/ξ) if σ(k,w) is odd,

see (6.6) for the definition of the function σ(k,w) above.

A special case of this result (decorated chessboard problem) is treated in details in Section
14. This problem is notationally easier to handle, being at the same time an important
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ingredient of the proof of general result. So an interested reader is advised to look at the
proof of Theorem 14.3 first.

Remark 7.2. It is obvious that any Y ∈ Ob
(
Rep(X)

)
admits a direct sum decomposition

Y ∼= Y ⊕m1
1 ⊕ · · · ⊕ Y ⊕mt

t

with Y1, . . . , Yt indecomposable and pairwise non–isomorphic. It follows from the proof
of Theorem 7.1 that the endomorphism ring of an indecomposable object of Rep(X) is
local. According to [7, Chapter I.3.6], the category Rep(X) is has Krull-Schmidt property,
i.e. the set

{
(Y1,m1) . . . , (Yt,mt)

}
is uniquely determined by Y (up to isomorphisms of

indecomposable summands).

7.1. Idea of the proof. In what follows we use the notation of Subsection 6.4. Let
(Z,W ) =

(
d, {W (ı)}uv

)
be an object of Rep(X). Replacing if necessary, X by X∩supp(d), we

may without loss of generality assume X is a finite set. We follow the following convention:
if Eı =

{
a1 < · · · < ar

}
and Fı =

{
b1 > · · · > bs

}
then we write the matrix W (ı) as follows:

b1 b2 . . . bs

a1

a2

...

ar

For ı ∈ I we say that ~x = {x1, . . . , xm} ⊆ Eı (respectively, ~y = {y1, . . . , ym} ⊆ Fı) is a
maximal elementary subchain if either ~x = {x} and x is not decorated or x1 C · · · C xm
and ~x is maximal with respect to this property. In the latter case we say ~x is decorated.
Maximal elementary subchains inherit < ordering from X, thus both sets Eı and Fı split
into a union of such subchains. On the set of pairs

Bı :=
{

(~x,~y)
∣∣~x and ~y are maximal elementary subchains inEı, respectively in Fı

}
we introduce the following total ordering: (~u,~v) < (~x,~y) if either ~u <~x or ~u = ~x and ~v >~y.

In the next, we shall use the notation
(
d, {W (ı)}~x~y

)
for an object (Z,W ) of Rep(X). A

morphism (Z,W )
h−→ (Ž, W̌ ) in Rep(X) is given by a collection of matrices F =

{
F

(ı)
~u~x

}
and G =

{
G

(ı)
~v~y

}
satisfying the equality

(7.1)
∑
~u⊆Eı

F
(ı)
~x~u W

(ı)
~u~y =

∑
~v⊆Fı

W̌
(ı)
~x~v G

(ı)
~v~y

for any ı ∈ I and (~x,~y) ∈ Bı, as well as some additional constraints on diagonal blocks

described in Proposition 6.14. Note that F
(ı)
~x~u = 0 (respectively G

(ı)
~v~y = 0) for all ~x < ~u

(respectively ~v <~y). In particular, equation (7.1) takes the form

(7.2)
∑
~u<~x

F
(ı)
~x~u W

(ı)
~u~y + F

(ı)
~x~x W

(ı)
~x~y =

∑
~v<~y

W̌
(ı)
~x~v G

(ı)
~v~y + W̌

(ı)
~x~y G

(ı)
~x~y .
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Next, observe that for ~x = {x1 C · · · C xm} ⊆ Eı the diagonal block F
(ı)
~x~x of F (ı) splits

further into subblocks F
(ı)
xpxq of size dxp × dxq with coefficients in D for 1 ≤ q ≤ p ≤ m and

m for 1 ≤ p < q ≤ m. A similar statement holds for the diagonal blocks G~y~y of the matrix

G(ı) for any decorated maximal elementary subchain ~y ⊆ Fı.

For (~x,~y) ∈ Bı consider the following full subcategory of Rep(X):

(7.3) Ob
(
Rep≤(~x,~y)(X)

)
:=
{

(Z,W )
∣∣∣W (ı)

~u~v = 0 for (~u,~v) < (~x,~y)
}
.

In a similar way, we define Ob
(
Rep<(~x,~y)(X)

)
:=
{

(Z,W )
∣∣W (ı)

~u~v = 0 for (~u,~v) ≤ (~x,~y)
}
. If

(Z,W ) and (Ž, W̌ ) both belong to Rep≤(~x,~y)(X) and (Z,W )
(F,G)−→ (Ž, W̌ ) is a morphism

then (7.2) implies that

(7.4) F
(ı)
~x~x W

(ı)
~x~y = W̌

(ı)
~x~y G

(ı)
~y~y .

Let X(~x,~y) be the decorated bunch of chains obtained by restriction of X on (~x,~y). Equality
(7.4) implies that we have the forgetful functor

(7.5) Rep≤(~x,~y)(X) −→ Rep(X(~x,~y)), (Z,W ) 7→W
(ı)
~x~y .

Now we are ready to present the main steps of the proof of Theorem 7.1.

• Any object (Z,W ) of Rep(X) belongs to some subcategory Rep≤(~x,~y)(X) such that

the component W
(ı)
~x~y is not zero for some ı ∈ I, ~x ⊆ Eı and ~y ⊆ Fı.

0 0 0 0 0

0

0

~y

~x

For simplicity we assume here that ~x or ~y is not decorated, otherwise the treatment
requires additional notations.

• We bring the matrix W
(ı)
~x~y , viewed as object of Rep(X(~x,~y)), into a normal form.

Then we transform the entire object (Z,W ) into a standard form. If Rep
≤(~x,~y)
st (X)

is the full subcategory of standard objects (i.e. objects in the standard form) then

the embedding Rep
≤(~x,~y)
st (X) ↪→ Rep≤(~x,~y)(X) is an equivalence of categories.

• In some cases (e.g. if all elements of ~x and ~y are untied, or if ~x = {x}, ~y = {y}
and x ∼ y), certain direct summands of W

(ı)
~x~y viewed as objects of Rep(X(~x,~y)) split

up globally as direct summands of (Z,W ) in Rep(X). Denoting Rep
≤(~x,~y),◦
st (X) the

full subcategory of Rep
≤(~x,~y)
st (X) consisting of standard objects without such direct

summands, we construct a new bunch of chains X[~x,~y] and a reduction functor
between the stabilized categories

(7.6) R~x~y : Rep≤(~x,~y),◦
st

(X) −→ Rep<(~x,~y)(X[~x,~y]).

The new bunch of chains X[~x,~y] is constructed from X using an explicit computation
of the automorphism group of a “general” object in the category Rep(X(~x,~y)).
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• The entire sequence of categories and functors introduced above can be summarized
as follows:

Rep(X)←↩ Rep≤(~x,~y)(X)←↩ Rep≤(~x,~y),◦(X)
'←↩ Rep≤(~x,~y),◦

st
(X)

R~x~y

−→ Rep<(~x,~y)(X[~x,~y]).

The reduction functor R~x~y is a representation equivalence of categories, i.e.
– R~x~y is essentially surjective,
– R~x~y

(
(Z,W )

) ∼= R~x~y
(
(Z ′,W ′)

)
if and only if (Z,W ) ∼= (Z ′,W ′).

These two properties imply that R~x~y maps indecomposable objects to indecompos-
able ones. Moreover, R~x~y reduces the total dimension of objects, what allows to
use induction arguments.
• For any band datum

(
(w, ρ),m, π

)
and string datum (v, ν) in X we have isomor-

phisms:

(7.7) R~x~y
(
B
(
(w, ρ),m, π

)) ∼= B
(
(ŵ, ρ̂),m, π) and R~x~y

(
S(v, ν)

) ∼= S(v̂, ν̂)

for appropriate decorated (cyclic) words (ŵ, ρ̂) and (v̂, ν̂). Moreover, the pair (w, ρ)
(respectively (v, ν)) can be uniquely recovered from (ŵ, ρ̂) (respectively (v̂, ν̂)).

7.2. Reduction Cases. In this subsection we give a proof of Theorem 7.1. To simplify
the notation, we keep the index ı ∈ I fixed, so it is no longer mentioned when referring for
blocks of the matrixW (ı) of an object (Z,W ) of the category Rep≤(~x,~y)(X) for~x×~y ⊆ Eı×Fı.

Case 1. We start with the case ~x = {x} and ~y = {y}, where both x and y are not
decorated. Note that X(~x,~y) is a usual (non–decorated) bunch of chains over the field K.

Case 1a. Assume first that x 6∼ y. Let (Z,W ) be an object of Rep≤(~x,~y)(X). In the category
Rep(X(~x,~y)) we have an isomorphism:

W~x~y
∼= U :=

(
0 0
0 I

)
.

If both x and y are untied, then any string S(x− y) splits as a direct summand of (Z,W ).

The complement of such strings belongs to the subcategory Rep<(~x,~y)(X). So, from now
on we assume that at least one element of {x, y} is tied. A straightforward computation
shows that

EndX(~x,~y)
(U) =

{(
A 0
B C

)
,

(
D F
0 C

)}
,

where A,B,C,D, F are arbitrary matrices of appropriate size (determined by U) with

coefficients in the field K. The new decorated bunch of chains X[~x,~y] is defined as follows.

• If x ∼ x̃ for some x̃ ∈ X,  ∈ I then we add a new element x̃y to X. We have

a < x̃y < b in X
[~x,~y]
 , whenever a < x̃ < b in X. Moreover, x̃ < x̃y.

• Similarly, if y ∼ ỹ for some ỹ ∈ Xσ then we add to Xσ a new element ỹx. As above,
ỹx inherits all order relations from its parent element ỹ. Moreover, ỹ > ỹx.
• If both x and y are tied then we additionally impose: x̃y ∼ ỹx.

The admissible transformations of (Z,W ) (i.e. those automorphisms which preserve the
reduced form of W~x~y) are shown in the following picture:
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0 0 ∗

0 I 0

∗ 0 ∗

x̃

x̃y

ỹ ỹx

0 0

0 I

y

x

A more formal way to explain the reduction procedure is the following. Crossing–Out
Lemma 14.9 implies that we have a representation equivalence (7.6). Note that in this

case Rep≤(~x,~y)(X) = Rep≤(~x,~y),◦(X). The correspondence (7.7) is given by the rule

u
α
− x̃y ∼ ỹx

β
− v 7→ u

α
− x̃ ∼ x

0
− y ∼ ỹ

β
− v.

If only one element (e.g. x) is tied then the translation rule is analogous:

x̃y
γ
− z 7→ y

0
− x ∼ x̃

γ
− z.

Case 1b. Assume now that x ∼ y. First observe that in Rep(X(~x,~y)) we have:

W~x~y
∼=
(
F 0
0 N

)
,

where F is an invertible matrix and N is a nilpotent matrix. It is then easy to see that
F splits as a direct summand of (Z,W ) in Rep(X). Moreover, F decomposes into a direct
sum of bands B(w,m, π), where w = (↽ x ∼ y ⇁ ), m ∈ N and ξ 6= π ∈ K[ξ] is a monic
irreducible polynomial (note that w is not decorable).

Next, we consider the full subcategory Rep≤(~x,~y),◦(X) of Rep≤(~x,~y)(X) consisting of those
objects for which the block W~x~y is nilpotent. We bring W~x~y into its modified Jordan

normal form, see Lemma 14.7. Then we reduce the entire matrix W (ı) into a standard
form by killing with any unit entry $ of W~x~y all entries of matrices W~x~u, where ~y 6= ~u ⊆ Fı
(respectively W~v~y, where ~x 6= ~v ⊆ Eı), standing with $ in the same row (respectively

column). The new decorated bunch of chains X[~x,~y] is defined as follows.

• For any l ∈ N≥2 we introduce new elements xl ∈ Eı and yl ∈ Fı. It is convenient
to pose x1 = x and y1 = y.
• We have: xl ∼ yl for all l ∈ N and a < xl < b (respectively c < yl < d) whenever
a < x < b (respectively c < y < d).
• Finally, we put · · · < x3 < x2 < x1 and · · · > y3 > y2 > y1.

Again, Crossing–Out Lemma 14.9 yields a representation equivalence (7.6) and the trans-
lation rule (7.7) is given by the formula

u
α
− yl ∼ xl

β
− v 7→ u

α
− y ∼ x

0
− · · ·

0
− y ∼ x︸ ︷︷ ︸

l times

β
− v.

The reduction procedure can be illustrated by the following picture:
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0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 ∗

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 ∗

0 0 0 0 0 0 0 ∗

∗ ∗ 0 0 ∗ 0 ∗ ∗
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0

0

0

0

0

0

0

0

I3I3

I3I3

I2I2

x

y

≡ x3

= x2

− x1

K

K

|||
y3

||
y2

|
y1

K K

Case 2. Now assume that both maximal elementary subchains ~x and ~y are decorated.
The decorated chessboard problem from Example 6.13, treated in details in Section 14,
can occur as a special case of such decorated bunch of chains X(~x,~y).

Definition 7.3. Let m,n ∈ N and M ∈ Matm×n(K). The valuation of M is the largest
integer ν = val(M) such that there exists M� ∈ Matm×n(D) satisfying M = tνM�. In
particular, val(M) =∞ for M = 0.

On the set of pairs B(~x,~y) =
{

(u, v)
∣∣u ∈ ~x, v ∈ ~y} consider the following total ordering:

(u, v) < (x, y) if either u < x or u = x and v > y. Fix the following notations:

• Rep≤(~x,~y),ν(X) is the full subcategory of Rep≤(~x,~y)(X) consisting of those objects for
which val(W~x~y) ≥ ν.

• For (x, y) ∈ B(~x,~y) define Rep≤(x,y),ν(X) to be the full subcategory of Rep≤(~x,~y),ν(X)
consisting of those objects for which val(Wuv) > val(Wxy) for all (u, v) < (x, y).

• Finally, Rep<(x,y),ν(X) is the full subcategory of Rep≤(x,y),ν(X) consisting of those
objects for which val(Wxy) > ν.

Let X(x,y) be the decorated bunch of chains obtained by restricting X on (x, y) and (Z,W )

be an object of the category Rep≤(x,y),ν(X), where (x, y) ∈ ~x×~y ⊆ Eı × Fı and ν ∈ Z.

Case 2a. Assume that x 6∼ y. First note that in Rep(X(x,y)) we have:

Wxy = tν
(
Wxy

)
�
∼= tν

(
tΨ 0
0 I

)
=: tνU,

where I is the identity matrix of size rkk
((
Wxy

)
�
)

and Ψ has coefficients in D. If both

elements x and y are untied then any string S(x
ν
− y) splits up as direct summands of

(Z,W ) in Rep(X), allowing to proceed to the next subcategory Rep<(x,y),ν(X). Hence, we
may without loss of generality assume that at least one element of {x, y} is tied. Similarly
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to Case 1a, we have:

EndX(x,y)
(U) =

{(
A C
B D

)
,

(
E F
G D

)}
,

where A,B,C,D, F,G are matrices overD of appropriate size (determined by U) satisfying
the constraints AΨ = ΨE, G = tBΨ and C = tΨF .

The new decorated bunch of chains X[x,y] is defined as follows.

• If x ∼ x̃ for some x̃ ∈ X,  ∈ I then we add a new element x̃y to X. We have:
x̃C x̃y and a < x̃y < b provided a < x̃ < b and aC x̃y C b if aC x̃C b.
• Similarly, if y ∼ ỹ for some ỹ ∈ Xσ then we add to Xσ a new element ỹx. We have
c < ỹx < d whenever c < ỹ < d and cC ỹx C d if cC ỹ C d. Moreover, ỹ B ỹx.
• If both x and y are tied then we additionally impose: x̃y ∼ ỹx.

0 0 0 0 0 0

0

0

0

0

0

0

0

0

00 0

0

0

0

tΨtΨ 00

00 II
~x

~y

x

y

Dm
x̃

x̃y −

ỹ ỹx
|

m

D

Analogously to (7.6), we get a representation equivalence

Rxyν : Rep≤(x,y),ν
st

(X) −→ Rep<(x,y),ν(X[x,y]).

The correspondence (7.7) between strings and bands in both categories is given by

u
α
− x̃y ∼ ỹx

β
− v 7→ u

α
− x̃ ∼ x

ν
− y ∼ ỹ

β
− v.

The decorations of decorable words are transferred in a straightforward way. If only one

element (e.g. x) is tied then the translation rule is analogous: x̃y
γ
− z 7→ y

ν
− x ∼ x̃

γ
− z.

Case 2b. Now assume that x ∼ y. In the category Rep(X(x,y)) we have:

Wxy
∼= tν

(
F 0
0 N

)
,

where F is invertible over D and N is nilpotent modulo m. As in Case 1b, it is easy to see
that tνF splits as a direct summand of (Z,W ) in Rep(X), decomposing further into a direct
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sum of bands B
(
(w, ρ),m, π

)
, where (w, ρ) =

(
↽ x ∼ y

ν
⇁
)
, m ∈ N and ξ 6= π ∈ k[ξ] is

a monic irreducible polynomial.
Next, consider the full subcategory Rep≤(x,y),ν,◦(X) of Rep≤(x,y),ν(X) consisting of ob-

jects for which the matrix (Wxy)� is nilpotent. Let (Z,W ) be an object of Rep≤(x,y),ν,◦(X).
As in Lemma 14.7, we reduce the block Wxy into a normal form. Then we bring the entire

matrix W (ı) into a standard form: if Wxy contains an entry $ with valuation ν, then for
all (u, v) ∈ Eı × Fı \ {(x, y)} we kill with it all elements of all matrices Wxu (respectively
Wvy) standing in the same row (respectively column) with $.

The new decorated bunch of chains X[~x,~y] is defined as follows.

• For any l ∈ N≥2 we introduce new decorated elements xl ∈ Eı and yl ∈ Fı. It is
convenient to write x1 = x and y1 = y.
• For all l ∈ N we have: xl ∼ yl and a < xl < b (respectively c < yl < d) whenever
a < x < b (respectively c < y < d). Similarly, a C xl C b (respectively c C yl C d)
provided aC xC b (respectively cC y C d).
• Finally, the ordering between new elements is the following: · · ·Cx3Cx2Cx1 and
· · ·B y3 B y2 B y1.

0 0 0 0 0 0 0

0

0

0

0

0

0

0

0

0

0

0

00 0 II 00 0 0

tCtC 00 tDtD

tAtA 00 tBtB
~x

~y

y2 y1

|| |

m

D

x2

x1

=

−
mD

Analogously to (7.6), we get a representation equivalence.

Rxyν : Rep≤(x,y),ν,◦
st

(X) −→ Rep<(x,y),ν(X[x,y]).

The translation rule (7.7) is given by

u
α
− yl ∼ xl

β
− v 7→ u

α
− y ∼ x

ν
− · · ·

ν
− y ∼ x︸ ︷︷ ︸

l times

β
− v.

Case 3. Assume that ~x = {x} is not decorated and ~y = {y1 B y2 B · · ·B yn} is decorated,
where ~x×~y ⊆ Eı × Fı. This is the most tricky case in the whole reduction procedure. Let
(Z,W ) be an object of the category Rep≤(~x,~y)(X).
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Case 3a. Assume first that n = 2, ~y = {y B z} and y 6∼ z. As the first step, observe that
any object of Rep(X(~x,~y)) is isomorphic to V given by

0 0 0 0

0 0 0 I2

0 I1 0 0

x

y z

If all elements x, y, z are untied, then we can split up from any object of Rep≤(~x,~y)(X) all
direct summands isomorphic to S(x−y) and S(x−z) and proceed to the next subcategory

Rep<(~x,~y)(X). So, assume that at least one element of {x, y, z} is tied. A direct computation
shows that EndX(~x,~y)

(V ) is the D–module of all pairs (F,G) of matrices the form

(7.8)

• 0 0

• ∗1 �3

• ∗4 ∗2

F =

∗ ∗ ∗ ∗

0 ∗2 0 ∗4
� � ∗ ∗

0 �3 0 ∗1

G =

Here • means that coefficients of the corresponding block belong to K, ∗ stands for D
and � for m, equal indices ∗i mean that these blocks are equal. The key observation is
the following:

• Both non–reduced stripes of the matrix W (ı) of the vertical blocks y and z can be

transformed by the matrices of the form

(
G11 G13

G31 G33

)
=

(
∗ ∗
� ∗

)
.

• If x ∼ x̃ then the admissible transformations of x̃–block are given by matrices

(7.9)

• 0 0

• ∗1 �

• ∗4 ∗2

F̃ = F =

where F is the matrix from (7.8).
• If y ∼ ỹ then the admissible transformations of ỹ–block are given by matrices

T =

(
T11 T12

T21 T22

)
, such that Tlt ≡ Gltmodm for all l, t ∈ {1, 2}. In particular,

T21 ≡ 0modm, T22 ≡ F33 modm and T11 ≡ G11 modm, i.e. T =

(
∗ ∗
� ∗2′

)
,

where ∗i, ∗i′ means that the corresponding blocks of F̃ and T are equal modulo m.
• If z ∼ z̃ then the admissible transformations of the z̃–block are given by matrices

S =

(
S33 S34

S43 S44

)
, where Slt ≡ Gltmodm for all l, t ∈ {3, 4}. In particular,

S43 ≡ 0modm, S44 ≡ F22 modm and S33 ≡ G33 modm, i.e. S =

(
∗ ∗
� ∗1′

)
.

The new decorated bunch of chains X[~x,~y] is defined as follows.
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• If y ∼ ỹ for some ỹ ∈ X then we add a new decorated element ỹx to X. If z ∼ z̃
for some z̃ ∈ Xκ then we add a new decorated element z̃x to Xκ. Finally, if x ∼ x̃
for some z̃ ∈ Xτ then we add two decorated elements x̃y and x̃z to Xτ (note that
x̃ itself is not decorated)!
• The new elements inherit all orderings from their parent elements and parent

chains. For example, if a < ỹ < b in X then also a < ỹx < b in X
[~x,~y]
 etc.

• We have: ỹ B ỹx, z̃ B z̃x and x̃ < x̃z C x̃y.
• Finally, we have impose equivalences x̃y ∼ ỹx and x̃z ∼ z̃x.

0 0 0 0 ∗

0 0 0 I 0

0 I 0 0 0

∗ 0 ∗ 0 ∗

0 0 0 0

0 0 0 0

0 0 0 0I

Ix

y z

K

Dm

x̃

x̃z

x̃y

=

−

z̃ z̃x
||

m

D

ỹ ỹx

|

m

D

The above computations and Crossing–Out Lemma 14.9 yield a representation equivalence
(7.6). Note that in this case Rep≤(~x,~y)(X) = Rep≤(~x,~y),◦(X). The translation rule (7.7) is
given by the formulae

x̃z ∼ z̃x 7→ x̃ ∼ x
0
− y ∼ ỹ and ỹx ∼ x̃y 7→ ỹ ∼ y

0
− x ∼ x̃.

Case 3b. Now assume that n = 2, ~y = {y B z} but this time y ∼ z. Note that any object
of Rep(X(~x,~y)) is isomorphic to some U given by

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 I2

0 0 0 0 0 I3 0 0

0 0 0 I2 0 0 0 0

0 0 I1 0 0 0 0 0

x

y z

If all elements x, y, z are untied, then we can split up all direct summands of (Z,W )
isomorphic to the strings S(x− y ∼ z), S(x− z ∼ y) and S(x− z ∼ y−x). In this case we
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just proceed to the next category Rep<(~x,~y)(X). Hence, we might assume that at least one
element of {x, y, z} is tied. A direct computation shows that EndX(~x,~y)

(U) is the D–module

of all pairs of matrices (F,G) of the form

(7.10)

• 0 0 0 0

• ∗1 �5 �6 �7

• ∗β ∗2 �8 �9

• ∗γ ∗δ ∗1′ �α
• ∗ϕ ∗ψ ∗θ ∗3

F =

∗4 ∗ ∗ ∗ ∗ ∗ ∗ ∗

� ∗2′ � ∗ ∗ ∗ ∗ ∗

0 0 ∗3 ∗θ 0 ∗ψ 0 ∗ϕ
0 0 �α ∗1′ 0 ∗δ 0 ∗γ
� � � � ∗4′ ∗ ∗ ∗

� � �9 �8 0 ∗2 0 ∗β
� � � � � � ∗3′ ∗

� � �7 �6 0 �5 0 ∗1

G =

We follow here the same conventions as in Case 3a. In particular, (∗i, ∗i′) means that
the corresponding blocks are equal modulo m. By notational reasons, the congruences
Gtl ≡ Gt+4 l+4 modm for 1 ≤ t, l ≤ 4 are not reflected in (7.10).

• The admissible transformations of the non-reduced part of y–stripe are given by

matrices of the form

(
G11 G12

G21 G22

)
=

(
∗4 ∗
� ∗2′

)
.

• The admissible transformations of the non-reduced part of z–stripe are given by

matrices of the form

(
G55 G57

G75 G77

)
=

(
∗4′ ∗
� ∗3′

)
.

• If there exists x ∼ x̃ then x̃–stripe is transformed by matrices

(7.11)

•0 0 0 0 0

• ∗1 � � �

• ∗ ∗2 � �

• ∗ ∗ ∗1′ �

• ∗ ∗ ∗ ∗3

F̃ = F =

whereas the non–reduced part of x–stripe is transformed by the matrix (•0).

The new decorated bunch of chains X[~x,~y] is defined as follows.

• We add to Fı two decorated elements yz and zy which satisfy y B yz, z B zy and
inherit from their parent elements y and z all order relations.
• If x ∼ x̃ for some x̃ ∈ X then we add to X new decorated elements x̃zy, x̃yz, x̃y

and x̃z. They inherit all order relations from their parent element x̃ and satisfy
x̃ < x̃zy C x̃z C x̃yz C x̃y.
• Finally, we impose new equivalence relations yz ∼ x̃z, zy ∼ x̃y and x̃yz ∼ x̃zy.



COHEN–MACAULAY MODULES AND MATRIX PROBLEMS 49

∗
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∗ ∗ 0 0 ∗ 0 ∗ 0 ∗

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

I

I

I

I
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y z

K

Dm

Dm

Dm
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−

=

=

≡
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z zy
|||

m

D

m

D

Again, we have a representation equivalence (7.6). The translation rule (7.7) is as follows:

x̃yz ∼ x̃zy 7→ x̃ ∼ x
0
− y ∼ z

0
− x ∼ x̃, zy ∼ x̃y 7→ z ∼ y

0
− x ∼ x̃

and yz ∼ x̃z 7→ y ∼ z
0
− x ∼ x̃.

Case 3c. Consider now the general case when ~x = {x} with x not decorated and ~y =
{y1 B · · · B yn} with all y1, . . . , yn decorated. First one shows that any indecomposable
object of the restricted decorated bunch of chains X(~x,~y) is isomorphic either to S(x), or
to S(a) for some untied a ∈ ~y, or to S(b ∼ c) where b, c ∈ ~y, or to S(x− a), S(x− b ∼ c),
S(x− b ∼ c− x), where a, b, c ∈ ~y are as above. The new decorated bunch of chains X[~x,~y]

is defined as follows.

• For any pair b ∼ c in ~y we add to Fı new decorated elements bc and cb, which
satisfy bB bc and cB cb and inherit all order relations from their parent elements
b and c.
• For any pair a ∼ ã with a ∈ ~y such that ã ∈ X and ã /∈ ~y, we add to X a

new decorated element ãx which inherits all order relations from its parent ã and
satisfies ãB ãx.
• If there exists x ∼ x̃ for some x̃ ∈ Xσ then for any a ∈ ~y we add to Xσ a new

decorated element x̃a. Moreover, for any pair b, c ∈ ~y such that b ∼ c we add to
Xσ a pair of decorated elements x̃bc and x̃cb. All these new elements inherit all
orderings from their parent x̃.
• Assume that x̃‖x and {aC bC f C cC d} ⊆ ~y with b ∼ c. Then we have

x̃ < x̃d C x̃cb C x̃c C x̃f C x̃bd C x̃b C x̃a.

• In the above notations we impose the following equivalence relations.
– If b, c ∈ ~y are such that b ∼ c then x̃b ∼ cb, x̃c ∼ bc and x̃bc ∼ x̃cb.
– If for a ∈ ~y there exists ã /∈ ~y such that a ∼ ã then x̃a ∼ ãx.

Then we have a representation equivalence (7.6) with translation rules (7.7) for strings
and bands given by

x̃b ∼ cb 7→ x̃ ∼ x
0
− b ∼ c, x̃c ∼ bc 7→ x̃ ∼ x

0
− c ∼ b, x̃bc ∼ x̃cb 7→ x̃ ∼ x

0
− b ∼ c

0
− x ∼ x̃
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and x̃a ∼ ãx 7→ x̃ ∼ x
0
− a ∼ ã. The case when ~x is decorated and ~y not decorated is

completely analogous. �

7.3. Decorated Kronecker problem. Consider now the decorated bunch of chains X
given in Example 6.12, arising in the classification of maximal Cohen–Macaulay modules
over T23∞. Note that all elements of X are tied. This implies that without loss of generality,
we can begin any word w (cyclic or not) with a column element. This convention has
another advantage as it reduces the variety of non–equal but isomorphic canonical forms.
According to Theorem 7.1, there are four types of indecomposable objects in Rep(X),
namely:

Case 1. Bands B
(
(w, ρ),m, π

)
, where

(w, ρ) = ↽ y2 ∼ y1

µ1

− x1 ∼ x2

ν1

− y2 ∼ y1

µ2

− x1 ∼ x2

ν2

− · · · − y2 ∼ y1

µn
− x1 ∼ x2

νn
⇁ ,

m is any natural number and π 6= ξ is any irreducible polynomial. We may without loss
of generality assume that µ1 = · · · = µn = 1. In this case, the only condition on the
decoration is that the sequence of integers ν = (ν1, ν2, . . . , νn) is non–periodic. We set
M1 = Idmn, where d = deg(π) while

0 tν1I 0 . . . 0

0 0 tν2I . . . 0

...
...

. . .
. . .

...

0 0 0
. . . tνn−1I

tνnF 0 0 . . . 0

M2 =

where I is the identity dm× dm matrix and F is the Frobenius block of πm.

Case 2. The “degenerate band” corresponding to the “forbidden” polynomial π = x is
given by the string S(w, ρ), where

(w, ρ) = y2 ∼ y1

µ1

− x1 ∼ x2

ν1

− y2 ∼ y1

µ2

− x1 ∼ x2 − · · ·
νn−1

− y2 ∼ y1

µn
− x1 ∼ x2.

Again, the decoration ρ can be chosen in such a way that µ1 = · · · = µn = 1. Then the
matrix M1 = In+1, while

0 tν1 0 . . . 0

0 0 tν2 . . . 0
...

...
. . .

. . .
...

0 0 0
. . . tνn

0 0 0 . . . 0

M2 =

Of course, there is also the symmetric object, obtained by permuting indices 1 and 2.
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Case 3. There exists a family of “non–square” indecomposable representations S(w, ρ):

1 0 . . . 0 0

0 1 . . . 0 0
...

...
...

. . .
...

0 0 . . . 1 0

M1 =

0 tν1 0 . . . 0

0 0 tν2 . . . 0
...

...
. . .

...
...

0 0 0 . . . tνn

= M2

given by the decorated word

(w, ρ) = y2 ∼ y1

µ1

− x1 ∼ x2

ν1

− y2 ∼ y1

µ2

− x1 ∼ x2

µ2

− · · · − y2 ∼ y1

µn
− x1 ∼ x2

νn
− y2 ∼ y1.

As before, we have posed µ1 = · · · = µn = 1. Moreover, we may additionally (and without
loss of generality) assume that νn = 1.

Case 4. Finally, we have the “dual object” to the previous string object:

1 0 . . . 0

0 1 . . . 0
...

...
. . .

...

0 0 . . . 1

0 0 . . . 0

M1 =

0 0 . . . 0

tν1 0 . . . 0

0 tν2 . . . 0
...

...
. . .

...

0 0 . . . tνn

= M2

given by the decorated word

(w, ρ) = x2 ∼ x1

µ1

− y1 ∼ y2

ν1

− x2 ∼ x1

µ2

− · · ·
µn
− y1 ∼ y2

νn
− x2 ∼ x1.

As above, we have posed µ1 = · · · = µn = 1.

The isomorphism classes of strings in all Cases 2–4 are uniquely determined by the corre-
sponding sequences ν = (ν1, . . . , νn). Two bands B

(
ν,m, π) and B

(
ν ′,m′, π′) are isomor-

phic if and only if m = m′, π = π′ and ν ′ is a rotation of ν.

8. Maximal Cohen–Macaulay modules over degenerate cusps–I

In this section we consider in details three other important examples of degenerate cusps:
kJx, y, zK/(xyz), kJx, y, z, wK/(xy, zw) and kJx, y, z, u, vK/(xz, xu, yu, yv, zv).

8.1. Maximal Cohen–Macaulay modules over kJx, y, zK/(xyz). Consider a T∞∞∞–
singularity A = kJx, y, zK/(xyz). Let

π : A −→ R = R1 ×R2 ×R3 = kJx1, y2K× kJy1, z2K× kJz1, x2K

be its normalization, where π(x) = x1 + x2, π(y) = y1 + y2 and π(z) = z1 + z2. For the
conductor ideal I = annA(R/A) we have:

I =
〈
xy, xz, yz

〉
A

=
〈
x1y2, y1z2, z1x2

〉
R
.

Next, we have: Ā = A/I = kJx, y, zK/(xy, xz, yz) and R̄ = R/I = R̄1 × R̄2 × R̄3 =
kJx1, y2K/(x1y2) × kJy1, z2K/(y1z2) × kJz1, x2K/(z1x2). It is convenient to introduce the

ring Ã = kJxK× kJyK× kJzK. Note that the canonical map Ā → R̄ factorizes through Ã.
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It is convenient to visualize an object of the category Rep(XA) as a representation of the
“decorated” quiver (1.5) over the field K = k((t)):

(8.1) Km1

Knx Km3

Knz

Kny Km2

Θx
1

��

Θx
3 //

Θz
3

XX

Θz
2

��
Θy

1

XX

Θy
2 //

The isomorphy classes of objects in Rep(XA) correspond to the transformation rule

(8.2) Θa
ı 7→ SıaΘ

a
ı T
−1
a , ı ∈

{
1, 2, 3

}
and a ∈

{
x, y, z

}
,

where Ta ∈ GLna(K) and Sıa ∈ GLmı(D) are such that S1x(0) = S1y(0), S2y(0) = S2z(0)

and S3x(0) = S3z(0). Our goal is to describe the indecomposable objects of CMlf(A).

Definition 8.1. Consider the following band datum (ω, l, λ), where:

• ω =
(
(a1, b1, c1, d1, e1, f2), (a2, b2, c2, d2, e2, f3), . . . , (at, bt, ct, dt, et, f1)

)
∈ Z6t for

some t ≥ 1 such that min(ai, fi) = min(bi, ci) = min(di, ei) = 1 for all 1 ≤ i ≤ t.
• l ∈ Z>0 and λ ∈ k∗.

Then we attach to the data (ω, l, λ) the following matrices:

A1 0 . . . 0

0 A2 . . . 0
...

...
. . .

...

0 0 . . . At

Θx
1 =

B1 0 . . . 0

0 B2 . . . 0
...

...
. . .

...

0 0 . . . Bt

Θy
1 =

C1 0 . . . 0

0 C2 . . . 0
...

...
. . .

...

0 0 . . . Ct

Θy
2 =

D1 0 . . . 0

0 D2 . . . 0
...

...
. . .

...

0 0 . . . Dt

Θz
2 =

0 F2 . . . 0
...

...
. . .

...

0 0 . . . Ft

H 0 . . . 0

Θx
3 =

E1 0 . . . 0

0 E2 . . . 0
...

...
. . .

...

0 0 . . . Et

Θz
3 =

where Ak = takI, Bk = tbkI, Ck = tckI, Dk = tdkI, Fk = tfkI, Ek = tekI, and H =
tf1J with I = Il the identity l × l matrix and J = Jl(λ) the Jordan block of size l ×
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l with the eigenvalue λ. Denote Θx = Θx
1(x1) + Θx

3(x2), Θy = Θy
1(y2) + Θy

2(y1) and
Θz = Θz

2(z2) + Θz
3(z1). The indecomposable maximal Cohen–Macaulay A–module M =

M(ω, l, λ) attached to the band datum (ω, l, λ) is constructed by the following recipe:

• Consider the A–linear morphism Θ̄ =
[
Θx|Θy|Θz

]
: Ãlt → R̄lt, where we write

Ãlt = kJxKlt ⊕ kJyKlt ⊕ kJzKlt and use the isomorphisms HomĀ

(
kJxK, R̄) ∼= kJxK.

• Consider the torsion free A–module L = L(ω, l, λ) given by the following commu-
tative diagram with exact rows:

0 // I lt //

=
��

L //

��

Ãlt //

Θ̄
��

0

0 // I lt // Rlt // R̄lt // 0.

• From the above description it follows that L is the A–submodule of Rlt generated

by the columns of the matrix
(
x1y2I | y1z2I | z1x2I |Θx |Θy |Θz

)
∈ Matlt×6lt(R).

• Finally, we have: M(ω, l, λ) = L(ω, l, λ)∨∨. Moreover, the following sequence is
exact: 0→ L(ω, l, λ)→M(ω, l, λ)→ H0

{m}
(
coker(Θ̄)

)
→ 0.

The ring R = R1 ×R2 ×R3 is a subring of the total ring of fractions Q(A). The units of
Ri (1 ≤ i ≤ 3) are the idempotents e1 = xy

xy+yz+xz , e2 = yz
xy+yz+xz and e3 = xz

xy+yz+xz . It

is easy to see that e1 + e2 + e3 = 1 and eiej = δijei for all 1 ≤ i, j ≤ 3. In these notations
we can write the elements x1, x2, y1, y2, z1, z2 of the normalization R as elements of the
total ring of fractions Q(A) in the following way: x1 = e1x, y2 = e1y, y1 = e2y, z2 = e2z,
z1 = e3z and x2 = e3x. Next, the element xy + yz + zx ∈ A is not a zero divisor. Since
the module L is torsion free, we have: L ∼= (xy+yz+zx) ·L ⊆ Alt. Consider the matrices:

Ã1 0 . . . 0

0 Ã2 . . . 0
...

...
. . .

...

0 0 . . . Ãt

Θ̃x
1 =

B̃1 0 . . . 0

0 B̃2 . . . 0
...

...
. . .

...

0 0 . . . B̃t

Θ̃y
1 =

C̃1 0 . . . 0

0 C̃2 . . . 0
...

...
. . .

...

0 0 . . . C̃t

Θ̃y
2 =

D̃1 0 . . . 0

0 D̃2 . . . 0
...

...
. . .

...

0 0 . . . D̃t

Θ̃z
2 =

0 F̃2 . . . 0
...

...
. . .

...

0 0 . . . F̃t

H̃ 0 . . . 0

Θ̃x
3 =

Ẽ1 0 . . . 0

0 Ẽ2 . . . 0
...

...
. . .

...

0 0 . . . Ẽt

Θ̃z
3 =



54 IGOR BURBAN AND YURIY DROZD

where Ãk = xak+1yI, B̃k = ybk+1xI, C̃k = yck+1zI, D̃k = zdk+1yI, F̃ k = xak+1zI,

Ẽk = zak+1xI and H̃ = xf1+1zJ with I = Il the identity l × l matrix and J = Jl(λ) the

Jordan block of size l × l with the eigenvalue λ. Denote Θ̃x = Θ̃x
1 + Θ̃x

3 , Θ̃y = Θ̃y
1 + Θ̃y

2,

Θ̃z = Θ̃z
2 + Θ̃z

3 and consider the A–module L′(ω, l, λ) generated by the columns of the

matrix
(
(xy)2I | (yz)2I | (xz)2I | Θ̃x | Θ̃y | Θ̃z

)
∈ Matlt×6lt(A).

Theorem 8.2. Let A = kJx, y, zK/(xyz), (ω, l, λ) be a band datum as in Definition 8.1
and L′(ω, l, λ) the torsion free A–module defined above. Then we have:

• The module M(ω, l, λ) := L′(ω, l, λ)∨∨ is an indecomposable maximal Cohen–
Macaulay module over A, locally free of rank lt on the punctured spectrum.
• Any indecomposable object of CMlf(A) is isomorphic to some module M(ω, l, λ).
• M(ω, l, λ) ∼= M(ω′, l′, λ′) if and only if l = l′, λ = λ′ and ω′ is obtained from ω by

a cyclic shift.

Remark 8.3. The indecomposable maximal Cohen–Macaulay A–modules which are not
locally free on the punctured spectrum, correspond to the string data. They can be
described along similar lines as above, but there are more cases one needs to consider.
Therefore we leave it to an interested reader as an exercise.

Corollary 8.4. Let M be a rank one object of CMlf(A). Then we have:

M ∼= M(ω, λ) :=
〈
(xy)2, (yz)2, (xz)2, xm1+1y+λxm2+1z, yn1+1z+yn2+1x, zl1+1x+zl2+1y

〉∨∨
A

for some ω =
(
(m1,m2), (n1, n2), (l1, l2)

)
∈ Z6 and λ ∈ k∗, where

min(m1,m2) = min(n1, n2) = min(l1, l2) = 1.

Moreover, M(ω, λ) ∼= M(ω′, λ′) if and only if ω = ω′ and λ = λ′.

Remark 8.5. It is very instructive to consider the case m1 = m2 = n1 = n2 = l1 = l2 = 1
and λ = 1. First note that

L :=
〈
(xy)2, (yz)2, (xz)2, x2y+x2z, y2z+y2x, z2x+z2y

〉
=
〈
x2y+x2z, y2z+y2x, z2x+z2y

〉
.

Let r = xy + yz + xz ∈ A. Then we have: m · r ⊂ L. From Lemma 2.5 it follows that

L∨∨ = (r) ∼= A. Hence, M
((

(1, 1), (1, 1), (1, 1)
)
, 1
)
∼= A, what of course matches with the

general theory.

The classification of rank one objects of CMlf(A) obtained in Corollary 8.4 can be elabo-
rated one step further.

Proposition 8.6. Let M be a non–regular rank one object of CMlf(A). Then its minimal
number of generators is equal to two or three.

1. Assume M is generated by two elements. Then there exists a bijection {u, v, w} →
{x, y, z}, a pair of integers p, q ≥ 1 and λ ∈ k∗ such that M = coker(A2 θ−→ A2) with
θ = θi

(
(p, q), λ)

)
, 1 ≤ i ≤ 3, where

θ1

(
(p, q), λ)

)
=

(
u 0

vp + λwq vw

)
, θ2

(
(p, q), λ)

)
=

(
λu+ vpwq wq+1

uq+1 vw

)
and θ3

(
(p, q), λ)

)
= θ1

(
(p, q), λ)

)tr
.
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2. Assume M is generated by three elements. Then there exists a bijection {u, v, w} →
{x, y, z}, a triple of integers m, n, l ≥ 1 and λ ∈ k∗ such that M = coker(A3 θ−→ A3) with
θ = θi

(
(m,n, l), λ

)
, 4 ≤ i ≤ 7, where

θ4

(
(m,n, l), λ

)
=

 u wl 0
0 v um

λvn 0 w

 , θ5

(
(m,n, l), λ

)
=

 u wl λvn

0 v um

0 0 w

 ,

θ6

(
(m,n, l), λ

)
= θ4

(
(m,n, l), λ

)tr
and θ7

(
(m,n, l), λ

)
= θ5

(
(m,n, l), λ

)tr
.

Proof. By Corollary 8.4 we know that M ∼= M(ω, λ) = L(ω, λ)∨∨ for some ω =
(
(m1,m2),

(n1, n2), (l1, l2)
)
∈ Z6 and λ ∈ k∗, where min(m1,m2) = min(n1, n2) = min(l1, l2) = 1.

Case 1a. Assume m1 = n1 = l1 = 1. Denote for simplicity m2 = m, n2 = n, l2 = l and

u1 = x2y + λxm+1z, u2 = y2z + yn+1x and u3 = z2x+ zl+1y.

Then we have: (xy)2 = xu1, (yz)2 = yu2 and (xz)2 = zu3. Hence, L = 〈u1, u2, u3〉A.
Moreover, L is already maximal Cohen–Macaulay and we have an exact sequence

A3

(
z −yn 0

0 x −zl
−λxm 0 y

)
−−−−−−−−−−−−→ A3 −→ L −→ 0.

Case 1b. Assume m2 = n2 = l2 = 1. Again, we denote m1 = m, n1 = n, l1 = l and

v1 = xm+1y + λx2z, v2 = yn+1z + y2x and v3 = zl+1x+ z2y.

Then we have: (xy)2 = zv1, (yz)2 = yv3 and λ(xz)2 = zv1. Hence, L = 〈v1, v2, v3〉A. As
in the previous case, L is maximal Cohen–Macaulay and we have an exact sequence

A3

(
λx 0 −yn
−zl y 0

0 −xm z

)
−−−−−−−−−−−→ A3 −→ L −→ 0.

Case 2. Assume m1 = l1 = n2 = 1. Denote m2 = m, n1 = n and l2 = l. The case n = 1
has been already treated in Case 1a. Hence, without loss of generality we may assume
that n ≥ 2. Denote

w1 = x2y + λxm+1z, w2 = yn+1z + y2x and w3 = z2x+ zl+1y.

We have: (xy)2 = xw1 and (xz)2 = xw3. Hence, L =
〈
(yz)2, w1, w2, w3

〉
A

. Note that the
case m = l = 1 has been already considered in Case 1b.

Case 2a. Assume m = 1 and l ≥ 2. Consider the element r = xy + ynz + λ(xz + zly) ∈ A
and the module L̃ = 〈L, r〉A ⊆ A. First note that

xr = w1, yr = w2 + λzl−2(yz)2 and zr = yn−2(yz)2 + λw3.

By Lemma 2.5, the Macaulayfications of the modules L and L̃ are isomorphic. Moreover,

L̃ =
〈
r, (yz)2

〉
A

is maximal Cohen–Macaulay and we have an exact sequence

A2

(
x yn−1+λzl−1

0 −yz

)
−−−−−−−−−−−→ A2 −→ L̃ −→ 0.

Case 2b. Assume m ≥ 2. The case l = 1 reduces to the Case 2a. Hence, we may without
loss of generality assume that l ≥ 2. Consider the element r = xy + ynz + λxmz ∈ A and

L̃ = 〈L, r〉A ⊆ A. Then we have: xr = w1, yr = w2 and zr = yn−2(yz)2 + λxm−1w3.



56 IGOR BURBAN AND YURIY DROZD

Hence, the Macaulayfications of L and L̃ are isomorphic. Next, L̃ =
〈
(yz)2, w3, r

〉
A

is
maximal Cohen–Macaulay and it has a presentation

A3

(
x −zl−1 −yn−2

0 y −λxm−1

0 0 z

)
−−−−−−−−−−−−−→ A3 −→ L̃ −→ 0.

Note that the case n = 2 has to be treated separately because in that case the presentation
is not minimal. Indeed, (yz)2 = z(xy + y2z + λxmz) = zr. Hence,

L̃ =
〈
xz2 + yzl+1, xy + y2z + λxmz

〉
A
⊆ A

is generated by two elements. It is easy to see that L̃ has a presentation

A2

(
λy+xm−1zl−1 zl

xm xz

)
−−−−−−−−−−−−−→ A2 −→ L̃ −→ 0.

It remains to observe that the remaining cases reduce to the ones considered above. �

Remark 8.7. Contrary to the case of simple elliptic singularities [52, Proposition 5.23],
not all indecomposable maximal Cohen–Macaulay modules over A are gradable. For

example, coker

(
x yp + λzq

0 yz

)
is not gradable for (p, q) 6= (2, 2) and λ ∈ k∗, since its

first Fitting ideal (x, yz, yp + λzq) is not graded.

Remark 8.8. In recent works of Sheridan [70, Theorem 1.2] and Abouzaid et al. [1, Section

7.3] a version of the homological mirror symmetry for the category CMlf(A) was estab-
lished. We hope that our result will contribute to a better understanding of the Fukaya
side of this correspondence. In particular, it would be interesting to describe explicitly
the symplectic images of rank one matrix factorizations obtained in this subsection.

8.2. Maximal Cohen–Macaulay modules over kJx, y, u, vK/(xy, uv). It seems that
the only concrete examples of families of indecomposable maximal Cohen–Macaulay mod-
ules over surface singularities, which have been constructed so far, deal with the case
of hypersurface singularities. From this perspective it is particularly interesting to con-
sider the case of the degenerate cusp A = kJx, y, u, vK/(xy, uv). Indecomposable maximal
Cohen–Macaulay modules over A can be described using essentially the same technique as
in Subsection 8.1. Since the computations do not contain any new phenomena, we omit
them and only state the final result.

Proposition 8.9. Denote J =
〈
(xu)2, (xv)2, (yu)2, (yv)2

〉
A

. Let M be a rank one object

in CMlf(A). Then M ∼= M(ω, λ) :=〈
J, xm1+1u+ λxm2+1v, un1+1y + un2+1x, yp1+1v + yp2+1u, vq1+1x+ vq2+1y

〉∨∨
A
⊆ A

for some ω =
(
(m1,m2), (n1, n2), (p1, p2), (q1, q2)

)
∈ Z8 and λ ∈ k∗, where

min(m1,m2) = min(n1, n2) = min(p1, p2) = min(q1, q2) = 1.

Moreover, M(ω, λ) ∼= M(ω′, λ′) if and only if ω = ω′ and λ = λ′.

Remark 8.10. Let m1 = n1 = p1 = q1 = 1 and m2 = m,n2 = n, p2 = p, q2 = q.

• If m = n = p = q = 1 and λ = 1 then M(ω, λ) ∼= A.
• Otherwise, we have:

M(ω, λ) ∼=
〈
x2u+ λxm+1v, u2y + un+1x, y2v + yp+1u, v2x+ vq+1y

〉
A
⊆ A.
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• Moreover, M(ω, λ) has a presentation

A8

 y 0 0 0 v un 0 0
0 v 0 0 0 x yp 0
0 0 x 0 0 0 u vq
0 0 0 u λxm 0 0 y


−−−−−−−−−−−−−−−−−→ A4 −→M(ω, λ) −→ 0.

�

8.3. Maximal Cohen–Macaulay modules over kJx, y, z, u, vK/(xz, xu, yu, yv, zv). It
seems that even less is known about a concrete description of maximal Cohen–Macaulay
modules over Gorenstein surface singularities which are not complete intersections. In
this subsection we elaborate the classification of rank one objects of CMlf(A) for A =
kJx, y, z, u, vK/(xz, xu, yu, yv, zv). Again, all necessary computations are completely par-
allel to the ones done in Subsection 8.1. Hence, we omit them and state the final result.

Proposition 8.11. Denote J =
〈
(xy)2, (yz)2, (zu)2, (uv)2, (vx)2

〉
A

. Let M be a rank one

object in CMlf(A). Then M ∼= M(ω, λ) :=〈
J, vm1+1x+λvm2+1u, xn1+1y+xn2+1v, yp1+1z+yp2+1x, zq1+1u+zq2+1y, ut1+1v+ut2+1z

〉∨∨
A

for some ω =
(
(m1,m2), (n1, n2), (p1, p2), (q1, q2), (t1, t2)

)
∈ Z10 and λ ∈ k∗, where

min(m1,m2) = min(n1, n2) = min(p1, p2) = min(q1, q2) = min(t1, t2) = 1.

Moreover, M(ω, λ) ∼= M(ω′, λ′) if and only if ω = ω′ and λ = λ′.

Remark 8.12. Let m1 = n1 = p1 = q1 = t1 = 1, whereas m2 = m,n2 = n, p2 = p, q2 = q
and t2 = t. If m = n = p = q = t = 1 and λ = 1 then M(ω, λ) ∼= A. Otherwise, we have:

M(ω, λ) ∼=
〈
v2x+ λvm+1u, x2y + xn+1z, y2z + yp+1x, z2u+ zq+1y, u2v + ut+1z

〉
A
⊆ A.
�

9. Singularities obtained by gluing cyclic quotient singularities

In this section we recall the definition and some basic properties of an important class
of non–isolated surface singularities called “degenerate cusps”, see [71, 73].

9.1. Non–isolated surface singularities obtained by gluing normal rings. Let k
be an algebraically closed field and (R1, n1), (R2, n2), . . . , (Rt, nt) be complete local normal
k–algebras of Krull dimension two, where t ≥ 1. For any 1 ≤ i ≤ t let πi : Ri −→ R̄i ∼=
kJūi, v̄iK/(ūiv̄i) be a surjective ring homomorphism, ui, vi ∈ Ri be some preimages of ūi
and v̄i respectively and Ii = ker(πi). Consider the ring homomorphism

π̃i := (π̃
(1)
i , π̃

(2)
i ) : Ri −→ D := kJuK× kJvK

obtained by composing πi with the normalization map kJūi, v̄iK/(ūiv̄i)→ kJuK× kJvK.

Definition 9.1. In the above notations, consider the subring A of the ring R := R1 ×
R2 × · · · ×Rt defined as

(9.1) A :=
{

(r1, r2, . . . , rt) ∈ R
∣∣ π̃(2)

i (ri) = π̃
(1)
i+1(ri+1), 1 ≤ i ≤ t

}
,

where we identify Rt+1 with R1 and πt+1 with π1.

Proposition 9.2. In the above notations we have:

(1) The ring A is local and reduced. The ring extension A ⊆ R is finite.
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(2) Let I :=
{

(r1, r2, . . . , rt) ∈ R
∣∣ πi(ri) = 0, 1 ≤ i ≤ t

}
. Then I = HomA(R,A). In

other words, I is the conductor ideal.
(3) The ring A is Noetherian and complete and R is its normalization. In particular,

A has Krull dimension two.
(4) We have: Ā := A/I ∼= kJw̄1, w̄2, . . . , w̄tK/(w̄iw̄j |1 ≤ i < j ≤ t) and R̄ = R/I =

kJū1, v̄1K/(ū1v̄1)×· · ·×kJūt, v̄tK/(ūtv̄t). The canonical morphism Ā→ R̄ maps w̄i
to v̄i + ūi+1 for all 1 ≤ i ≤ t, where ūt+1 = ū1.

(5) The ring A is Cohen-Macaulay.

Proof. (1) Let r = (r1, r2, . . . , rt) ∈ R be an element of A. Then r1(0) = r2(0) = · · · =
rt(0) ∈ k and r is invertible if and only if r1(0) 6= 0. This shows that A is local. Since A
is a subring of a reduced ring, it is reduced, too. To show that the ring extension A ⊆ R
is finite, we consider separately the following two cases.

Case 1. Let t ≥ 2 and e1, e2, . . . , et be the idempotent elements of R corresponding to
the units of the rings R1, R2, . . . , Rt. Then we have: R =

〈
e1, e2, . . . , et

〉
A
. Indeed, let

r = (r1, r2, . . . , rt) ∈ R be an arbitrary element. By the definition, we have: ri = ei · r and
r = r1 + r2 + · · ·+ rt. Hence, it is sufficient to show that for any 1 ≤ i ≤ t and any ri ∈ Ri
we have: ri ∈ 〈e1, e2, . . . , et〉A.

To prove this, it is sufficient to show the following statement: given an element ri ∈ Ri
there exist such elements rj ∈ Rj , j 6= i that r = (r1, r2, . . . , rt) ∈ A. Note that without
loss of generality we may assume ri ∈ ni. Then π̃i(ri) ∈ D belongs to the radical n̄
of the ring D. Since the ring homomorphism π̃i : Ri → D induces a surjective map

ni → n̄, there exist elements rj ∈ nj , j ∈ {i− 1, i+ 1} such that π̃
(1)
i (ri) = π̃

(2)
i−1(ri−1) and

π̃
(2)
i (ri) = π̃

(1)
i+1(ri+1). Proceeding by induction, we get an element r = (r1, r2, . . . , rt) ∈ A

we are looking for.

Case 2. Let t = 1 and u = u1, v = v1 ∈ R be some preimages of the elements ū = ū1 and
v̄ = v̄ ∈ R̄ under the map π̄ = π̄1. Then we have: R = 〈u, v〉A.

Indeed, any element r ∈ R can be written as r = c+ up(u) + vq(v) + r′ for some power
series p, q ∈ kJT K, a scalar c ∈ k and r′ ∈ I = ker(π) ⊆ A. Let w̄ = ū+ v̄ ∈ R̄ and w ∈ R
be its preimage in A ⊆ R. Then the element r′′ := r − up(w)− vq(w) belongs to I, hence
to A, and the result follows.

(2) Since π is a ring homomorphism, it is clear that I is an ideal in R and A. We need
to show that I = J := annA(R/A) =

{
a ∈ A | aR ⊆ A

}
. The inclusion I ⊆ J is obvious.

Hence, we have to show that J ⊆ I.
Since J is an ideal in R, we have an isomorphism of R–modules J = J1 ⊕ J2 ⊕ · · · ⊕ Jt,

where Ji is an ideal in Ri for all 1 ≤ i ≤ t. Again, we distinguish two cases.

Case 1. Let t ≥ 2 and a = (a1, a2, . . . , at) ∈ J , where ai = ei · a, 1 ≤ i ≤ t. In order to
show that a ∈ I it is sufficient to prove that πi(ai) = 0 for all 1 ≤ i ≤ t.

By the definition, the element ai = ei · a = (0, . . . , 0, ai, 0, . . . , 0) belongs to J ⊆ A for

all 1 ≤ i ≤ t. It implies that π̃
(k)
i (ai) = 0 for k = 1, 2, thus πi(ai) = 0 for all 1 ≤ i ≤ t as

wanted.

Case 2. Let t = 1. Then any element a ∈ A can be written in the form a = p(w) + a′,
where p(T ) ∈ kJT K is a formal power series and a′ ∈ I. If a belongs to J then we have:

π̃(1)(ua) = up(u) = π̃(2)(ua) = 0.

Hence, p(T ) = 0 and a = a′ ∈ I.



COHEN–MACAULAY MODULES AND MATRIX PROBLEMS 59

(3) Since R is a Noetherian ring and I is an ideal in R, I is a finitely generated R–module.
Next, R is a finite module over A, hence there exist elements c1, c2, . . . , cl ∈ I such that
I =

〈
c1, c2, . . . , cl

〉
A

. For any 1 ≤ i ≤ t let wi = vi + ui+1 ∈ A. Then any element a ∈ A

can be written in the form a =
t∑
i=1

pi(wi) + c, where c ∈ I and pi(T ) ∈ kJT K, 1 ≤ i ≤ t are

some power series. Consider the ring homomorphism S := kJx1, . . . , xt; z1, . . . , zlK
ϕ−→ R

defined by the rule: ϕ(xi) = wi for all 1 ≤ i ≤ t and ϕ(zj) = cj for all 1 ≤ j ≤ l. It is
clear that the image of ϕ belongs to A. In oder to show A is Noetherian and complete, it
is sufficient to prove that the ring homomorphism ϕ : S → A is surjective.

For any integer q ≥ 1, let Ǎq be the image ofA under the canonical morphismR→ R/nq.

To show ϕ is surjective it suffices to prove that the ring homomorphism S → Ǎq is surjective
for all q ≥ 1. Any element a ∈ A can be written as

a =
t∑
i=1

pi(wi) +
l∑

j=1

b′jcj +
l∑

j=1

b′′j cj

where p1, . . . , pt ∈ kJT K, b′1, . . . , b
′
l ∈ k and b′′1, . . . , b

′′
l ∈ I. Then

a(1) :=
t∑
i=1

pi(wi) +
l∑

j=1

b′jcj ∈ Im(ϕ) and a− a(1) ∈ n2.

Writing similar expansions for b′′1, . . . , b
′′
l ∈ I ⊆ A, we end up with a sequence of elements{

a(n)
}
n≥1

such that a(n) ∈ Im(ϕ) and a − a(n) ∈ nn+1 for all n ≥ 1. This shows the

surjectivity of ϕ.
We have shown that the ring A is Noetherian and the ring extension A ⊆ R is finite.

Hence, A has Krull dimension two. Moreover, the total rings of fractions of A and R
are equal. Indeed, if t ≥ 2 then R =

〈
e1, . . . et

〉
A

, where all elements ei ∈ R satisfy the

equation e2
i = ei, hence ei ∈ Q(A). For t = 1 we have the equality u2 − uw + uv = 0,

where w ∈ A and uv ∈ I ⊆ A. Hence, u ∈ Q(A). In a similar way, v ∈ Q(A). Thus, in
both cases we have Q(A) = Q(R), hence R is the normalization of A.

(4) Recall that we have: R̄ = R/I = kJū1, v̄1K/(ū1v̄1) × · · · × kJūt, v̄tK/(ūtv̄t). By the
definition, the ring Ā ⊆ R is generated by power series in the elements w̄i = v̄i + ūi+1,
where 1 ≤ i ≤ t.

In R̄ we have the relations w̄iw̄j = 0 for all i 6= j. Assume there exists an additional
relation in A between w̄1, . . . , w̄t. Then it has necessarily the form: w̄ni = 0 for some
1 ≤ i ≤ t and n ≥ 1. But this implies that we have the relations v̄ni = 0 = ūni+1.

Contradiction. Hence, we have: Ā ∼= kJw̄1, w̄2, . . . , w̄tK/(w̄iw̄j | 1 ≤ i < j ≤ t) and the
canonical imbedding Ā→ R̄ is given by the rule w̄i 7→ v̄i + ūi+1.

(5) We have a short exact sequence of Noetherian A–modules 0 → A → R → R/A → 0.
Since R is a normal surface singularity, it is Cohen-Macaulay. In particular,

depthR(R) = 2 = depthA(R).

Next, the A–module R/A is annihilated by I, hence it is an Ā–module. Moreover, we have
an isomorphism of Ā–modules R/A ∼= R̄/Ā. Our goal is to show that depthĀ(R̄/Ā) = 1.
It is equivalent to the statement that the Ā–module R̄/Ā has no finite length submodules.
Let m̄ be the maximal ideal of Ā. It suffices to show that there is no element r ∈ R̄ \ Ā
such that m̄ · r ∈ Ā.
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Let pi, qi ∈ kJT K be power series such that pi(0) = qi(0) for all 1 ≤ i ≤ t and r =((
p1(ū1), q1(v̄1)

)
, . . . ,

(
pt(ūt), qt(v̄t)

))
∈ R̄ be an element satisfying w̄i · r ∈ A. But this

implies that for all 1 ≤ i ≤ t we have equalities of the power series Tqi(T ) = Tpi+1(T ).
Hence, qi = pi+1 for all 1 ≤ i ≤ t and r ∈ Ā as wanted. Applying the Depth Lemma we
get: depthA(A) = 2, hence A is Cohen-Macaulay. �

Summary. In the notations of Proposition 9.2 we have: the ring A is Noetherian, local,
reduced, complete and Cohen-Macaulay. The ring R is the normalization of A and I is
the conductor ideal. The canonical commutative diagram

A //

��

Ā

��
R // R̄

is a pull-back diagram in the category of Noetherian rings. Moreover, we have:

Q(Ā) ∼= k((w̄1))× · · · × k((w̄t)) and Q(R̄) ∼=
(
k((ū1))× k((v̄1))

)
× . . .

(
k((ūt))× k((v̄t))

)
and the canonical ring homomorphism Q(Ā)→ Q(R̄) sends the element w̄i to v̄i + ūi+1.

Lemma 9.3. In the notations of Proposition 9.2 we have: for any prime ideal p ∈ P the

localization Ap is either regular or Âp
∼= k(p)Ju, vK/(uv), where k(p) is the residue field of

Ap. In particular, the ring A is Gorenstein in codimension one.

Proof. Let p ∈ P. By Proposition 3.6, the local ring Ap is regular unless p belongs to the
associator of the conductor ideal I. Let p̄ be the image of p in Ā. Then p̄ is a prime ideal
in Ā of height zero, Rp is the normalization of Ap, Ip is the conductor ideal of Ap and we
have a pull–back diagram

Ap
//

��

Āp̄

��
Rp

// R̄p̄

in the category of Noetherian rings. Since we know that Ā ∼= kJw̄1, w̄2, . . . , w̄tK/(w̄iw̄j | 1 ≤
i < j ≤ t), we have: p̄ = 〈w̄1, . . . , w̄i−1, w̄i+1, . . . , w̄t〉 for some 1 ≤ i ≤ t. We get:
Āp̄ = k((w̄i)) and R̄p̄ = k((v̄i))× k((ui+1)). Hence, the conductor ideal of the local one–
dimensional ring Ap is its maximal ideal. Next, Ap contains its residue field k((t)) and
there exists a pull–back diagram

Ap
//

��

k((t))

��
Rp

// k((t))× k((t)).

Hence, the completion of Ap is isomorphic to k((t))Ju, vK/(uv), as wanted. �

9.2. Generalities about cyclic quotient singularities. Let S = kJu, vK and G =
Cn,m ⊂ GL2(k) be a small cyclic subgroup of order n. Then without loss of generality we

may assume that G is generated by the matrix g =

(
ξ 0
0 ξm

)
, where ξ is a primitive

n-th root of unity, and 0 ≤ m < n is such that gcd(m,n) = 1. The group G acts on S by
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the rule u
g7→ ξu, v

g7→ ξmv. Let R = R(n,m) = SG be the corresponding ring of invariants
and Π = Π(n,m) = {0, 1, . . . , n − 1}. For an element l ∈ Π we denote by l̄ the unique
element in Π such that l = l̄m mod n. The following result is due to Riemenschneider [65]

Theorem 9.4. In the above notations we have:

(1) R = kJun, un−1v1̄, . . . , uvn−1, vnK ⊂ S = kJu, vK.
(2) More precisely, let n/(n − m) = a1 − 1/(a2 − · · · − 1/ae) be the expansion of

n/(n −m) into a continuous fraction, where ai ≥ 2 for all 1 ≤ i ≤ e. Define the
positive integers ci and di by the following recurrent formulae:

c0 = n, c1 = n−m, ci+1 = aici − ci−1, d0 = 0, d1 = 1, di+1 = aidi − di−1.

Then R = kJx0, x1, . . . , xe, xe+1K/L, where xi = ucivdi(i = 0, 1, . . . , e+ 1) and the
ideal L ⊂ kJx0, x1, . . . , xe, xe+1K is generated by the relations

(9.2) xi−1xj+1 = xixj

j∏
k=i

xak−2
k 1 ≤ i ≤ j ≤ e.

(3) Let J be the ideal in R generated by (x1, x2, . . . , xe). Then J = (un−1v1̄, . . . , uvn−1)R
and R̄ := R/J = kJx0, xe+1K/(x0 xe+1) ∼= D = kJx, yK/(xy).

(4) The closed subset V (J) ⊂ Spec(R) is the image of the union of the coordinate axes
V (uv) ⊂ Spec

(
S) under the map Spec

(
S)→ Spec

(
R
)
.

In what follows we shall also need the following result of Brieskorn [12, Satz 2.10] about
the exceptional divisor of a minimal resolution of singularities of Spec(R).

Theorem 9.5. Let X = Spec(R), o = {m} ∈ X be its unique closed point and X̃
π→ X be

a minimal resolution of singularities. Then the exceptional divisor E = π−1(o) is a tree
of projective lines. More precisely, the dual graph of E is

b1• b2• . . .
bf•

where n/m = b1 − 1/(b2 − · · · − 1/bf ) is the expansion of n/m into a continuous fraction
such that and bi ≥ 2 for all 1 ≤ i ≤ f .

9.3. Degenerate cusps and their basic properties. In this subsection we recall the
definition of an important class of non-isolated surface singularities called degenerate cusps.

Definition 9.6. Let t ≥ 1 and w =
(
(n1,m1), (n2,m2), . . . , (nt,mt)

)
∈ (Z2)t be a col-

lection of integers such that 0 ≤ mi < ni and gcd(mi, ni) = 1 for all 1 ≤ i ≤ t. Let
Ri = R(ni,mi) = kJui, viKCni,mi ⊆ kJui, viK be the corresponding cyclic quotient singu-
larity (in our convention, Ri = kJui, viK if (ni,mi) = (1, 0)), Ji ⊆ Ri the ideal defined

in Theorem 9.4 and A = Ã(w) ⊆ R1 × R2 × · · · × Rt =: R be the ring obtained by the
construction of Definition 9.1. Then A is called degenerate cusp of type w.

Lemma 9.7. Given a local complete k–algebra A, which is a degenerate cusp. Then its
type w is uniquely determined up to an action of the dihedral group Dt (i.e. up to a shift
and reflection).

Sketch of a proof. Let X = Spec(A) and Y
π→ X be its improvement, see [71] and [73, 74].

Let o = {m} ∈ X be the unique closed point of X and Z = π−1(o) be the exceptional
divisor. Then Z is a cycle of projective lines. Moreover, Z is a union of trees of projective
lines: Z = Z1∪Z2∪· · ·∪Zt, where each Zi is isomorphic to the exceptional divisor Ei of a
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minimal resolution X̃i of the cyclic quotient singularity Spec
(
R(ni,mi)

)
. The irreducible

components of each tree Zi have the same intersection multiplicities in Y as the intersection

multiplicities of the corresponding irreducible components of Ei in X̃i. These components
E1, E2, . . . , Et intersect precisely at those points of E, where the variety Y is not smooth.
Thus, Theorem 9.5 allows to reconstruct the parameters (n1,m1), (n2,m2), . . . , (nt,mt) as
well as the order of gluing of the corresponding cyclic quotient singularities. �

The following important result is due to Shepherd–Barron [71, Lemma 1.1].

Theorem 9.8. Let A be a degenerate cusp. Then A is Gorenstein.

9.4. Irreducible degenerate cusps. In this subsection we write down equations of ir-
reducible degenerate cusps. Let R = kJx0, x1, . . . , xe, xe+1K/L be a cyclic quotient sin-
gularity (9.2) and J ⊂ R be the ideal defined by (x1, . . . , xe). Then R̄ := R/J =
kJx0, xe+1K/x0xe+1 and we define the ring A via the pull-back diagram in the category of
commutative rings

(9.3)

A //

��

Ā

γ
��

R // R̄,

where Ā = kJz̄K and γ : Ā→ R̄ maps z̄ to x̄0 + x̄e+1. Our goal is to write explicitly a list
of generators and relations of the ring A.

Case 1. Consider first case when the cyclic group is trivial and R = kJu, vK. Then the
ring A is generated by the power series in x = u+ v, y = uv and z = u2v. In the quotient
ring Q(R) we have the equalities

u =
z

y
and v =

xy − z
y

.

The equality y = uv implies the relation: y3+z2−xyz = 0. We have a ring homomorphism
π : kJx, y, zK→ R defined by the formulae x 7→ u+ v, y 7→ uv and z 7→ u2v, whose image
is the ring A. Moreover, y3 + z2 − xyz belongs to ker(π). If ker(π) has further generators
then kJx, y, zK/ker(π) has Krull dimension which is not bigger than one. Contradiction.
Hence, A is a hypersurface singularity

(9.4) A = kJx, y, zK/(y3 + z2 − xyz).

Case 2. Let e = 1, n ≥ 2 and m = n− 1. Then R = kJu, v, wK/(vn−uw) and J = (v). As
in the previous case, one can show that A is generated by the power series in x = v, y = uv
and z = u+ w. In the quotient ring Q(R) we have the equalities

u =
y

x
and w =

xz − y
x

.

Hence, the relation uv = vn reads as xn+2 + y2 = xyz. As in the previous case, we get:

(9.5) A = kJx, y, zK/(xn+2 + y2 − xyz).
Since xn+2 + y2 − xyz = xn+2 + (y − 1

2xz)
2 + 1

4x
2z2, the equation of A can be rewritten

in the form A = kJx, y, zK/
(
x2(xn + z2) + y2

)
.

Case 3. Let e = 2 and n/(n − m) = p − 1/q = (pq − 1)/q, where p, q ≥ 2. The ring
R = kJx0, x1, x2, x3K/L is given by Riemenschneider’s relations

x0x2 = xp1, x1x3 = xq2 and x0x3 = xp−1
1 xq−1

2 .
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The subring A ⊂ R is generated by the elements x = x1, y = x2 and z = x0 + x3. We
have the following equality in R: xp+1

1 + xq+1
2 = x1x2(x0 + x3). Hence, we get:

(9.6) A = kJx, y, zK/(xp+1 + yq+1 − xyz), p, q ≥ 2.

Summing up, in all considered cases we get the singularities

Tpq∞ = kJx, y, zK/(xp + yq − xyz),
where p ≥ q ≥ 2 and (p, q) 6= (2, 2).

Case 4. Let e = 3 and n/(n − m) = p − 1/(q − 1/r), where p, q, r ≥ 2. Then R =
kJu, x, y, z, vK/L, where the Riemenschneider’s relations are:

(9.7) uy = xp, xz = yq, yv = zr, uz = xp−1yq−1, xv = yq−1zr−1, uv = xp−1yq−2zr−1.

The ring A is generated by the power series in the elements w = u+ v, x, y and z. Next,
we have the following equality in R: wyq = wxz = (u+ v)xz = xpyq−1 + yq−1zr, implying
the equality wy = xp + zr. One can show that in this case we have:

A = kJx, y, z, wK/(xz − yq, yw − xp − zr)
for p, q, r ≥ 2. In other words, A is a Tprq∞–singularity.

Case 5. For e ≥ 4 the ring A is no longer a complete intersection. For the sake of
completeness, we write its presentation via generators and relations as well. Let 0 < m < n
be coprime integers and

n

n−m
= a1 − 1/(a2 − · · · − 1/ae),

the expansion of n/(n − m) into a continuous fraction, where ai ≥ 2 for all 1 ≤ i ≤ e.
Then one can show that A = kJx1, x2, . . . , xe, zK/L, where the ideal L is generated by

(9.8)



zx2 = xa1
1 + x3

( e∏
l=3

xal−2
l

)
xe,

zxe−1 = x1

(e−2∏
l=1

xal−2
l

)
xe−2,

zxi = x1

(i−1∏
l=1

xal−2
l

)
xi−1 + xi+1

( e∏
l=i+1

xal−2
l

)
xe, 2 < i < e− 2,

xi−1xj+1 = xi
( j∏
k=i

xak−2
k

)
xj , 2 ≤ i ≤ j ≤ e− 1.

9.5. Other cases of degenerate cusps which are complete intersections. In this
subsection we describe all other cases of degenerate cusps which are complete intersections.

Case 6. Let R = kJx1, x2K × kJy1, y2K. Then A is generated by the power series in the
elements x = (x1, y2), y = (x2, y1) and z = (x1x2, 0). The following relation is obviously
satisfied: xyz = z2. Hence, we have:

(9.9) A = kJx, y, zK/(xyz − z2) ∼= kJx, y, zK/(x2y2 + z2).

Case 7. Let R = kJx1, x2K× kJy0, y1, y2K/(y0y2 − yp1), p ≥ 2. Then A is generated by the
power series in the elements x = (x1, y0), y = (x2, y2) and z = (0, y1). Moreover, we have:
xyz = zp+1 and

(9.10) A = kJx, y, zK/(xyz − zp+1), p ≥ 2.

In other words, Case 6 and Case 7 yield the class of Tp∞∞–singularities.
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Case 8. Let R = kJx1, x2K × kJy1, y2K × kJz1, z2K. Then the ring A is generated by the
power series in the elements x = (x2, y1, 0), y = (0, y2, z1) and z = (x1, 0, z2). They
satisfy the relation xyz = 0 and we have:

(9.11) A = kJx, y, zK/(xyz).

This is a singularity of type T∞∞∞.

Case 9. Let R = kJx0, x1, x2K/(x0x2 − xp1) × kJy0, y1, y2K/(y0y2 − yq1), p, q ≥ 2. Then the
degenerate cusp A is generated by the power series in the elements

x = (x0, y2), y = (x2, y0), z = (x1, 0) and w = (0, y1).

We have the following equalities in R: xy = zp + wq and zw = 0. One can show that

(9.12) A = kJx, y, z, wK/(zp + wq − xy,wz),

i.e. A is a singularity of type Tpq∞∞.

Case 10. Let R = R1 × R2, where R1 = kJx1, x2K and R2 = kJy0, y1, y2, y3K/(y0y2 −
yp1 , y1y3 − yq2, y0y3 − yp−1

1 yq−1
2 ), where p, q ≥ 2. Then A is generated by the power series

in the elements x = (x1, y3), y = (x2, y0), z = (0, y1), w = (0, y2) and we have:

(9.13) A = kJx, y, z, wK/(yw − zp, xz − wq)

is a singularity of type Tp∞q∞.

Case 11. Let R = kJx1, x2K× kJy1, y2K× kJz0, z1, z2K/(z0z2 − zp1), where p ≥ 2. Then the
ring A is generated by the power series in the elements

x = (x2, y1, 0), y = (0, y2, z0), z = (x1, 0, z2), w = (0, 0, z1).

The following relations are satisfied: xw = 0 and yz = wp and we get

(9.14) A = kJx, y, z, wK/(xw, yz − wp).

This is a Tp∞∞∞–singularity.

Case 12. Let R = kJx1, x2K × kJy1, y2K × kJz1, z2K × kJw1, w2K. Then A is generated by
the power series in the elements

x = (x2, y1, 0, 0), y = (0, y2, z1, 0), z = (0, 0, z2, w1) and w = (x1, 0, 0, w2)

and we have:

(9.15) A = kJx, y, z, wK/(xz, yw)

is a singularity of type T∞∞∞∞.

10. Maximal Cohen–Macaulay modules over degenerate cusps–II

The goal of this section is to deduce the matrix problem describing maximal Cohen–

Macaulay modules over the degenerate cusp A = Ã(w), where w =
(
(n1,m1), . . . , (nt,mt)

)
with 0 ≤ mi < ni and gcd(ni,mi) = 1 for 1 ≤ i ≤ t. Recall that the normalization of
A is R = R1 × R2 × · · · × Rt, where each component Ri = R(ni,mi), 1 ≤ i ≤ t is
a cyclic quotient singularity of type (ni,mi). As a first step, we recall a description of
indecomposable maximal Cohen–Macaulay modules over cyclic quotient singularities.



COHEN–MACAULAY MODULES AND MATRIX PROBLEMS 65

10.1. Maximal Cohen–Macaulay modules on cyclic quotient surface singular-
ities. Let k be an algebraically closed field of characteristic zero, S = kJu, vK and
G = Cn,m ⊂ GL2(k) be a cyclic subgroup group of order n generated by the matrix

g =

(
ξ 0
0 ξm

)
, where ξ is a primitive n-th root of unity, and 0 ≤ m < n is such that

gcd(m,n) = 1. Let R = R(n,m) = SG be the corresponding ring of invariants, Λ = S ∗G
the skew group ring and Π = {0, 1, . . . , n − 1}. For l ∈ Π we denote by l̄ the unique
element in Π such that l = l̄m mod n. Recall that

R = kJun, un−1v1̄, . . . , uvn−1, vnK ⊂ S = kJu, vK ⊂ Λ = kJu, vK ∗G

is the center of Λ, rad(Λ) = (u, v) ∗G and Λ/ rad(Λ) ∼= k[G]. The following result is due
to Auslander [4], see also [77, 78].

Theorem 10.1. Let Pro(Λ) be the category of finitely generated projective left Λ–modules.
Then the functor (of taking invariants) Pro(Λ) −→ CM(R), assigning to a projective mod-

ule P its invariant part PG =
{
x ∈ P |g · x = x for all g ∈ G

}
and to a morphism P

f→ Q

its restriction f
∣∣
PG, is an equivalence of categories.

Let U be an irreducible representation of G. Then it defines a left Λ–module PU := S⊗kU ,
where an element p[g] ∈ Λ acts on a simple tensor r ⊗ v by the rule

p[g] · (r ⊗ v) = pg(r)⊗ g(v).

It is easy to see that PU is projective and indecomposable and the top of PU is U viewed
as a Λ–module.

Since G is a finite cyclic group, all its irreducible representations are one-dimensional.
For any l ∈ Π let Vl = k be the representation of G determined by the condition g · 1 =
ξ−l. From Theorem 10.1 we obtain the following description of indecomposable maximal
Cohen–Macaulay modules over R.

Corollary 10.2. There exist precisely n indecomposable maximal Cohen–Macaulay R–
modules. For any l ∈ Π the corresponding maximal Cohen–Macaulay R–module Il is

(10.1) Il = (S ⊗k Vl)G ∼=


∞∑

i,j=0

aiju
ivj
∣∣∣i+mj = l mod n, aij ∈ k

 ⊂ S.
In other words, Il =

〈
ul, ul−1v1̄, . . . , uvl−1, v l̄

〉
R
⊂ S.

Our next goal is to describe the morphisms between the indecomposable maximal Cohen–
Macaulay R–modules.

Lemma 10.3. For any p ∈ Π, let Pp = S ⊗k Vp be the corresponding projective left
Λ–module. Next, for any p, q ∈ Π we set:

Sp,q =


∞∑

i,j=0

aiju
ivj
∣∣∣i+mj = q − p mod n, aij ∈ k

 ⊂ S.
Then we have:

• For any pair p, q ∈ Π we have an isomorphism of R–modules Sp,q → HomΛ(Pp, Pq)
assigning to a power series a ∈ Sp,q the map r ⊗ 1 7→ ar ⊗ 1.
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• Moreover, these isomorphisms are compatible with compositions of morphisms: for
any triple p, q, t ∈ Π the diagram

Sq,t × Sp,q //

mult

��

HomΛ(Pq, Pt)× HomΛ(Pp, Pq)

◦
��

Sp,t // HomΛ(Pp, Pt)

is commutative.
• In particular, for any p ∈ Π we have an isomorphism of rings

R = Sp,p −→ EndΛ(Pp).

Proof. We only give a proof of the first statement of this lemma, since the remaining two
follow from the first one. For any pair p, q ∈ Π we certainly have:

HomΛ(Pp, Pq) ⊆ HomS(Pp, Pq) = HomS(S ⊗k Vp, S ⊗k Vq) ∼= HomS(S, S) ∼= S.

Hence, any Λ–linear morphism ϕ from Pp to Pq is given by the multiplication with a
certain power series a ∈ S. In other words, ϕ = ϕa, where ϕa(b ⊗ 1) = ab ⊗ 1 for b ∈ S.
Since ϕa has to be Λ–linear, we have:

ϕa
(
g · (b⊗ 1)

)
= ag(b)⊗ ξ−p = g · ϕa(b⊗ 1) = g(a)g(b)⊗ ξ−q,

where g is a generator of G. It implies that g(a) = ξq−p a, hence a ∈ Sq−p as stated. �

Corollary 10.4. Let P be a projective left Λ–module. Then P ∼= ⊕p∈ΠP
mp
p for some

uniquely determined multiplicities mp ∈ Z+. Moreover, any endomorphism ϕ ∈ EndΛ(P )
can be written in the matrix form ϕ = (ϕq,p), where ϕq,p ∈ Matmp×mq(Sq,p) for all p, q ∈ Π.
Moreover, ϕ is an isomorphism if and only if the matrices ϕp,p(0) ∈ Matmp×mp(k) are
invertible for all p ∈ Π.

Lemma 10.5. Let J =
〈
un−1v1̄, . . . , uvn−1

〉
R

be the ideal introduced in Theorem 9.4 and

R̄ = R/J . Then the following statements are true.

• We have a ring isomorphism ψ = ψ0 : D = kJx, yK/(xy)→ R̄ given by the formula
ψ(x) = un and ψ(y) = vn.
• For any p ∈ Π \ {0} there exists an isomorphism of D–modules

ψp : kJxK⊕ kJyK −→ R̄⊗R Ip/ torR̄(R̄⊗R Ip)

given by ψp(1x) = [1⊗ up] and ψp(1y) = [1⊗ vp̄].

Proof. The first statement of this lemma is a part of Theorem 9.4. We only give a proof
of the second statement.

Since R is a domain and Ip is maximal Cohen–Macaulay over R of rank one, the module
R̄⊗R Ip/ torR̄(R̄⊗R Ip) is maximal Cohen-Macaulay of multi–rank (1, 1) over the ring D.
Hence, it is sufficient to show that ψp is well–defined and is an epimorphism. In order to
show ψp is well-defined, it is sufficient to check that x · ψp(1y) = 0 = y · ψp(1x). The first
equality follows from the fact that

x · ψp(1y) =
[
1⊗ unvp̄

]
=
[
un−mv ⊗ umvp̄−1

]
= 0

in R̄ ⊗R Ip/ torR̄(R̄ ⊗R Ip) because un−mv ∈ J and umvp̄−1 ∈ Ip (note that p̄ − 1 ≥ 0).
The second equality y · ψp(1x) = 0 can be proven in the same way.
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In oder to show ψp is surjective, recall that Ip =
〈
up, up−1v1̄, . . . , uvp−1, vp̄

〉
R

. Hence,
it is sufficient to prove that for any pair 1 ≤ i, j < n such that i+mj = p mod n we have:

1⊗ uivj ∈ torR̄(R̄⊗R Ip).

To show this, it is sufficient to observe that

x · (1⊗ uivj) = 1⊗ un+ivj = un−mv ⊗ ui+mvj−1 = 0

in R̄⊗R Ip because un−mv ∈ J and ui+mvj−1 ∈ Ip. In a similar way, we have the equality
y · (1⊗ uivj) = 0 in R̄⊗R Ip. �

Definition 10.6. On the set Π =
{

0, 1, . . . , n − 1
}

there are two orderings ≤x and ≤y
defined as follows:

• p ≤x q if and only if p ≤ q, where p and q are regarded as natural numbers.
• p ≤y q if and only if p̄ ≤ q̄, where p̄ and q̄ are regarded as natural numbers.

Proposition 10.7. Let M = ⊕p∈ΠI
mp
p be a maximal Cohen–Macaulay module over R.

• If m =
∑

p∈Πmp then we have an isomorphism

(10.2) ψM : Q̄(M) := Q(R̄)⊗R̄
(
R̄⊗RM/ tor(R̄⊗RM)

)
−→ k((x))m ⊕ k((y))m,

induced by the isomorphisms ψp (p ∈ Π) from Lemma 10.5.
• Let ϕ ∈ EndR(M) be an automorphism of M and ϕ̄ be the induced automorphism

of Q̄(M). Taking the basis of Q̄(M) induced by ψM , the endomorphism ϕ̄ can
be written as a pair of matrices ϕ̄x = (ϕ̄xq,p) ∈ GLm

(
kJxK

)
and ϕ̄y = (ϕ̄xq,p) ∈

GLm
(
kJyK

)
, where

– ϕ̄xq,p ∈ Matmq×mp

(
kJxK

)
if p ≤x q and ϕ̄xq,p ∈ Matmq×mp

(
xkJxK

)
if p >x q.

– ϕ̄yq,p ∈ Matmq×mp

(
kJyK

)
if p ≤y q and ϕ̄yq,p ∈ Matmq×mp

(
ykJyK

)
if p >y q.

– For any p ∈ Π we have: ϕ̄xp,p(0) = ϕ̄yp,p(0) ∈ GLmp(k).

• Any pair of matrices (ϕ̄x, ϕ̄y) ∈ GLm
(
kJxK

)
× GLm

(
kJyK

)
having a decomposition

into blocks as above and satisfying the above conditions, is induced by an automor-
phism ϕ ∈ EndR(M).

Proof. It is a corollary of Theorem 10.1, Lemma 10.3, Corollary 10.4 and Lemma 10.5. �

10.2. Matrix problem for degenerate cusps. Let A = Ã(w) be the degenerate cusp
of type w =

(
(n1,m1), (n2,m2), . . . , (nt,mt)

)
. By Theorem 3.5, we have an equivalence

of categories CM(A)
F−→ Tri(A). Hence, the classification of indecomposable maximal

Cohen–Macaulay modules over A reduces to a description of indecomposable objects of
the category of triples Tri(A). The latter problem turns out to be more accessible, because
it can be reformulated as a certain matrix problem. To see this, recall that

• The normalization R of the ring A splits into the product,

R = R1 ×R2 × · · · ×Rt,

where Ri = R(ni,mi) is the cyclic quotient singularity of type (ni,mi).
• If I = annA(R/A) is the conductor ideal and Ā = A/I and R̄ = R/I then

Ā ∼= kJz1, z2, . . . , ztK/L,

where the ideal L is generated by the monomials zizj , 1 ≤ i 6= j ≤ t and

R̄ = kJx1, y1K/(x1y1)× kJx2, y2K/(x2y2)× · · · × kJxt, ytK/(xtyt).
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• Under the canonical morphism Ā → R̄, the element zi (1 ≤ i ≤ t) is mapped to
xi + yi−1, where y0 = yt.
• Let K = k((z)). Then we have:

Q(Ā) ∼= K× · · · ×K and Q(R̄) ∼= (K×K)× · · · × (K×K),

where the product is taken t times.

Let T = (M̃, V, θ) be an object of the category Tri(A). Then the following is true.

• The R–module M̃ decomposes into a direct sum

(10.3) M̃ ∼=
t⊕
i=1

ni−1⊕
p=0

I
di,p
i,p

for some uniquely determined multiplicities di,p ∈ Z≥0, where Ii,p is the rank one
maximal Cohen–Macaulay Ri–module defined by (10.1).
• The second term of the triple T is a module V over the semi-simple ring Q(Ā) ∼=
K× · · · ×K = K1 × · · · ×Kt. Hence,

(10.4) V ∼= K
l1
1 ⊕ · · · ⊕K

lt
t

for some uniquely determined multiplicities l1, l2, . . . , lt ∈ Z≥0.
• Applying the isomorphism ψ

M̃
from (10.2), we get:

(10.5) Q(R̄)⊗R M̃ ∼=
(
K⊕K

)d1 ⊕
(
K⊕K

)d2 ⊕ · · · ⊕
(
K⊕K

)dt ,
where di =

∑ni−1
p=0 di,p for every 1 ≤ i ≤ t.

• The morphism θ : Q(R̄)⊗Q(Ā)V → Q(R̄)⊗R M̃ is given by a collection of matrices(
(θx1 , θ

y
1), (θx2 , θ

y
2), . . . , (θxt , θ

y
t )
)
, where θxi ∈ Matdi×li(K) and θyi ∈ Matdi×li+1

(K).
For any 1 ≤ i ≤ t these matrices satisfy the following conditions:

(10.6)

{
θxi , θ

y
i have both full row rank.(

θyi−1
θxi

)
has full column rank.

Definition 10.8. Consider the decorated bunch of chains XA = X(w) defined as follows.

• The index set I = {1, . . . , t} × {x, y}. We identify two integers p, q modulo t+ 1,
when talking about elements of I.

• For any (i, u) ∈ I we set: F(i,u) =
{
f(i,u)

}
and E(i,u) =

{
e

(0)
(i,u), . . . , e

(ni−1)
(i,u)

}
.

• All elements of E(i,u) are decorated, whereas the (unique) element of F(i,u) is not
decorated. Moreover, we have the following ordering on the elements of E(i,u):

e
(0)
(i,x) C e

(1)
(i,x) C . . . C e

(ni−1)
(i,x) and e

(0)
(i,y) C e

(1̄)
(i,y) C . . . C e

(ni−1)
(i,y) .

Here, for any 1 ≤ p ≤ ni we denote by p̄ the unique element of
{

1, . . . , ni − 1
}

such that p = p̄mimodni.
• Finally, for any 1 ≤ i ≤ t and 0 ≤ p ≤ ni − 1 we have the following equivalence

relations:

e
(p)
(i,x) ∼ e

(p)
(i,y) and f(i,y) ∼ f((i+1),x).

Let T = (M̃, V, θ) be an object of Tri(A), where M̃ is given by (10.3) and V by (10.4).
The isomorphism (10.5) allows to express the gluing morphism θ via a collection of matrices(
(θx1 , θ

y
1), . . . , (θxt , θ

y
t )
)
. Note, that the direct sum decomposition (10.3) induces a division
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of these matrices into horizontal blocks, endowing their rows with certain “weights”, in-

dicating their origin from a direct summand of M̃ . Concretely, for any 1 ≤ i ≤ t and

0 ≤ p ≤ ni− 1, we have di,p rows of weight e
(p)
(i,x) in the matrix θxi (respectively di,p rows of

weight e
(p)
(i,y) in the matrix θyi ). The weight of any columns of θxi (respectively θyi ) is fi−1,x

(respectively fi,y).

Proposition 10.9. The assignment T 7→
(
(θx1 , θ

y
1), . . . , (θxt , θ

y
t )
)

extends to the functor

(10.7) Tri(A)
H−→ Rep(XA),

satisfying the following two properties:

• T ∈ Ob
(
Tri(A)

)
is indecomposable if and only if H(T ) is indecomposable;

• T ′, T ′′ ∈ Ob
(
Tri(A)

)
are isomorphic if and only if H(T ′) and H(T ′′) are isomorphic.

Proof. It is a consequence of Proposition 10.7 and Definition 10.8. �

Hence, we obtain the following result, which is one the main achievements of this work.

Theorem 10.10. Let A be a degenerate cusp. Then the following is true.

• The category CM(A) is representation–tame.

• Moreover, the essential image of the category CMlf(A) under H ◦ F is the category

Repbd(XA), which is the additive closure of the category of band objects of Rep(XA).

Proof. According to Theorem 3.5, we have an equivalence of categories CM(A)
F−→ Tri(A).

By Proposition 10.9, the functor Tri(A)
H−→ Rep(XA) preserves indecomposability and

isomorphism classes of objects. Hence, tameness of Rep(XA) implies tameness of CM(A).

Next, let M be an indecomposable object of CM(A) and F(M) := T = (M̃, V, θ) the
corresponding triple. By Theorem 3.9, M is locally free on the punctured spectrum if
and only if θ is an isomorphism. The classification of indecomposable objects of Rep(XA)
implies that θ is an isomorphism if and only if H(T ) is a band object. �

Remark 10.11. Rephrasing Theorem 10.10 in different terms, we get the following result.

• The indecomposable maximal Cohen–Macaulay A–modules, which are locally free
on the punctured spectrum, correspond to the band objects of Rep(XA).
• Those indecomposable maximal Cohen–Macaulay A–modules, which are not lo-

cally free on the punctured spectrum, correspond to the string objects of Rep(XA),
satisfying the additional constraint (10.6).

11. Schreyer’s question

According to Buchweitz, Greuel and Schreyer [15], the hypersurface singularities A∞ =
kJx, y, zK/(xy) and D∞ = kJx, y, zK/(x2y−z2) have only countably many indecomposable
maximal Cohen–Macaulay modules. We gave a different proof of this result in [19, Chapter
5], removing the assumption char(k) 6= 2 required in [15]. In 1987, Schreyer posed the
following question [67, Section 7.2.2].

Question. Let k be an uncountable algebraically closed field of characteristic zero and
A be a Cohen–Macaulay surface singularity having only countably many indecomposable
maximal Cohen–Macaulay modules. Is it true that A ∼= BG, where B is a singularity of
type A∞ or D∞ and G is a finite group of automorphisms of B?

In this section, we show that the answer on Schreyer’s question is negative. In fact, there
exists a wide class of Cohen–Macaulay surface singularities of discrete Cohen–Macaulay
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representation type. Note that Spec(A) has at most two irreducible components for a ring
A of type BG as above. As we shall see below, this need not be the case for an arbitrary
Cohen–Macaulay surface singularity of discrete Cohen–Macaulay representation type.

Definition 11.1. Let t ≥ 2 and w =
(
(n1,m1), . . . , (nt,mt)

)
∈ Z2t be any sequence

such that 0 ≤ mi < ni and gcd(ni,mi) = 1 for 1 ≤ i ≤ t. Set R = R1 × · · · × Rt,
where Ri = R(ni,mi) = kJui, viKCni,mi ⊆ kJui, viK is the corresponding cyclic quotient
singularity. As usual, for (ni,mi) = (1, 0) we set Ri = kJui, viK. Let Ji ⊆ Ri the ideal
defined in Theorem 9.4, R̄i = Ri/Ji ∼= kJxi, yiK/(xiyi) and

C := kJz0, z1, . . . , ztK/(zizj | 0 ≤ i < j ≤ t).
Let A := A(w) ⊆ R be the ring defined through the following pull–back diagram in the
category of commutative rings:

A //

��

C

γ
��

R
π // R̄1 × · · · × R̄t,

where π is the canonical projection and γ is given by the following rule: γ(z0) = y1,
γ(zi) = xi + yi+1 for 1 ≤ i ≤ t− 1 and γ(zt) = xt. �

Proposition 11.2. The following results are true.

• The ring A is a complete reduced Cohen-Macaulay surface singularity and R is the
normalization of A.
• Let I = annA(R/A) be the conductor ideal, Ā = A/I and R̄ = R/I. Then we have

the following isomorphisms:

Ā ∼= kJz1, . . . , zt−1K/(zizj | 1 ≤ i < j ≤ t− 1)

and R̄ ∼= kJx1K × kJx2, y2K/(x2y2) × · · · × kJxt−1, yt−1K/(xt−1yt−1) × kJytK. The
canonical morphism Ā→ R̄ sends zi to xi + yi+1 for all 1 ≤ i ≤ t− 1.

The proof of this proposition is the same as of Proposition 9.2 and is therefore omitted. �

Remark 11.3. By Proposition 11.2, the ring A(w) has the same total ring of fractions
as R = R(n1,m1) × · · · × R(nt,mt). Hence, Spec(A) has t irreducible components. Note
that A(1, 0) ∼= kJu, v, wK/(uv) is the A∞–singularity.

Definition 11.4. Consider the decorated bunch of chains X̌ = X̌(w) defined as follows.

• The index set I = {(1, y)} ∪
(
{2, . . . , t− 1} × {x, y}

)
∪ {(t, x)}.

• For any (i, u) ∈ I we put: F(i,u) =
{
f(i,u)

}
and E(i,u) =

{
e

(0)
(i,u), . . . , e

(ni−1)
(i,u)

}
.

• All elements of E(i,u) are decorated, whereas the (unique) element of F(i,u) is not
decorated. Moreover, we have the following ordering on the elements of E(i,u):

e
(0)
(i,x) C e

(1)
(i,x) C . . . C e

(ni−1)
(i,x) and e

(0)
(i,y) C e

(1̄)
(i,y) C . . . C e

(ni−1)
(i,y) .

Here, for any 1 ≤ p ≤ ni we denote by p̄ the unique element of
{

1, . . . , ni − 1
}

such that p = p̄mimodni.
• We have the following equivalence relations.

– e
(p)
(i,x) ∼ e

(p)
(i,y) for any 2 ≤ i ≤ t− 1 and 0 ≤ p ≤ ni − 1.

– f(i,y) ∼ f((i+1),x) for any 1 ≤ i ≤ t− 1.
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Making the same choices as those preceding Proposition 10.9, we get the following result.

Proposition 11.5. We have a functor Tri(A)
H−→ Rep(X̌), satisfying:

• T ∈ Ob
(
Tri(A)

)
is indecomposable if and only if H(T ) is indecomposable;

• T ′, T ′′ ∈ Ob
(
Tri(A)

)
are isomorphic if and only if H(T ′) and H(T ′′) are isomorphic.

Theorem 11.6. The ring A = A(w) has discrete Cohen–Macaulay representation type.
Moreover, any indecomposable maximal Cohen–Macaulay A–module has multi–rank of type
(0, . . . , 0, 1, . . . , 1, 0, . . . , 0).

Proof. As we have shown before, the category Rep
(
X̌(w)

)
has discrete representation

type (there are no bands in this case). Hence, CM(A) has discrete representation type,
too. Moreover, indecomposable objects of Tri(A) are described by the following data(
(p, q), κ, ω)

)
, where

• (p, q) ∈ Z2 are such that 1 ≤ p ≤ q ≤ t.
• κ = (kp, . . . , kq) ∈ Zq−p+1 with 0 ≤ kl ≤ nl − 1 for p ≤ l ≤ q.
• ω = (bp, . . . , bq

)
. For max(2, p) ≤ l ≤ min(q, t − 1) we have: bl = (al, cl) ∈ Z2,

while b1 = c1 ∈ Z (if p = 1) and bt = at ∈ Z (if q = t). Moreover, we impose that
min(al+1, cl) = 1 for all p ≤ l ≤ q − 1.

If Tp,q(κ, ω) = (M̃, V, θ) ∈ Ob
(
Tri(A)

)
is the triple corresponding to

(
(p, q), κ, ω)

)
, then

we have: M̃ = Ip,kp ⊕ · · · ⊕ Iq,kq . Let M = Mp,q(κ, ω) be the maximal Cohen–Macaulay
A–module corresponding to Tp,q(κ, ω). Then we have: Q ⊗A M ∼= Qp ⊕ · · · ⊕ Qq, where
Q = Q(A) = Q(R) is the total ring of fractions of A and Ql = Q(Rl) is the quotient field
of Rl, 1 ≤ l ≤ t. This proves the statement about the multi–rank of an indecomposable
maximal Cohen–Macaulay A–module. �

Example 11.7. Since all proofs in this section are written in a sketchy way, we describe
in details the following example. For t ≥ 1 and 1 ≤ i ≤ t+ 1, let Ri = kJxi, yiK and

R := R1 × · · · ×Rt+1 ⊃ A :=
{

(r1, r2, . . . , rt+1)
∣∣ ri(0, z) = ri+1(z, 0) for 1 ≤ i ≤ t

}
.

Consider the following elements of R: u = (x1, 0, 0, . . . , 0), z1 = (y1, x2, 0, . . . , 0), . . . ,
zt = (0, . . . , 0, yt, xt+1) and v = (0, . . . , 0, 0, yt+1). Then A is the ring of formal power
series in u, v, z1, . . . , zt. Note that A ∼= A(w) for w =

(
(1, 0), . . . , (1, 0)︸ ︷︷ ︸

t+1 times

)
. As in Proposition

9.2 one can show that R is the normalization of A. As usual, let I = annA(R/A) be the
conductor ideal, Ā = A/I and R̄ = R/I. Then we have:

I =
〈
u, z1z2, . . . , zt−1zt, v

〉
A
, Ā = kJz1, . . . , ztK/(zpzq | 1 ≤ p < q ≤ t)

and R̄ = kJy1K× kJx2, y2K/(x2y2)× · · · × kJxt, ytK/(xtyt)× kJxt+1K. Under the canonical
embedding Ā → R, zi is mapped to yi + xi+1 for all 1 ≤ i ≤ t. The matrix problem,
corresponding to the description of isomorphy classes of object in Rep(X̌A), is the following.

• We have 2t matrices
((
θ

(x)
1 , θ

(y)
1

)
, . . . ,

(
θ

(x)
t , θ

(y)
t

))
, where θ

(x)
i ∈ Matmi+1×ni(K)

and θ
(y)
i ∈ Matmi×ni(K), for some m1, . . . ,mt+1, n1, . . . , nt ∈ N.

• These matrices can be transformed using the rule:(
θ

(x)
i , θ

(y)
i

)
7→
(
S

(x)
i θ

(x)
i T−1

i , S
(y)
i θ

(y)
1 T−1

i

)
,

where Ti ∈ GLni(K) for 1 ≤ i ≤ t; whereas S
(x)
i ∈ GLmi+1(D), S

(y)
i ∈ GLmi(D) are

such that S
(x)
i+1(0) = S

(y)
i (0) for 1 ≤ i ≤ t− 1.
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Observe that the obtained matrix problem is very close to the problem of classification of
indecomposable representations of the quiver

→
Q := ◦ ←− • −→ ◦ ←− • −→ ◦ · · · ◦ ←− • −→ ◦

of type A2t+1 over the field K. In fact, there is an obvious map

Ob
(
Rep(X̌)

)
−→ Ob

(
Rep(

→
Q)
)
,

which is however not functorial (for category Rep(X̌), morphisms at sources • are as
for quiver representations, whereas for targets ◦ they are given by “decorated rules”).
Nevertheless, in these terms it is convenient to state the final result. Using just elementary
linear algebra one can show that the indecomposable objects of Ob

(
Rep(X̌)

)
can be written

as follows:

. . . −→ 0←− K ze1−→ K
ze2←− · · · z

en

←− K −→ 0←− . . . ,

where the left (respectively right) zero can be both sink and source. Of course, those
indecomposable objects of Rep(X̌) which belong to the image of H, have to satisfy certain
additional constraints, analogous to (10.6).

Let us now describe the indecomposable objects of CMlf(A). They are classified by a
discrete parameter ω =

(
(a1, c1), . . . , (at, ct)

)
∈ Z2t, where min(ai, ci) = 1 for 1 ≤ i ≤ t.

If M(ω) is the corresponding maximal Cohen–Macaulay A–module, then for F
(
M(ω)

)
=:

T ∼= (M̃, V, θ) we have:

• M̃ = R1 ⊕ · · · ⊕Rt+1,
• V = K1 ⊕ · · · ⊕Kt,

• θ(x)
i = (zai) and θ

(y)
i = (zci) for 1 ≤ i ≤ t.

As usual, we have: M
(
(1, 1), . . . , (1, 1)

) ∼= A. �

12. Remarks on rings of discrete and tame CM–representation type

12.1. Non–reduced curve singularities. First note that our results on classification of
maximal Cohen–Macaulay modules over surface singularities imply the following interest-
ing conclusions for non–reduced curve singularities.

Theorem 12.1. Let k be an algebraically closed field of characteristic zero, f = x2y2 or
x2y2 + xp, p ≥ 3 and A = kJx, yK/(f). Then the curve singularity A has tame Cohen–
Macaulay representation type.

Proof. According to Knörrer [58], the ring A has the same Cohen-Macaulay representation
type as the surface singularity B = kJx, y, zK/(f+z2). Hence, it is sufficient to observe that
B is a degenerate cusp. Indeed, u2+uvw = (u+ 1

2vw)2− 1
4v

2w2 = z2−x2y2 for z = u+ 1
2vw,

x = v and y = 1
2w. In a similar way, u2+vp+uvw = (u+ 1

2vw)2+vp− 1
4v

2w2 = z2+xp−x2y2

for z = u+ 1
2vw, x = v and y = 1

2w. �

Remark 12.2. Note that Knörrer’s periodicity theorem [58] only requires that the char-
acteristic of the base field k is different from two. Since the normalization of A =
kJu, v, wK/(u2 + uvw) is a product of two regular rings, A is tame in the case of an
arbitrary characteristic. Hence, kJx, yK/(xy)2 is tame provided char(k) 6= 2. We conjec-
ture that the rings from Theorem 12.1 are tame in the case of an arbitrary field k. This is
consistent with tameness of singularities P∞q := kJx, y, zK/(yq−z2, xy) for q ∈ N≥2∪{∞}
proven in [20] by different methods.
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Recall that by results of Kahn [53], Dieterich [27], Drozd and Greuel [33], the reduced
curve singularities Tp,q(λ) = kJx, yK/(xp + yq + λx2y2), where 1

p + 1
q ≤

1
2 and λ ∈ k \

{finite set of values}, have tame Cohen-Macaulay representation type for an arbitrary
base field k. See also [21] for an alternative approach to study maximal Cohen–Macaulay
modules over some Tp,q(λ)–singularities via cluster tilting theory.

12.2. Maximal Cohen–Macaulay modules over the ring D̃
(
(1, 0)

)
. Let k be any

field, R = kJx, yK, R̄ = kJx, yK/(xy) and π : R → R̄ the canonical projection. Let
Ā = kJx̃, ỹK/(x̃ỹ), γ̃ : Ā → R̄ the ring homomorphism given by the rule γ̃(x̃) = x2 and

γ̃(ỹ) = y2 and D̃
(
1, 0)

)
:= A = π−1

(
γ̃(Ā)

)
. Then we have:

kJx, yK ⊃ A = kJx2, y2, xy, x2y, y2xK ∼= kJu, v, w, a, bK/J,

where J = (uv −w2, ab−w3, aw− bu, bw− av, a2 − uw2, b2 − vw2). Obviously, A has the
following Z2–symmetry: u↔ w,w ↔ w, a↔ b. Moreover, the following results are true.

• The ring A is an integral Cohen–Macaulay surface singularity.
• The ring R is the normalization of A.
• We have: Ext2A(k, A) ∼= k

2. In particular, A is not Gorenstein.
• Let I = annA(R/A) be the conductor ideal. Then we have: I = 〈w, a, b〉A = 〈xy〉R.

In particular, we can identify A/I with Ā, R/I with R̄ and the canonical ring
homomorphism A/I → R/I with γ.

Let K = k((z)), L = k((z2)), D = kJzK and m = zkJzK. Then Q(Ā) ∼= L1 × L2 and
Q(R̄) ∼= K1 ×K2, where Li = L and Ki = K for i = 1, 2. An object T of the category

of triples Tri(A) has the following form: T = (M̃, V, θ), where M̃ ∼= Rm, V ∼= L
p1
1 ⊕ L

p2
2

and the gluing map θ is given by a pair of matrices (Θ1,Θ2), where Θi ∈ Matm×pi(K) for
i = 1, 2. Additionally,

• Θ1 and Θ2 have full row rank.

• If Θi = Θ′i+zΘ′′i with Θ′i,Θ
′′
i ∈ Matm×pi(L) then

(
Θ′i
Θ′′i

)
∈ Mat2m×pi(L) has full

column rank, i = 1, 2.

The problem of classification of isomorphism classes of objects in Tri(A) reduces to the
following matrix problem:

(12.1)
(
Θ1,Θ2

)
7→
(
S−1

1 Θ1T1, S
−1
2 Θ2T2

)
,

where S1, S2 ∈ GLm(D) are such that S1(0) = S2(0) and Ti ∈ GLpi(L) for i = 1, 2.

Proposition 12.3. Up to isomorphism, there exist only the following maximal Cohen–
Macaulay A–modules of rank one (written as ideals in A):

(12.2)

Θ1 Θ2 Module
(1) (1) A
(z) (z) (w2, a, b)
(z) (1) (w2, a, vw)
(1) (z) (w2, b, uw)

(1 z) (1 z) R ∼= I
(1) (1 z) (w, b)

(1 z) (1) (w, a)
(z) (1 z) (w2, a, b, vw)

(1 z) (z) (w2, a, b, uw)
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Moreover, the modules in the upper part of the table are locally free on the punctured
spectrum, whereas the ones in the lower part are not. In particular, up to isomorphism
there exist only finitely many maximal Cohen–Macaulay A–modules of rank one.

Proof. It is not difficult to see that in rank one, there are only those possibilities for the
canonical forms of Θ1 and Θ2, which are presented in the Table (12.2). Recall, that
the condition for Θ1 and Θ2 to be square and invertible is equivalent to the statement
that the corresponding maximal Cohen–Macaulay module is locally free on the punctured
spectrum.

Let us consider in details the case Θ1 = (z) and Θ2 = (1). First note that this pair is

equivalent to Θ̄1 = (z) and Θ̄2 = (z2). Let θ̃ : Ā → R̄ be the Ā–linear map sending 1 to
x+ y2. Then the induced L× L–linear map

L× L = Q(Ā)⊗Ā
1×θ̃−→ Q(Ā)⊗Ā R̄

can−→ Q(R̄) = K×K

is given by the pair (Θ̄1, Θ̄2). Consider the torsion free A–module L given by the pull–back
diagram

0 // I //

id
��

L //

��

Ā //

θ̃
��

0

0 // I // R // R̄ // 0.

Let M = L∨∨. The reconstruction procedure tells that M is the maximal Cohen–Macaulay

A–module corresponding to the triple
(
R,L1 ⊕ L2,

(
(z), (1)

))
. We have:

R ⊃ L :=
((
w, a, b

)
,
a

w
+ v
)
A

w·−→
(
w2, wa,wb, a+ vw

)
rA
.

It is easy to see that a ∈ R has the property that m · a ∈ L. Hence, a belongs to the
Macaulayfication of L. It is not difficult to see that

M = (a)A + L =
(
w2, a, vw

)
A
⊂ A

is maximal Cohen–Macaulay. This proves the result. All remaining cases can be treated
is a similar way. Proposition is proven. �

Remark 12.4. First one–parameter families of indecomposable maximal Cohen–Macaulay
A–modules arise in rank two. Consider for example the following pair of matrices

(12.3) Θ1 =

(
1 z
zm 0

)
and Θ2 =

(
1 z
λzn 0

)
,

where m,n ∈ Z>0 and λ ∈ k∗. They define an indecomposable maximal Cohen–Macaulay
A–module M

(
(n,m), λ

)
of rank two, which is locally free on the punctured spectrum.

Moreover, M
(
(n,m), λ

) ∼= M
(
(n′,m′), λ′

)
if and only if n = n′,m = m′ and λ = λ′.

Assume that n and m are even: n = 2n̄ and m = 2m̄. Consider the following ideals in A:
I1 = (w2, a, b) and I2 = (w, a, b). As in the proof of Proposition 12.3 one can show that

(12.4) M
(
(n,m), λ) ∼=

〈(
a1

a2

)
+

(
w

um̄ + λvn̄

) ∣∣∣ ap ∈ Ip, p = 1, 2

〉
⊂ A2.
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12.3. Other surface singularities of discrete and tame CM–representation type.
According to Buchweitz, Greuel and Schreyer, the singularity D∞ = kJx, y, zK/(x2y −
z2) has discrete Cohen–Macaulay representation type, see also [19, Theorem 5.7]. This
singularity does not belong to the class of surface singularities introduced in Definition
11.1. This certainly means that the list of surface singularities of discrete Cohen–Macaulay
representation type given in Definition 11.1 is not exhaustive.

Definition 12.5. Let t ≥ 1 and w =
(
(n1,m1), (n2,m2), . . . , (nt,mt)

)
∈ (Z2)t be a

collection of integers such that 0 ≤ mi < ni, and gcd(mi, ni) = 1 for all 1 ≤ i ≤ t.
Let Ri = R(ni,mi) = kJui, viKCni,mi ⊆ kJui, viK be the corresponding cyclic quotient
singularity, Ji ⊆ Ri the ideal defined in Theorem 9.4, R̄i = Ri/Ji ∼= kJxi, yiK/(xiyi) and
π : R→ R̄1 × . . . R̄t to be the canonical projection. Consider the ring

C := kJu, z1, . . . , zt−1, vK/
(
zizj , 1 ≤ i < j ≤ t− 1;uzi, vzi; 1 ≤ i ≤ t− 1

)
.

• Let γ : C → R̄1×· · ·×R̄t be the ring homomorphism given by the rule: γ(u) = x2
1,

γ(zi) = yi + xi+1 for 1 ≤ i ≤ t− 1 and γ(zt) = yt.
• In a similar way, let γ̃ : C → R̄1 × · · · × R̄t be given by the rule: γ(u) = x2

1,
γ(zi) = yi + xi+1 for 1 ≤ i ≤ t− 1 and γ(zt) = y2

t .
• We set D(w) = π−1

(
γ(C)

)
.

• In a similar way, we define D̃(w) := π−1
(
γ̃(C)

)
.

Note that D(1, 0) ∼= kJx, y, zK/(x2y−z2) is a hypersurface singularity of type D∞, whereas

D̃(1, 0) was considered in Subsection 12.2.

Remark 12.6. Let A be of type D(w) (respectively D̃(w)). The description of inde-
composable objects of the category of triples Tri(A) leads to some new matrix problem,
somewhat analogous to “representations of a bunch of semi–chains” in the sense of [10].
It can be shown that this matrix problem has discrete representation type for A = D(w)

and tame representation type for A = D̃(w). Details will be treated elsewhere.

12.4. On deformations of certain non–isolated surface singularities. In this sub-
section we state a conjecture inspired by our study of maximal Cohen–Macaulay modules
over surface singularities. It can be formulated in pure deformation–theoretic terms.

Conjecture 12.7. Let k be an algebraically closed field of characteristic zero and X
π−→ B

be a flat morphism of Noetherian schemes over k of relative dimension two. For a closed
point b ∈ B denote by Xb the scheme–theoretic fiber π−1(b). Let b0 ∈ B be a closed point
and X0 = Xb0 = Spec(A) be the corresponding fiber. Assume that for all closed points
b ∈ B \ {b0} the scheme Xb is normal. Let w =

(
(n1,m1), . . . , (nt,mt)

)
with 0 ≤ mi < ni

and gcd(ni,mi) = 1 for 1 ≤ i ≤ t.
• Assume that A has a singularity of type A(w) or D(w). Then there exists on open

neighborhood B′ of b0 such that for all b ∈ B′\{b0} the surface Xb has only quotient
singularities.

• Assume A is a degenerate cusp (i.e. it is of type Ã(w)). Then there exists on open
neighborhood B′ of b0 such that for all b ∈ B′\{b0} the scheme Xb has only simple,
simple elliptic or cusp singularities.

• Assume A is of type D̃(w). Then there exists an open neighborhood B′ of b0
such that for all b ∈ B′ \ {b0} the scheme Xb has only quotient or log–canonical
singularities.
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The evidence for this conjecture is the following. By results of Auslander [4] and Esnault
[39] it is known that the quotient surface singularities are the only surface singularities
of finite Cohen–Macaulay representation type. In particular, the representation-finite
Gorenstein surface singularities are precisely the simple hypersurface singularities.

By results of Kahn [53] and Drozd, Greuel and Kashuba [35] it is known that log–
canonical surface singularities have tame Cohen–Macaulay representation type. Moreover,
conjecturally these are the only tame normal surface singularities. The semi–continuity
conjecture (known to be true in the case of reduced curve singularities [57, 32]) states that
the representation type can be only improved by a flat local deformation: Cohen–Macaulay
finite singularities deform to Cohen–Macaulay finite singularities, Cohen-Macaulay dis-
crete singularities deform to Cohen–Macaulay finite or discrete singularities and Cohen–
Macaulay tame singularities can not deform to Cohen–Macaulay wild singularities. This
philosophy is confirmed by a result of Esnault and Viehweg stating that the class of quo-
tient surface singularities is closed under deformations [40].

13. Appendix A: Category of triples in dimension one

The goal of this section is to provide full details of a construction, which allows to reduce
a description of Cohen–Macaulay modules over a local Cohen–Macaulay ring (A,m) of
Krull dimension one to a matrix problem. It seems that for the first time a construction
of this kind appeared in the work of Drozd and Roiter [36] and Jacobinski [48]. Similar
constructions appeared in the works of Ringel and Roggenkamp [66], Green and Reiner
[45], Wiegand [76], Dieterich [27] and recent monograph of Leuschke and Wiegand [60].

Since this construction plays a key role in our approach to maximal Cohen–Macaulay
modules over non–isolated surface singularities and its presentation in all above references
is essentially different from the one given below, we have decided to include its detailed
exposition in this appendix.

Let (A,m) be a local Cohen–Macaulay ring of Krull dimension one (not necessarily
reduced), A ⊆ R be a finite ring extension such that R ⊂ Q(A), where Q(A) is the total
ring of fractions of A. Note that R is automatically Cohen–Macaulay. Let I = annA(R/A)
be the corresponding conductor ideal. Typically, A is supposed to be reduced and R is

the normalization of A. In that case, assuming the completion Â to be reduced, the ring
extension A ⊆ R is automatically finite, see [11, Chapitre 9, AC IX.33].

Lemma 13.1. In the notations as above, I is a sub-ideal of the Jacobson’s radical of R.
Moreover, the rings Ā = A/I and R̄ = R/I have finite length.

Proof. Let n1, . . . , nt be the set of the maximal ideals of R. Since the ring extension A ⊆ R
is finite, for any 1 ≤ i ≤ t we have: ni∩A = m. Since I is a proper ideal in A, it is contained
in m. Hence, I is contained in n = n1 ∩ n2 ∩ · · · ∩ nt, too.

Let p be a prime ideal in A of height zero. Then Ip = annAp(Rp/Ap) = Ap, thus Āp = 0.

It implies that the associator of the A–module Ā is {m}, hence Ā has finite length. Since
the extension Ā ⊆ R̄ is finite, R̄ has finite length, too. �

Lemma 13.2. For a maximal Cohen-Macaulay A–module M we denote by

M̃ := R⊗AM/Γ{n}(R⊗AM), M := Ā⊗AM and M̂ := R̄⊗R M̃.

Then the following results are true.

(1) M̃ is a maximal Cohen–Macaulay module over R;

(2) the canonical morphism of A–modules M
M−→ M̃, m 7→ [1⊗m] is injective;
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(3) the canonical morphism M
θ̃M−→ M̂, ā⊗m 7→ ā⊗M (m) is injective and the induced

morphism R̄⊗ĀM
θM−→ M̂, r̄ ⊗ m̄ 7→ r̄ · θ̃M (m̄) is surjective.

Proof. Since M̃ has no n–torsion submodules, it is maximal Cohen–Macaulay over R.
Next, M is a torsion free A–module, hence ker(M ) is also torsion free. However, the
morphism

Q(A)⊗AM
1⊗M−−−→ Q(R)⊗R M̃

is an isomorphism, hence ker(M ) = 0. As a result, the morphism IM
̄M−→ IM̃ , which is

a restriction of M , is also injective. Moreover, ̄M is also surjective: for any a ∈ I, b ∈ R
and m ∈M we have: a · [b⊗m] = [ab⊗m] = [1⊗ (ab) ·m] and ab ∈ I.

Next, we have the following commutative diagram with exact rows:

(13.1)

0 // IM //

̄M
��

M //

M
��

M

θ̃M��

// 0

0 // IM̃ // M̃ // M̂ // 0.

Since M is injective and ̄M is an isomorphism, by the snake lemma θ̃M is a monomor-
phism. Finally, note that θM coincides with the composition of canonical morphisms:

R̄⊗Ā Ā⊗AM −→ R̄⊗R R⊗AM −→ R̄⊗R
(
R⊗AM/torR(R⊗AM)

)
,

where the first morphism is an isomorphism and the second one is an epimorphism. �

Definition 13.3. Consider the following category of triples Tri(A). Its objects are the

triples (M̃, V, θ), where M̃ is a maximal Cohen–Macaulay R–module, V is a Noetherian

Ā–module and θ : R̄ ⊗Ā V → R̄ ⊗R M̃ is an epimorphism of R̄–modules such that the

induced morphism of Ā–modules θ̃ : V → R̄ ⊗Ā V
θ−→ R̄ ⊗R M̃ is an monomorphism. A

morphism between two triples (M̃, V, θ) and (M̃ ′, V ′, θ′) is given by a pair (ψ,ϕ), where

ψ : M̃ → M̃ ′ is a morphism of R–modules and ϕ : V → V ′ is a morphism of Ā–modules
such that the following diagram of A–modules

R̄⊗Ā V //

1⊗ϕ
��

R̄⊗R M̃

1⊗ψ
��

R̄⊗Ā V ′ // R̄⊗R M̃ ′

is commutative.

Remark 13.4. Note that the morphisms θ and θ̃ correspond to each other under the

canonical isomorphisms HomR̄(R̄⊗Ā V, R̄⊗R M̃) ∼= HomĀ(V, R̄⊗R M̃).

Definition 13.3 is motivated by the following theorem.

Theorem 13.5. The functor F : CM(A) −→ Tri(A) mapping a maximal Cohen–Macaulay

module M to the triple
(
M̃,M, θM

)
, is an equivalence of categories. Next, let N be a

maximal Cohen–Macaulay A–module corresponding to a triple (Ñ , V, θ). Then N is free

if and only if Ñ and V are free and θ is an isomorphism.
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Proof. We have to construct a functor G : Tri(A) −→ CM(A), which is quasi–inverse to F.

For a triple T = (M̃, V, θ) consider the canonical morphism γ := γ
M̃

: M̃ −→ M̂ := R̄⊗RM̃
and define N := G(T ) by taking a kernel of the following morphism in A−mod:

0 −→ N
(−ıπ )
−−−→ M̃ ⊕ V (γ θ̃)−−−→ M̂ −→ 0.

Equivalently, we have a commutative diagram in the category of A–modules

(13.2)

0 // IM̃
α //

=
��

N
π //

ı
��

V

θ̃
��

// 0

0 // IM̃
β
M̃ // M̃

γ
M̃ // M̂ // 0.

In other words, N = γ−1
(
Im(θ̃)

)
.

Since θ̃ is a monomorphism, the snake lemma implies that ı is a monomorphism, too.

Moreover, M̃ is torsion free viewed as A–module, hence N is torsion free as well. From
the definition of morphisms in the category Tri(A) and the universal property of a kernel
it follows that the correspondence Tri(A) ∈ T 7→ N ∈ CM(A) uniquely extends on the
morphisms in Tri(A). Hence, G is a well-defined functor.

Let M be a Noetherian A–module and πM : M −→ M := Ā ⊗A M be the canonical
morphism. Then we have the short exact sequence

0 −→M

(−M
πM

)
−−−−−→ M̃ ⊕M

(γ
M̃
θ̃M )

−−−−−→ M̂ −→ 0,

yielding an isomorphism of functors ξ : 1CM(A) −→ G ◦ F. In particular, this implies that
F is faithful.

Next, we show that G is faithful. Let T = (M̃, V, θ) and T ′ = (M̃ ′, V ′, θ′) be a pair of
objects in Tri(A) and (ϕ,ψ) : T → T ′ be a morphism in Tri(A). Let N = G(T ), N ′ = G(T ′)
and φ = G

(
(ϕ,ψ)

)
. Then we have a commutative diagram in the category of A–modules:

(13.3)

0 // N //

φ

��

M̃ ⊕ V
( γ θ̃ )

//(
ψ 0
0 ϕ

)
��

M̂ //

ψ̂
��

0

0 // N ′ // M̃ ′ ⊕ V ′
( γ′ θ̃′ )

// M̂ ′ // 0.

First note that (ϕ,ψ) = 0 in Tri(A) if and only if ψ = 0. Indeed, one direction is obvious.

To show the second, assume ψ = 0. Then ψ̂ = 0 and θ̃′◦ϕ = 0. Since θ̃′ is a monomorphism,
we have: ϕ = 0.

Next, a morphism of Cohen–Macaulay R–modules ψ : M̃ → M̃ ′ is zero if and only if

1 ⊗ ψ : Q(A) ⊗A M̃ → Q(A) ⊗A M̃ ′ is zero in Q(A) − mod. Suppose the morphism of
triples (ϕ,ψ) : T → T ′ is non–zero. Apply the functor Q(A)⊗A − on the diagram (13.3).
It follows that 1⊗ φ 6= 0, hence G

(
(ϕ,ψ)

)
6= 0 as well. Hence, G is faithful.

Since we have constructed an isomorphism of functors ξ : 1CM(A) −→ G ◦ F and G is
faithful, it implies that F is also full. Hence, to prove that F is an equivalence of categories,
it remains to check that F is essentially surjective. For this, it is sufficient to show that

for any object T = (M̃, V, θ) ∈ Tri(A) we have: T ∼= FG(T ).
Let N := G(T ), so that we have the diagram (13.2). In these notations, the morphism

ı : N → M̃ restricts to the morphism ı̄ : IN → IM̃ such that the following diagram is
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commutative:

IN
ε //

ı̄
��

N

ı
��

IM̃
β
M̃ // M̃,

where ε is the canonical inclusion. From the equality ıαı̄ = β
M̃
ı̄ = ıε and the fact that

ı is a monomorphism, we conclude that αı̄ = ε. In particular, we obtain the following
commutative diagram with exact rows:

0 // IÑ
β
Ñ // Ñ

γÑ // N̂ // 0

0 // IN
ε //

̄N

OO

ı̄
��

N
πN //

N

OO

=

��

N̄ //

θ̃N

OO

ϕ

��

0

0 // IM̃
α //

=
��

N
π //

ı
��

V //

θ̃
��

0

0 // IM̃
β
M̃ // M̃

γ
M̃ // M̂ // 0.

First observe that by the snake lemma, the morphism ϕ is an epimorphism. Next, there

exists a unique morphism of R–modules ψ : Ñ → M̃ such that ψ ◦ N = ı in the category
A−mod. This follows from the natural isomorphisms

HomA(N, M̃) ∼= HomR(R⊗A N, M̃) ∼= HomR(Ñ , M̃).

Since the morphisms ı and N are rational isomorphisms (i.e. they become isomorphisms
after applying the functor Q(A)⊗A − ) the map ψ is a rational isomorphism, too. Hence,
ψ is a monomorphism.

Consider the morphism ψ̂ : N̂ → M̂ induced by ψ. It is not difficult to see that the
following diagram is commutative:

(13.4)

R̄⊗Ā N̄
θN //

1⊗ϕ
��

N̂

ψ̂
��

R̄⊗Ā V
θ // M̂.

Since the morphisms θ and ϕ are epimorphisms, ψ̂ is an epimorphism, too. Moreover, by
Lemma 13.1, I is a subideal of the Jacobson’s radical of R. Hence, by Nakayama’s lemma,
ψ is an epimorphism, hence an isomorphism.

Note, that the map IÑ
ψ̄−→ IM̃ , which is a restriction of ψ, is again an isomorphism.

Since ı̄ = ψ̄ ◦ ̄N and ̄N is an isomorphism, ı̄ is an isomorphism, too. Hence, ϕ is
an isomorphism as well. The commutativity of the diagram (13.4) implies that we get

the following isomorphism (ψ,ϕ) : (Ñ , N̄ , θN ) → (M̃, V, θ) in the category Tri(A). This
concludes the proof of the fact that F and G are quasi–inverse equivalences of categories.

It remains to characterize the triples corresponding to the images of free modules. One
direction is clear: if M = An for some n ≥ 1 then F(M) ∼= (Rn, Ān, θ), where θ is given
by the identity matrix in Matn×n(R̄).
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On the other hand, let T = (Rn, Ān, θ) be a triple, such that the morphism θ ∈
Matn×n(R̄) is an isomorphism. First note the induced morphism θ̃ : Ān → R̄n is au-
tomatically injective. Next, Nakayama’s lemma implies that the canonical morphism
GLn(R)→ GLn(R̄) is an epimorphism. This means that θ can be lifted to an isomorphism
ψ : Rn → Rn and we get an isomorphism of triples (ψ,1) :

(
Rn, Ān,1

)
→
(
Rn, Ān, θ

)
.

Hence, the triple T belongs to the image of the functor F. Since F and G are quasi–inverse
equivalences of categories, this concludes the proof of the theorem. �

Remark 13.6. There also exists a global version of Theorem 13.5 describing vector bun-
dles and torsion free sheaves on a singular curve X in terms of vector bundles on the

normalization X̃ and some gluing data, see [34, Proposition 42] as well as [16, Theorem
1.3 and Theorem 3.2]. See also [8, Section 3], [31, Chapter 3] and [22, Section 5.1] for
further elaborations as well as [18, Theorem 4.2] for a generalization of this construction
on the (bounded from above) derived category of coherent sheaves of a singular curve.

14. Appendix B: Decorated conjugation problem

Starting with a work [36], the technique of matrix problems began to play an important
role in various classification results (proofs of representation finiteness and tameness) in
commutative algebra and algebraic geometry. For instance, proofs of the following results
are essentially based on the representation theory of bunches of
(semi-)chains [9].

• The proof of tameness of the category of indecomposable torsion free modules over
curve singularities Ppq := kJx, y, zK/(xp+yq−z2, xy), where p, q ∈ N≥2∪{∞} and
(p, q) 6= (2, 2), see [33, 20].
• A description of indecomposable vector bundles and torsion free sheaves on Ko-

daira cycles of projective lines [34, 8, 31] as well as of indecomposable coherent
sheaves on them [18].
• The proof of tameness of the category of indecomposable torsion free modules over

the cusp curve singularities Tpq := kJx, yK/(xp + yq + x2y2), where 1
p + 1

q <
1
2 .

On the other hand, it seems that the technique of proofs of [9] is not really known apart
of the community of people working in the domain of representation theory of finite di-
mensional algebras. On our mind, it requires further elaborations. In this section, we
want to illustrate some central ideas of [61, 9] on the following example, which generalizes
the classical conjugation problem of square matrices (Jordan–Frobenius normal form). In
what follows, we shall use the same notation as in Section 6.

Definition 14.1. We say that two matrices W, W̃ ∈ Matn×n(K) are equivalent if there

exists a pair of matrices S, T ∈ GLn(D) satisfying the condition S̄ = T̄ , such that W̃ =

SWT−1. In what follows we shall writeW ' W̃ , whereas∼ will denote the usual conjugacy
equivalence over k. A description of the canonical form of a square matrix over K with
respect to ' equivalence relation is called decorated conjugation problem.

Being a rather special example of the category of representations of a decorated bunch of
chains, the decorated conjugation problem incorporates many key features of the general
case treated in Theorem 7.1.

Definition 14.2. Consider now the following canonical forms.

1. For any tuple µ = (µ1, . . . , µn) ∈ Zn consider the (n+ 1)× (n+ 1) matrix



COHEN–MACAULAY MODULES AND MATRIX PROBLEMS 81

0 tµ1 0 . . . 0

0 0 tµ2 . . . 0
...

...
. . .

. . .
...

0 0 0
. . . tµn

0 0 0 . . . 0

S(µ) =

2. Similarly, let ν = (ν1, . . . , νn) ∈ Zn be a non-periodic sequence, m ∈ N and ξ 6= π(ξ) ∈
k[ξ] be an irreducible monic polynomial of degree d. Let F ∈ Matmd×md(D) be such that
F̄ = F (πm) ∈ Matmd×md(k), where F (πm) is the Frobenius block corresponding to the
polynomial πm. Consider the following dmn× dmn matrix

0 tν1I 0 . . . 0

0 0 tν2I . . . 0

...
...

. . .
. . .

...

0 0 0
. . . tνn−1I

tνnF 0 0 . . . 0

B(ν,m, π) =

where I is the identity matrix of size dm× dm. �

The main goal of this section is to give a complete proof of the following result.

Theorem 14.3. Let W ∈ Matn×n(K). Then we have:

(14.1) W ' diag
(
B(ν1,m1, π1), . . . , B(νt,mt, νt), S(µ1) . . . , S(µp)

)
,

for certain data (ν1,m1, π1), . . . , (νt,mt, πt),µ1, . . . ,µp as above. Moreover, the blocks
B(ν,m, π) and S(µ) are indecomposable (they do not split further) and the following
uniqueness results are true.

• The equivalence class of B(ν,m, π) does not depend on the choice of a lift F of the
Frobenius block F (πm). In fact, it only depends on the conjugacy class of F̄ over
k. In particular, if k is algebraically closed and λ ∈ k∗ then the Frobenius block
F
(
(ξ − λ)m

)
can be replaced by the Jordan block Jm(λ).

• B(ν,m, π) 6' S(µ) for any data (ν,m, π) and µ.
• S(µ) ' S(µ′) if and only if µ′ = µ.

• For ν = (ν1, ν2, . . . , νn) set ν(1) = (νn, ν1, . . . , νn−1) Then we have:

B(ν(1),m, π) ' B(ν,m, π)

• Moreover, B(ν,m, π) ' B(ν̃, m̃, π̃) if and only if (π,m) = (π̃, m̃) and ν̃ = ν(l) for
some l ∈ Z.
• The decomposition (14.1) is unique up to automorphisms of direct summands and

permutation of blocks (Krull–Schmidt property).
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Remark 14.4. Note the following statements about the above canonical forms
B(ν,m, π) and S(µ).

• The matrix S(µ) can be viewed as B(ν, 1, π) where π = ξ is the “forbidden”
polynomial and ν = (µ1, . . . , µn, ν) for µ = (µ1, . . . , µn) and some ν ∈ Z. How-
ever, this identification is not natural from the point of view of generalizations of
the decorated conjugation problem (like representations of decorated bunches of
chains).
• If the word ν is periodic then the corresponding matrix B(ν,m, π) is decomposable

(at least, if char(k) = 0).
• Theorem 14.3 is a special case of Theorem 7.1. In the notation of Example 6.11, the

canonical form B(ν,m, π) corresponds to the band object B
(
(w, ρ),m, π

)
, where

(w, ρ) = ↽ f ∼ e
ν1

− f ∼ e
ν2

− · · ·
νn−1

− f ∼ e
νn
⇁ .

Similarly, the canonical form S(µ) corresponds to the string object S(w, ρ), where

(w, ρ) = f ∼ e
µ1

− f ∼ e
µ2

− · · ·
µn
− f ∼ e.

In the notation of Theorem 7.1, we can always start our X–word (cyclic or not)
with f ∈ F, reducing the number of non–equal but equivalent canonical forms.

14.1. Some preparatory results from linear algebra. In this subsection we collect
some elementary results from linear algebra, playing a key role in the proof of Theorem
14.3. All proofs are sometimes lengthy, but always straightforward, so we leave them for
an interested reader.

Lemma 14.5. Let Y ∈ Matm×n(D) be such that rkk(Ȳ ) = r. Then there exist S ∈
GLm(D) and T ∈ GLn(D) such that

SY T−1 =

(
I 0
0 tZ

)
,

where I = Ir is the identity matrix of size r × r and Z ∈ Mat(m−r)×(n−r)(D).

Lemma 14.6. Let Y ∈ Matm×m(D). Then the following results are true.

• Assume that Ȳ ∈ Matm×m(k) is invertible. Then Y ' diag(Y1, . . . , Yn), where
Ȳl = F (πrll ) for some irreducible polynomials ξ 6= πl ∈ k[ξ] and rl ∈ N, 1 ≤ l ≤ n.
• Assume that

Ȳ ∼
(
Z̄ 0
0 N̄

)
,

where Z̄ is a square invertible matrix and N̄ a nilpotent matrix. Then

Y '
(
Y ∗ 0
0 Y ◦

)
,

where Y ∗ and Y ◦ are such that Ȳ ∗ = Z̄ and Ȳ ◦ = N̄ .

Lemma 14.6 shows that the description of the canonical form of X ∈ Matm×m(D) with
respect to the ' equivalence relation reduces to the case when the matrix X̄ is nilpotent.

Next, recall the following version of the Jordan normal form of a nilpotent matrix.

Lemma 14.7. Let N ∈ Matm×m(k) be a nilpotent matrix. Then we have:
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. . .
...

...

0 I3 0 0 0 0

. . . 0 0 I3 0 0 0

0 0 0 0 0 0

0 0 0 0 I2 0

0 0 0 0 0 0

. . . 0 0 0 0 0 0

...

. . .

N ∼ N(m) :=

where the sequence m = (mn, . . . ,m1) ∈ Zn≥0 is uniquely determined by N , m = nmn +
· · ·+ 2m2 +m1 and Il is the identity matrix of size ml ×ml for all 1 ≤ l ≤ n.

From Lemma 14.7 one can easily deduce the following result.

Proposition 14.8. Let W ∈ Matm×m(D) be such that W̄ is nilpotent. Then

. . .
...

...

0 I3 0 0 0 0

. . . 0 0 I3 0 0 0

0 0 0 0 0 0

0 0 0 0 I2 0

0 0 0 0 0 0

. . . 0 0 0 0 0 0

...

. . .

W 'W0 + tZ =

. . .
...

...

0 0 0 0 0 0

. . . 0 0 0 0 0 0

Z33 0 0 Z32 0 Z31

0 0 0 0 0 0

Z23 0 0 Z22 0 Z21

. . . Z13 0 0 Z12 0 Z11

...

. . .

+t

where the block division of Z is the same as of W0 = N(m).

Finally, we shall need the following elementary but quite useful result. Let R be any
ring and X ∈ Matm×n(R). For any 1 ≤ l ≤ m and 1 ≤ t ≤ n we denote by X](l,t) the
(m− 1)× (n− 1)–matrix obtained from X by crossing out its l-th row and t-th column.

Lemma 14.9 (Crossing–Out Lemma). Let m, m̌, n, ň ∈ N and 1 ≤ ı ≤ m, 1 ≤ ı̌ ≤ m̌,
1 ≤  ≤ n and 1 ≤ ̌ ≤ ň. Next, let W ∈ Matm×n(R) (respectively, W̌ ∈ Matm̌×ň(R))
be such that all elements of the ı-th row and -th column of W (respectively, of the ı̌-th
row and ̌-th column of W̌ ) but wı (respectively wı̌̌) are zero. Let S ∈ Matm̌×m(R) and

T ∈ Matn×ň(R) be such that SW = W̌T. Then we have the following equality:

(14.2) S](ı̌,ı)W ](ı,) = W̌ ](ı̌,̌)T ](̌,)

14.2. Reduction to the decorated chessboard problem. The further strategy is
the following: we shall apply only those transformations of W which do not “spoil” the
canonical form of W0 and preserve the block structure of Z in the decomposition from
Proposition 14.8. The following statement plays a key role in this reduction procedure.

Proposition 14.10. Let m = (mn, . . . ,m1), m̃ = (m̃n, . . . , m̃1) ∈ Zn≥0 be two collections
of non-negative integers, m = m1 + 2m2 + · · ·+nmn and m̃ = m̃1 + 2m̃2 + · · ·+nm̃n. Let

(14.3) T (m, m̃) :=
{
A ∈ Matm̃×m(k)

∣∣AN(m) = N(m̃)A
}
.
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Then this vector space has the following explicit description:

. . . . . . . . .

A1
33 A

2
33 A

3
33 A

1
32 A

2
32 A

1
31

... 0 A1
33 A

2
33 0 A1

32 0

0 0 A1
33 0 0 0

0 A1
23 A

2
23 A

1
22 A

2
22 A

1
21

0 0 A1
33 0 A1

22 0
... 0 0 A1

13 0 A1
12 A

1
11

. . .

...

A = A
(p)
kl ∈ Matm̃k×ml

(k)T (m, m̃) =

Proof. Straightforward computation, see for example [43, Section VIII.2]. �

For p = (p1, . . . , pn) and p = p1 + · · · + pn consider the following parabolic subalgebras

P±(p) of the matrix algebra Matp×p(k):

B+
11 B

+
12 . . . B

+
1n

0 B+
22 . . . B

+
2n

...
...

. . .
...

0 0 . . . B+
nn

P+(p) = B+ = Blk ∈ Matpl×pk(k)

and P−(p) is the “transpose” of P+(p). Let

D(p) =
{

(B+, B−) ∈ P+(p)× P−(p)
∣∣B+

ll = B−ll , 1 ≤ l ≤ n
}

be the “dyad” of P+(p) and P−(p).

Corollary 14.11. Let m = (mn, . . . ,m1) ∈ Zn≥0 and E(m) := T (m,m). Then the map

(14.4) R : E(m) −→ D(m), A 7→ (B+, B−),

where B± are the following matrices

. . .
...

...
...

. . . A1
33 0 0

. . . A1
23 A

1
22 0

. . . A1
13 A

1
12 A

1
11

B− =

. . .
...

...
...

. . . A1
33 A

1
32 A

1
31

. . . 0 A1
22 A

1
21

. . . 0 0 A1
11

B+ =

is a surjective algebra homomorphism. Moreover, the induced algebra homomorphism

R̄ : E(m)/ rad(E(m)) −→ D(m)/ rad(D(m))

is an isomorphism.

Proof. The fact that R is an algebra homomorphism follows from the following observation.
Let A ∈ E(m) be written as in Proposition 14.10. Then apart of the blocks from the
“diagonal mega–blocks”, either of two blocks of A, mirror to each other along the main
diagonal, is zero. Proofs of the remaining statements are straightforward. �
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Definition 14.12. For a matrix Y ∈ Matm×n(K), define its valuation val(Y ) as the
biggest ν ∈ Z such that Y = tνY� for some Y� ∈ Matm×n(D). In particular, the valuation
of the zero matrix is infinity.

To proceed with the further reduction, it is convenient to use the formalism of decorated
bunches of chains, introduced in Section 6. Let J (respectively X) be the decorated bunch
of chains introduced in Example 6.11 (decorated conjugation problem), respectively in
Example 6.13 (decorated chessboard problem), where the permutation σ is trivial.

Definition 14.13. For any ν ∈ Z consider the following full subcategory of Rep(X):

Rep
(
X(ν)

)
:=
{
W ∈ Ob

(
Rep(X)

) ∣∣ val(W ) ≥ ν
}
.

Next, consider the full subcategory of Rep(J):

Rep0
(
J(0)

)
:=
{
W ∈ Ob

(
Rep(J(0))

) ∣∣ W̄ is nilpotent
}
.

Finally, let Rep0
st

(
J(0)

)
be the full subcategory of Rep0

(
J(0)

)
consisting of standard ob-

jects, i.e. of matrices W as in Proposition 14.8. For such W we set

. . .
...

...
...

. . . Z33 Z32 Z31

. . . Z23 Z22 Z21

. . . Z13 Z12 Z11

Zred :=

The next result follows from Lemma 14.9, Proposition 14.10 and Corollary 14.11.

Proposition 14.14. The map R : Rep0
st

(
J(0)

)
−→ Rep

(
X(0)

)
, W 7→ Zred extends to

a D–linear functor sending a morphism (S, T ) to (S], T ]]). Here, S] (respectively T ]])
is the matrix obtained from S (respectively T ) by crossing out appropriate zero columns
and rows according to the decomposition of W0 in the presentation as in Proposition 14.8.
Moreover, the functor R is a representation equivalence, i.e.

• R is essentially surjective.

• For W,W ′ ∈ Ob
(
Rep0

st

(
J(0)

))
we have: R(W ) ∼= R(W ′) if and only if W ∼= W ′.

Remark 14.15. Note that the last two properties imply that W ∈ Ob
(
Rep0

st
(J)
)

is inde-

composable if and only if R(W ) is indecomposable.

Proposition 14.14 shows that the proof of Theorem 14.3 reduces to a classification of
“indecomposable decorated chessboards”. At first glance it looks like a digression because
the new matrix problem seems to be more general (and complicated) than the original
one. However, it turns out to be an illusion. In the next subsection we shall see that the
decorated chessboard problem is “self–reproducible” in an appropriate sense.

14.3. Reduction procedure for the decorated chessboard problem. As in the pre-
vious subsection, let X be the decorated bunch of chains from Example 6.6 with trivial
permutation parameter σ. Recall from Subsection 6.4 that an object of Rep(X) is given
by the data W =

(
d, {Wpq}p,q∈N

)
, where

• d : N −→ Z≥0, p 7→ dp is a function with finite support.
• For any p, q ∈ N, Wpq is a matrix from Matdp×dq(K).
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A morphism W =
(
d, {Wpq}

)
−→ W̌ =

(
ď, {W̌pq}

)
is given by a collection of matrices

(F•, G•) =
(
{Fuv}, {Guv}

)
such that Fuv, Guv ∈ Matďu×dv(D) for u, v ∈ N; F̄uu = Ḡuu for

all u ∈ N and Fuv ∈ Matďu×dv(m) for u < v and Guv ∈ Matďu×dv(m) for u > v, satisfying
the following constraint:

(14.5)
∑
l<p

FplWlq + FppWpq +
∑
l>p

FplWlq =
∑
t>q

W̌ptGtq + W̌pqGqq +
∑
t<q

W̌ptGtq.

Definition 14.16. Consider the following ordering on N× N: (p, q) < (p′, p′) if p < p′ or
p = p′ and q > q′. Let W =

(
d, {Wı}

)
be an object of Rep(X). We say that the block

Wpq is minimal if val(Wpq) ≤ val(Wp′q′) for all (p′, q′) ∈ N × N and val(Wpq) < val(Wp′q′)
for (p′, q′) < (p, q).

Definition 14.17. For any (p, q) ∈ N× N, let Rep≤(p,q)
(
X(ν)

)
be the full subcategory of

Rep
(
X(ν)

)
consisting of those objects W for which the block Wpq is minimal.

Convention. Let Y ∈ Matm×n(K) be such that val(Y ) ≥ ν. In what follows we shall use
the notation Y = tνY� for an appropriate Y� ∈ Matm×n(D).

Case 1. Suppose that p 6= q. Then there exist Fpp ∈ GLdp(D), Gqq ∈ GLdq(D) such that

(W̃pq)� := Fpp
(
Wpq)�G

−1
qq =

(
I 0
0 tΨ

)
for some matrix Ψ with coefficients over D. Moreover, the entire system of matrices
W =

{
Wı

}
can be transformed into the following “standard” form: W = tνW�, where

W� is the following matrix:

∗ B1 B2 0 ∗ ∗

0 0 0 I 0 0

∗ ∗ ∗ 0 tΨ ∗

C1 D1
1 D2

1 0 E1 G1

C2 D1
2 D2

2 0 E2 G2

∗ F1 F2 0 ∗ ∗

yp yq

y1
p y2

p

xp

xq

x1
q

x2
q

Let Rep
≤(p,q)
st

(
X(ν)

)
be the full subcategory of Rep≤(p,q)

(
X(ν)

)
consisting of objects

in the standard form. Clearly, the embedding Rep
≤(p,q)
st

(
X(ν)

)
↪→ Rep≤(p,q)

(
X(ν)

)
is an

equivalence of categories.

Definition 14.18. Consider a new decorated chessboard X(p,q) = X̌ defined as follows:

• xq 7→
{
x

(1)
q , x

(2)
q

}
and yp 7→

{
y

(1)
p , y

(2)
p

}
,

• The new order on Ě and F̌ is defined as follows:

xl C x
(1)
q C x

(2)
q C xt and yr B y

(1)
p B y

(2)
p B ys for all l < q < t and r < p < s.
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• The new equivalence relation (defining an appropriate bijection between the col-
umn and row labels from Example 6.6) is the following:

xp ∼ y(2)
p , yq ∼ x(2)

q and x(1)
q ∼ y(1)

p .

The remaining equivalence relations in X̌ are the same as in X.

Let W be an object of Rep
≤(p,q)
st

(
X(ν)

)
) such that (Wpq)� 6= 0. Consider the object W ] of

Rep(X̌) obtained from W by the following operations.

• We cross out all rows and columns of W , containing the entry 1 in the block Wpq.

• Next, we give new weights x
(1)
q , x

(2)
q to the horizontal stripe xq and y

(1)
p , y

(2)
p to the

vertical stripe yp induced by the block division of the matrix Wpq.

If (Wpq)� = 0 then we pose W ] = W .

Example 14.19. For the object W given in the example above we have W ] = tνW ]
� ,

where W ]
� is the following matrix:

∗ B1 B2 ∗ ∗

∗ ∗ ∗ tΨ ∗

C1 D1
1 D2

1 E1 G1

C2 D1
2 D2

2 E2 G2

∗ F1 F2 ∗ ∗

y1
p y2

p yq

xp

x1
q

x2
q

Proposition 14.20. The assignment Rpq : Rep≤(p,q)
st

(
X(ν)

)
−→ Rep<((p,q),ν)

(
X̌(ν)

)
, W 7→

W ] is a representation equivalence of categories, where Rep<((p,q),ν)
(
X̌(ν)

)
is the full sub-

category of Rep≤(p,q)
(
X̌(ν)

)
consisting of those objects U for which val(Upq) > ν.

Proof. Let (F•, G•) : W −→ W̃ be a morphism in Rep
≤(p,q)
st (X). Equality (14.5) implies:

Fpp

(
I 0
0 tΨ

)
=

(
I ′ 0
0 tΨ′

)
Gqq mod m.

Thus we have: Ḡpp = F̄pp =

(
X Y
0 T

)
mod m and F̄qq = Ḡqq =

(
X 0
Z S

)
mod m for

appropriate matrices X,Y, Z, T and S over k.

By Crossing–Out Lemma 14.9, the equality F•W = W̃G• yields the equality F ]•W
] =

W̃ ]G]]• , where F ]• (respectively G]]• ) is obtained from F• (respectively G•) by crossing–out
appropriate columns and rows. Hence, we obtain a well–defined map

Rpq : HomX(W, W̃ ) −→ HomX̌(W ], W̃ ]), (F•, G•) 7→ (F ]• , G
]]
• ).

Note that Rpq : Rep≤(p,q)
st

(
X(ν)

)
−→ Rep<((p,q),ν)

(
X̌(ν)

)
is indeed a functor.

To show that Rpq is a representation equivalence, it is sufficient to prove the following
statement. Let f̌ : W ] −→ W̃ ] be an isomorphism in Rep<((p,q),ν)

(
X̌(ν)

)
. Then there
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exists an isomorphism f : W −→ W̃ in Rep≤(p,q)
st

(
X(ν)

)
such that Rpq(f) = f̌ . Since any

isomorphism in Rep(X̌) can be written as a composition of elementary transformations,
it suffices to prove liftability of an elementary transformation. However, this property
follows from a direct case-by-case verification. �

Case 2. Suppose that p = q. According to Lemma 14.6, we have: (Wpp)� '
(
Z 0
0 N

)
,

where the matrix Z̄ is invertible and N̄ is nilpotent. It is then clear, that W ' tνV , where
V is the following matrix:

0

0 Z 0 0

0 N

0

yp

xp

In particular, tνZ splits as a direct summand of W . Thus, we may restrict ourselves on
the full subcategory Rep≤(p,p),◦(X(ν)

)
of Rep≤(p,p)

(
X(ν)

)
consisting of those objects for

which (Wpp)� is a nilpotent matrix. According to Proposition 14.8, (Wpp)� ' N + tZ,

where N is the normal form of (Wpp)� as in Lemma 14.7. Then W ' tνV , where V is the
following matrix:

0 0 0
. . .

...
...

...

0 . . . 0 I3 0 0 0 0 0

0 . . . 0 0 I3 0 0 0 0

tZ33 0 0 tZ32 0 tZ31

0 . . . 0 0 0 0 I2 0 0

tZ23 0 0 tZ22 0 tZ21

tZ13 0 0 tZ12 0 tZ11

0 0 0

yp

xp

Let Rep
≤(p,p),◦
st

(
X(ν)

)
be the full subcategory of Rep≤(p,p),◦(X(ν)

)
consisting of objects hav-

ing the above standard form. Clearly, the inclusion Rep
≤(p,p),◦
st

(
X(ν)

)
↪→ Rep≤(p,p),◦(X(ν)

)
is an equivalence of categories.

Definition 14.21. Consider a new decorated chessboard X(p,p) = X̌ defined as follows.

• The sets E∗ and F∗ are obtained by replacing

xp 7→ {. . . C x(l)
p C . . . C x

(2)
p C x

(1)
p } and yp 7→ {. . . B y(l)

p B . . . B y
(2)
p B y

(1)
p }.

Abusing the notation, we shall also write x
(1)
p = xp and y

(1)
p = yp.
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• The new ordering in X̌ is defined as follows:

xm C x
(l)
p C xn and ym B y

(l)
p B yn

for any m < p < n ∈ N and any l ∈ N.

• We have the equivalence relations x
(l)
p ∼ y(l)

p for any l ∈ N as well as all remaining
old equivalences xn ∼ yn for n 6= p.

Again, for any object W of Rep
≤(p,p),◦
st

(
X(ν)

)
let W ] be the object of Rep(X̌) obtained

from W by the following operations.

• We cross out those rows of weight xp and columns of weight yp of the matrix W ,
which contain the entry 1 in the normal form N .

• The survived rows of stripe xp and columns of stripe yp get new labels x
(l)
p and y

(l)
p

according to the block division of the normal form of N (i.e. the upper label is l if
the corresponding column/row corresponds to the nilpotent Jordan block Jl(0)).

Proposition 14.22. The map Rpp : Rep≤(p,p),◦
st

(
X(ν)

)
−→ Rep((p,p),ν)

(
X̌(ν)

)
is functorial,

where Rep((p,p),ν)
(
X̌(ν)

)
is the full subcategory of Rep

(
X̌(ν)

)
consisting of those objects V

for which val(Vpp) > ν. Moreover, Rpp is a representation equivalence of categories.

Proof. All major steps are basically the same as in Proposition 14.20. First, we use the
equality (14.5), Proposition 14.10 and Crossing–Out Lemma 14.9 to construct a map

Rpp : HomX(W, W̃ ) −→ HomX̌(W ], W̃ ])

for any pair of objects W, W̃ of Rep
≤(p,p),◦
st

(
X(ν)

)
. The functoriality of Rpp on the level

of stabilized bimodule categories is clear. Finally, the claim that for any isomorphism
f̌ : W ] −→ W̃ ] in Rep((p,p),ν)

(
X̌(ν)

)
there exists an isomorphism f : W −→ W̃ ] in

Rep
≤(p,p),◦
st

(
X(ν)

)
such that Rpp(f) = f̌ , is essentially a consequence of Corollary 14.11. �

14.4. Indecomposable representations of a decorated chessboard. Let X be a
bunch of chains from Example 6.6. In this part, we describe indecomposable objects of
Rep(X) (assume for simplicity of notation that the permutation σ is trivial). Although the
final answer can be stated in completely elementary terms, for the proof it is convenient
to use the formalism of strings and bands from Subsection 6.5.

Observe that any element of X is tied. Hence, without loss of generality we may start
any X–word (cyclic or not) with an element of F. Concretely, a decorated word defining a
string representation has the form

(14.6) (w, ρ) = y1 ∼ x1
µ1

− y2 ∼ x2
µ2

− · · ·
µn
− yn+1 ∼ xn+1

for any n ∈ Z≥0, 1, . . . , n+1 ∈ N and (µ1, . . . , µn) ∈ Zn. Similarly, a cyclic decorated
word defining a band representation has the form

(14.7) (w, ρ) = ↽ yı1 ∼ xı1
ν1

− yı2 ∼ xı2
ν2

− · · ·
νn−1

− yın ∼ xın
νn
⇁

where n ∈ N and
(
(ı1, ν1), . . . , (ın, νn)

)
∈ (N × Z)n is a non–periodic sequence. For a

decorated word (w, ρ) (respectively for a non–periodic cyclic decorated word (w, ρ), m ∈ N
and an irreducible polynomial ξ 6= π ∈ k[ξ]) consider the objects S(w, ρ) (respectively
B
(
(w, ρ),m, π

)
) given by the same matrix as in Definition 14.2 but with an additional

labeling of rows and columns with weights x1 , . . . , xn+1 and y1 , . . . , yn+1 (respectively,
with xı1 , . . . , xın and yı1 , . . . , yın).
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Example 14.23. Let (w, ρ) =↽ y1 ∼ x1

3
− y1 ∼ x1

−2
− y2 ∼ x2

0
− y1 ∼ x1

3
− y2 ∼ x2

1
⇁ ,

m ∈ N, λ ∈ k∗ and π = ξ−λ. Then we get the following canonical forms: B
(
(w, ρ),m, π) =

0 t3I 0 0 0

0 0 t−2I 0 0

0 0 0 I 0

0 0 0 0 t3I

tJ 0 0 0 0

y1

x1

y1

x1

y1

x1

y2

x2

y2

x2

'

0 t3I 0 0 0

0 0 0 t−2I 0

0 0 0 0 t3I

0 0 I 0 0

tJ 0 0 0 0

y1 y2

x1

x2

where as usual, I = Im is the identity m×m matrix and J = Jm(λ) is the Jordan block
of size m×m with eigenvalue λ.

Lemma 14.24. Let p,m ∈ N, ν ∈ Z and ξ 6= π ∈ k[ξ] and irreducible polynomial. Then

the band object W = B
(
(w, ρ),m, π) with (w, ρ) =↽ yp ∼ xp

ν
⇁ is indecomposable.

Similarly, the string object S(w, ρ) with (w, ρ) = yp ∼ xp
ν
− yp ∼ xp

ν
− · · ·

ν
− yp ∼ xp︸ ︷︷ ︸

m times

is

indecomposable as well.

Proof. Let W be an object as above. It is sufficient to show that the endomorphism algebra
Λ := EndX(W ) is local. To prove this, observe that tΛ ⊆ rad(Λ) and Λ/tΛ = k[ξ]/(πm)
(where π = ξ is the string case). �

Lemma 14.25. For any band datum
(
(w, ρ),m, π) and l ∈ Z we have an isomorphism

B
(
(w, ρ),m, π

) ∼= B
(
(w(l), ρ(l)),m, π

)
,

where (w(l), ρ(l)) is the rotation of (w, ρ) by l positions. In particular, we may always
achieve that the decoration of the exceptional edge takes the maximal value among all ρ(ı)
for ı ∈ τ(w+).

Proof. It is a straightforward linear algebra argument. �

Now we have all ingredients to state and prove the main theorem of this section.

Theorem 14.26. Let X be a decorated chessboard as above.

(1) The string objects S(w, ρ) and band objects B
(
(w, ρ),m, π

)
are indecomposable.

(2) Moreover, any indecomposable object of Rep(X) is isomorphic to some string or
band object.

(3) We have: B
(
(w, ρ),m, π

)
6∼= S(w̌, ρ̌) for any band datum ((w, ρ),m, π

)
and string

datum (w̌, ρ̌).
(4) Fixing the conventions (14.6) and (14.7) (any X–word starts with a column ele-

ment) we also get:
(a) S(w, ρ) ∼= S(w′, ρ′) if and only if (w, ρ) = (w′, ρ′).
(b) B

(
(w, ρ),m, π

) ∼= B
(
(w̃, ρ̃), m̃, π̃

)
if and only if (π,m) = (π̃, m̃) and (w, ρ) is

a rotation of (w̃, ρ̃).
(5) A decomposition of an object of Rep(X) into a direct sum of indecomposable ob-

jects is unique up to a permutation and automorphisms of indecomposable direct
summands.
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Proof. The main ingredients are provided by Propositions 14.20 and 14.22.

(1). Let W be either band or string object. According to Lemma 14.24, the band object

B
(
(w, ρ),m, π

)
with (w, ρ) =↽ yp ∼ xp

ν
⇁ is indecomposable for any p ∈ N, ν ∈

Z. In all other cases, W belongs to some subcategory Rep≤(p,q)
(
X(ν)

)
(with p 6= q) or

Rep≤(p,p),◦(X(ν)
)
, for some ν ∈ Z. We assume that (Wpq)� 6= 0. Recall that we have

constructed representation equivalences

• R = Rpq : Rep≤(p,q)
(
X(ν)

)
−→ Rep((p,q),ν)

(
X̌(ν)

)
and

• R = Rpp : Rep≤(p,p),◦(X(ν)
)
−→ Rep((p,p),ν)

(
X̌(ν)

)
.

Then the following key property is true:

(14.8) R
(
B
(
(w, ρ),m, π)

)
∼= B

(
(w̌, ρ̌),m, π) and R

(
S(w, ρ)

) ∼= S(w̌, ρ̌),

where (w, ρ) and (w̌, ρ̌) are related by the following rules.

• In the case p 6= q replace, x
(2)
q by xq, y

(2)
p by yp and every fragment u

α
− y

(1)
p ∼

x
(1)
q

β
− v in (w̌, ρ̌) by u

α
− yp ∼ xp

ν
− yq ∼ xq

β
− v to get (w, ρ).

• In the case p = q, replace every fragment u
α
− y

(l)
p ∼ x

(l)
p

β
− v in (w̌, ρ̌) by

u
α
− yp ∼ xp

ν
− · · ·

ν
− yp ∼ xp︸ ︷︷ ︸

l times

β
− v to get (w, ρ).

In the case of bands, we use Lemma 14.25 to move the Frobenius block F from the matrix
Wpp (if necessary). Now, the indecomposability of bands and strings follow from Lemma
14.24 and formula (14.8) by induction on the size of the matrix.

(2). Let W ∈ Rep(X) be an indecomposable object, ν = val(W ) and (p, q) ∈ N2 are such

that the block Wpq is minimal. Assume first that p = q and (Wpq)� is not nilpotent.
Then W must contain some band B

(
(w, ρ),m, π

)
as a direct summand, where (w, ρ) =↽

yp ∼ xp
ν
⇁ . According to Lemma 14.24, the latter object is indecomposable, hence W

coincides with it. Otherwise, consider the reduction functor Rpq. The result follows from
the formulae (14.8) by induction.

(3) and (4). These parts follow from the formulae (14.8) and the fact that the reduction
functor R is a representation equivalence.

(5) The Krull–Schmidt property follows from the observation that the endomorphism
algebra of an indecomposable object of Rep(X) is local, see [7, Chapter I.3.6]. �

Finally, it remains to observe that Theorem 14.3 is a special case of Theorem 14.26.
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[41] P. Gabriel, Des catégories abéliennes, Bull. Soc. Math. France 90 (1962), 323–448.
[42] L. Galinat, Orlov’s Equivalence and Maximal Cohen–Macaulay Modules over the Cone of an Elliptic

Curve, arXiv:1302.1383, to appear in Math. Nachrichten.
[43] F. Gantmacher, The theory of matrices, vol. 1, Providence, AMS Chelsea Publishing (1998).
[44] G. Gonzalez–Sprinberg and J.-L. Verdier, Construction géométrique de la correspondance de McKay,
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tation of Algebras and Vector Bundles, Lecture Notes Math. 1273 (1987), 150-155.
[58] H. Knörrer, Cohen–Macaulay modules on hypersurface singularities I, Invent. Math 88 (1987), no.

1, 153–164.
[59] M. Kontsevich, Homological algebra of mirror symmetry Proceedings of the International Congress of
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