Filippo Gazzola
Hans-Christoph Grunau
Guido Sweers

Polyharmonic boundary value
problems




Filippo Gazzola
Hans-Christoph Grunau
Guido Sweers

Polyharmonic boundary value
problems

A monograph on positivity preserving and
nonlinear higher order elliptic equations in
bounded domains

December 16, 2009



Dedicated to our wives Chiara, Brigitte and Barbara.

The cover figure displays the solution of A%u = f in a rectangle with homogeneous
Dirichlet boundary condition for a nonnegative function f with its support concen-
trated near a point on the left hand side. The dark part shows the region where u < 0.



Preface

Linear elliptic equations arise in several models describing various phenomena in
the applied sciences, the most famous being the second order stationary heat equa-
tion or, equivalently, the membrane equation. For this intensively well-studied linear
problem there are two main lines of results. The first line consists of existence and
regularity results. Usually the solution exists and “gains two orders of differenti-
ation” with respect to the source term. The second line contains comparison type
results, namely the property that a positive source term implies that the solution
is positive under suitable side constraints such as homogeneous Dirichlet bound-
ary conditions. This property is often also called positivity preserving or, simply,
maximum principle. These kinds of results hold for general second order elliptic
problems, see the books by Gilbarg-Trudinger [197] and Protter-Weinberger [346].
For linear higher order elliptic problems the existence and regularity type results re-
main, as one may say, in their full generality whereas comparison type results may
fail. Here and in the sequel “higher order” means order at least four.

Most interesting models, however, are nonlinear. By now, the theory of second
order elliptic problems is quite well developed for semilinear, quasilinear and even
for some fully nonlinear problems. If one looks closely at the tools being used in
the proofs, then one finds that many results benefit in some way from the positivity
preserving property. Techniques based on Harnack’s inequality, De Giorgi-Nash-
Moser’s iteration, viscosity solutions etc., all use suitable versions of a maximum
principle. This is a crucial distinction from higher order problems for which there is
no obvious positivity preserving property. A further crucial tool related to the max-
imum principle and intensively used for second order problems is the truncation
method, introduced by Stampacchia. This method is helpful in regularity theory, in
properties of first order Sobolev spaces and in several geometric arguments, such
as the moving planes technique which proves symmetry of solutions by reflection.
Also the truncation (or reflection) method fails for higher order problems. For in-
stance, the modulus of a function belonging to a second order Sobolev space may
not belong to the same space. The failure of maximum principles and of truncation
methods, one could say, are the main reasons why the theory of nonlinear higher
order elliptic equations is by far less developed than the theory of analogous second
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order equations. On the other hand, in view of many applications and increasing in-
terest especially in the last twenty years, one should try to develop new tools suitable
for higher order problems involving polyharmonic operators.

The simple example of the two functions x — %|x|> shows that already for the bi-
harmonic operator the standard maximum principle fails. Nevertheless, taking also
boundary conditions into account could yield comparison or positivity preserving
properties and indeed, in certain special situations, such behaviour can be observed.
It is one goal of the present exposition to describe situations where positivity pre-
serving properties hold true or fail, respectively, and to explain how we have tackled
the main difficulties related to the lack of a general comparison principle. In the
present book we also show that in many higher order problems positivity preserving
“almost” occurs. By this we mean that the solution to a problem inherits the sign
of the data, except for some small contribution. By the experience from the present
work, we hope that suitable techniques may be developed in order to obtain results
quite analogous to the second order situation. Many recent higher order results give
support to this hope.

A further goal of the present book is to collect some of those problems, where the
authors were particularly involved, and to explain by which new methods one can
replace second order techniques. In particular, to overcome the failure of the maxi-
mum principle and of the truncation method several ad hoc ideas will be introduced.

Let us now explain in some detail the subjects we address within this book.

Linear higher order elliptic problems

The polyharmonic operator (—A )™ is the prototype of an elliptic operator L of order
2m, but with respect to linear questions, much more general operators can be con-
sidered. A general theory for boundary value problems for linear elliptic operators
L of order 2m was developed by Agmon-Douglis-Nirenberg [4} 1516, [148]]. Although
the material is quite technical, it turns out that the Schauder theory as well as the
LP-theory can be developed to a large extent analogously to second order equations.
The only exception are maximum modulus estimates which, for linear higher order
problems, are much more restrictive than for second order problems. We provide a
summary of the main results which hopefully will prove to be sufficiently wide to
be useful for anybody who needs to refer to linear estimates or existence results.
The main properties of higher — at least second — order Sobolev spaces will be
recalled. Since more orders of differentiation are involved, several different equiv-
alent norms are available in these spaces. A crucial role in the choice of the norm
is played by the regularity of the boundary. For the second order Dirichlet problem
for the Poisson equation a nonsmooth boundary leads to technical difficulties but,
due to the maximum principle, there is an inherent stability so that, when approxi-
mating nonsmooth domains by smooth domains, one recovers most of the features
for domains with smooth boundary, see [46]. For Neumann boundary conditions
the situation is more complicated in domains with rather wild boundaries, although



Preface vii

even for polygonal boundaries they do not show spectacular changes. For higher
order boundary value problems some peculiar phenomena occur. For instance, the
so-called Babuska and Sapondzyan paradoxes [28}357]] forces one to be very care-
ful in the choice of the norm in second order Sobolev spaces since some boundary
value problems strongly depend on the regularity of the boundary. This phenomenon
and its consequences will be studied in some detail.

Positivity in higher order elliptic problems

As long as existence and regularity results are concerned, the theory of linear higher
order problems is already quite well developed as explained above. This is no longer
true as soon as qualitative properties of the solution related to the source term are
investigated. For instance, if we consider the clamped plate equation

A’u=f inQ
’ 1
{u—g"‘,OOH(?.Q, ©.1)
the “simplest question” seems to find out whether the positivity of the datum implies
the positivity of the solution, Or, physically speaking,

does upwards pushing of a clamped plate yield upwards bending?

Equivalently, one may ask whether the corresponding Green function G is positive.
In some special cases, the answer is “yes”, while it is “no” in general. However,
in numerical experiments, it appears very difficult to display the negative part and
heuristically, one feels that the negative part of G — if present at all — is small in a
suitable sense compared with the “dominating” positive part. We discuss not only
the cases where one has positive Green functions and develop a perturbation theory
of positivity, but we shall also discuss systematically under which conditions one
may expect the negative part of the Green function to be small. We expect such
smallness results to have some impact on future developments in the theory of non-
linear higher order elliptic boundary value problems.

Boundary conditions

For second order elliptic equations one usually extensively studies the case of
Dirichlet boundary conditions because other boundary conditions do not exhibit
too different behaviours. For the biharmonic equation A%« = f in a bounded do-
main of R” it is not at all obvious which boundary condition would serve as a role
model. Then a good approach is to focus on some boundary conditions that describe
physically relevant situations. We consider a simplified energy functional and de-
rive its Euler-Lagrange equation including the corresponding natural boundary con-
ditions. We start with the linearised model for the beam. From a physical point of
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view, as long as the fourth order planar equation is considered, the most interest-
ing seem to be not only the Dirichlet boundary conditions but also the Navier or
Steklov boundary conditions. The Dirichlet conditions correspond to the clamped
plate model whereas Navier and Steklov conditions correspond to the hinged plate
model, either by neglecting or considering the contribution of the curvature of the
boundary. Each one of these boundary conditions requires the unknown function
to vanish on the boundary, the difference being on the second boundary condition.
These three boundary conditions have their own features and none of them may be
thought to play the model role. We discuss all of them and emphasise their own pe-
culiarities with respect to the comparison principles, to their variational formulation
and to solvability of related nonlinear problems.

Eigenvalue problems

For second order problems, such as the Dirichlet problem for the Laplace operator,
one has not only the existence of infinitely many eigenvalues but also the simplicity
and the one sign property of the first eigenfunction. For the biharmonic Dirichlet
problem, this property is true in a ball but it is false in general. Again, a crucial role
is played by the sign of the corresponding Green function. Concerning the isoperi-
metric properties of the first eigenvalue of the Dirichlet-Laplacian, the Faber-Krahn
[162, 253) [254] result states that, among domains having the same finite volume it
attains its minimum when the domain is a ball. A similar result was conjectured to
hold for the biharmonic operator under homogeneous Dirichlet boundary conditions
by Lord Rayleigh [350] in 1894. Although this statement has been proved only in
domains of dimensions n = 2,3, it is the common feeling that it should be true in
any dimension. The minimisation of the first Steklov eigenvalue appears to be less
obvious. And, indeed, we will see that a Faber-Krahn type result does not hold in
this case.

Semilinear equations

Among nonlinear problems for higher order elliptic equations one may just mention
models for thin elastic plates, stationary surface diffusion flow, the Paneitz-Branson
equation and the Willmore equation as frequently studied. In membrane biophysics
the Willmore equation is also known as Helfrich model [227]]. Moreover, several
results concerning semilinear equations with power type nonlinear sources are also
extremely useful in order to understand interesting phenomena in functional analysis
such as the failure of compactness in the critical Sobolev embedding and in related
inequalities.

One further motivation to study nonlinear higher order elliptic reaction-diffusion
type equations like
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(=A)"u= f(u) (*)

in bounded domains is to understand whether the results available in the simplest
case m = 1 can also be proved for any m, or whether the results for m = 1 are special,
in particular as far as positivity and the use of maximum principles are concerned.
The differential equation (x) is complemented with suitable boundary conditions. As
already mentioned above, if m = n = 2, equation (x) may be considered as a non-
linear plate equation for plates subject to nonlinear feedback forces, one may think
e.g. of suspension bridges. In this case, (*) may also be interpreted as a reaction-
diffusion equation, where the diffusion operator A? refers to (linearised) surface
diffusion.

The first part of Chapter [/|is devoted to the proof of symmetry results for pos-
itive solutions to (x) in the ball under Dirichlet boundary conditions. As already
mentioned, truncation and reflection methods do not apply to higher order problems
so that a suitable generalisation of the moving planes technique is needed here.

Equation () deserves a particular attention when f(u) has a power-type be-
haviour. In this case, a crucial role is played by the critical power s = (n+2m)/(n—
2m) which corresponds to the critical (Sobolev) exponent which appears whenever
n > 2m. Indeed, subcritical problems in bounded domains enjoy compactness prop-
erties as a consequence of the Rellich-Kondrachov embedding theorem. But com-
pactness is lacking when the critical growth is attained and by means of Pohozaev-
type identities, this gives rise to many interesting phenomena. The existence theory
can be developed similarly to the second order case m = 1 while it becomes im-
mediately quite difficult to prove positivity or nonexistence of certain solutions.
Nonexistence phenomena are related to so-called critical dimensions introduced by
Pucci-Serrin [347,1348]. They formulated an interesting conjecture concerning these
critical dimensions. We give a proof of a relaxed form of it in Chapter [7] We also
give a functional analytic interpretation of these nonexistence results, which is re-
flected in the possibility of adding L>~remainder terms in Sobolev inequalities with
critical exponent and optimal constants. Moreover, the influence of topological and
geometrical properties of £2 on the solvability of the equation is investigated. Also
applications to conformal geometry, such as the Paneitz-Branson equation, involve
the critical Sobolev exponent since the corresponding semilinear equation enjoys
a conformal covariance property. In this context a key role is played by a fourth
order curvature invariant, the so-called Q-curvature. Our book does not aim at giv-
ing an overview of this rapidly developing subject. For this purpose we refer to the
monographs of Chang [89] and Druet-Hebey-Robert [149]. We want to put a spot
on some special aspects of such kind of equations. First, we consider the question
whether in suitable domains in euclidean space it is possible to change the euclidean
background metric conformally into a metric which has strictly positive constant Q-
curvature, while at the same time, certain geometric quantities vanish on the bound-
ary. Secondly, we study a phenomenon of nonuniqueness of complete metrics in hy-
perbolic space, all being conformal to the Poincaré-metric and all having the same
constant Q-curvature. This result is in strict contrast with the corresponding problem
involving constant negative scalar curvature.
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We conclude the discussion of semilinear elliptic problems with some obser-
vations on fourth order problems with supercritical growth. Corresponding second
order results heavily rely on the use of maximum principles and constructions of
many refined auxiliary functions having some sub- or supersolution property. Such
techniques are not available at all for the fourth order problems. In symmetric situa-
tions, however, they could be replaced by different tools so that many of the results
being well established for second order equations do indeed carry over to the fourth
order ones.

A Dirichlet problem for Willmore surfaces of revolution

A frame invariant modeling of elastic deformations of surfaces like thin plates or
biological membranes gives rise to variational integrals involving curvature and area
terms. A special case is the Willmore functional

/ szco,
-

which up to a boundary term is conformally invariant. Here H denotes the mean
curvature of the surface I" in R3. Critical points of this functional are called
Willmore surfaces, the corresponding Euler-Lagrange equation is the so-called
Willmore equation. It is quasilinear, of fourth order and elliptic. While a num-
ber of beautiful results have been recently found for closed surfaces, see e.g.
[35L1156L 12621263 264} 371], only little is known so far about boundary value prob-
lems since the difficulties mentioned earlier being typical for fourth order problems
due to a lack of maximum principles add here to the difficulty that the ellipticity
of the equation is not uniform. The latter reflects the geometric nature of the equa-
tion and gives rise e.g. to the problem that minimising sequences for the Willmore
functional are in general not bounded in the Sobolev space H>. In this book we
confine ourselves to a very special situation, namely the Dirichlet problem for sym-
metric Willmore surfaces of revolution. Here, by means of some refined geometric
constructions, we succeed in considering minimising sequences of the Willmore
functional subject to Dirichlet boundary conditions and with suitable additional C'-
properties thereby gaining weak H?- and strong C!-compactness. We expect the
theory of boundary value problems for Willmore surfaces to develop rapidly and
consider this chapter as one contribution to outline directions of possible future re-
search in quasilinear geometric fourth order equations.
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Chapter 1
Models of higher order

The goal of this chapter is to explain in some detail which models and equations
are considered in this book and to provide some background information and com-
ments on the interplay between the various problems. Our motivation arises on the
one hand from equations in continuum mechanics, biophysics or differential geom-
etry and on the other hand from basic questions in the theory of partial differential
equations.

In Section[I.1] after providing a few historical and bibliographical facts, we recall
the derivation of several linear boundary value problems for the plate equation. In
Section [I.8| we come back to this issue of modeling thin elastic plates where the full
nonlinear differential geometric expressions are taken into account. As a particular
case we concentrate on the Willmore functional, which models the pure bending en-
ergy in terms of the squared mean curvature of the elastic surface. The other sections
are mainly devoted to outlining the contents of the present book. In Sections [T.2}
[T.4]we introduce some basic and still partially open questions concerning qualitative
properties of solutions of various linear boundary value problems for the linear plate
equation and related eigenvalue problems. Particular emphasis is laid on positivity
and — more generally — “almost positivity” issues. A significant part of the present
book is devoted to semilinear problems involving the biharmonic or polyharmonic
operator as principal part. Section [[.3] gives some geometric background and moti-
vation, while in Sections and semilinear problems are put into a context of
contributing to a theory of nonlinear higher order problems.

1.1 Classical problems from elasticity

Around 1800 the physicist Chladni was touring Europe and showing, among other
things, the nodal line patterns of vibrating plates. Jacob Bernoulli II tried to model

o 4 4 .
these vibrations by the fourth order operator % + 574 [I54]]. His model was not

accepted, since it is not rotationally symmetric and it failed to reproduce the nodal
line patterns of Chladni. The first use of A2 for the modeling of an elastic plate
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is attributed to a correction of Lagrange of a manuscript by Sophie Germain from
1811.

For historical details we refer to 79,1249, 1324} [397]. For a more elaborate history
of the biharmonic problem and the relation with elasticity from an engineering point
of view one may consult a survey of Meleshko [299]]. This last paper also contains a
large bibliography so far as the mechanical engineers are interested. Mathematically
interesting questions came up around 1900 when Almansi 8, [9], Boggio [62| 163]]
and Hadamard [221] [222]] addressed existence and positivity questions.

In order to have physically meaningful and mathematically well-posed problems
the plate equation A%u = f has to be complemented with prescribing a suitable set
of boundary data. The most commonly studied boundary value problems for second
order elliptic equations are named Dirichlet, Neumann and Robin. These three types
appear since they have a physical meaning. For fourth order differential equations
such as the plate equation the variety of possible boundary conditions is much larger.
We will shortly address some of those that are physically relevant. Most of this book
will be focussed on the so-called clamped case which is again referred to by the
name of Dirichlet. An early derivation of appropriate boundary conditions can be
found in a paper by Friedrichs [[173]]. See also [58}141]]. The following derivation is
taken from [387].

1.1.1 The static loading of a slender beam

If u(x) denotes the deviation from the equilibrium of the idealised one-dimensional
beam at the point x and p(x) is the density of the lateral load at x, then the elastic
energy stored in the bending beam due to the deformation consists of terms that
can be described by bending and by stretching. This stretching occurs when the
horizontal position of the beam is fixed at both endpoints. Assuming that the elastic
force is proportional to the increase of length, the potential energy density for the
beam fixed at height O at the endpoints a and b would be

JS,(u):/f( 1+u/(x)2—1) dx.

For a string one neglects the bending and, by adding a force density p, one finds

J(u) = Lb (\/ 1+u'(x)2—1 —p(x)u(x)) dx.

For a thin beam one assumes that the energy density stored by bending the beam is
proportional to the square of the curvature:

" 2
Top(u) :/ah(u(x)zfy/1+u’(x)2dx. (1.1)

1+ 4/ (x)
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Formula for Jg, highlights the curvature and the arclength. A two-dimensional
analogue of this functional is the Willmore functional, which is discussed below in
Section[I.8] Note that the functional Jg, does not include a term that corresponds to
an increase in the length of the beam which would occur if the ends are fixed and
the beam would bend. That is, the function in H> N H{ (a,b) minimising Jy, (1) —
fab pu dx should be an approximation for the so-called supported beam which is
free to move in horizontal directions at its endpoints.

For small deformations of a beam an approximation that takes care of stretching,
bending and a force density would be

_ b 1..n 2 c. ./ 2
I = [ (36 50/ (6 = p(0u() dix,

where ¢ > 0 represents the initial tension of the beam which is also fixed horizontally
at the endpoints.

The linear Euler-Lagrange equation that arises from this situation contains both
second and fourth order terms:

" —cu’ =p. (1.2)

If one lets the beam move freely at the boundary points (and in the case of zero initial
tension), one arrives at the simplest fourth order equation u”” = p. This differential
equation may be complemented with several boundary conditions.

_— 0 e, =

Fig. 1.1 The depicted boundary condition for the left endpoints of these four beams is “clamped”.
The boundary conditions for the right endpoints are respectively “hinged” and “simply supported”
on the left; on the right one finds “free” and one that allows vertical displacement but fixes the
derivative by a sliding mechanism.

The mathematical formulation that corresponds to the boundary conditions in
Figure[T.T]are as follows:

e Clamped: u(a) =0=u'(a), also known as homogeneous Dirichlet boundary con-
ditions.

e Hinged: u(b) = 0=u"(b), also known as homogeneous Navier boundary condi-
tions. This is not a real hinged situation since the vertical position is fixed but the
beam is allowed to slide in the hinge itself.

e Simply supported: max (u(b),0)u”’ (b) = 0 = u”(b). In applications, when the
force is directed downwards, this boundary condition simplifies to the hinged
one u(b) = 0 = u”(b). However, when upward forces are present it might happen
that u(b) > 0 and then the natural boundary condition u”(b) = 0 appears.
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o Free: u” (b) =0=1u"(b).
e Free vertical sliding but with fixed derivative: u'(b) = u”'(b) = 0.

The second and third order derivatives appear as natural boundary conditions by
the derivation of the strong Euler-Lagrange equations.

If the beam would be moving in an elastic medium, then, again for small devia-
tions one adds a further term to J and finds

J(u) = /ab (%(u”)2 +7 u? — pu) dx.

"

This leads to the Euler-Lagrange equation u"" 4 yu = p.

Also a suspension bridge may be seen as a beam of given length L, with hinged
ends and whose downward deflection is measured by a function u(x,?) subject to
three forces. These forces can be summarised as the stays holding the bridge up as
nonlinear springs with spring constant k, the constant weight per unit length of the
bridge W pushing it down, and the external forcing term f(x,). This leads to the
equation

{utt+yuxxxxku++w+f(x7[)a (1 3)

u(0,2) = u(L,t) = uy(0,1) = uye(L,2) =0,

where 7 is a physical constant depending on the beam, Young’s modulus, and the
second moment of inertia. The model leading to is taken from the survey papers
[270, 295].

The famous collapse of the Tacoma Narrows Bridge, see [16, 61], was the con-
sequence of a torsional oscillation. McKenna [295| p. 106] explains this fact as fol-
lows.

A large vertical motion had built up, there was a small push in the torsional direction to
break symmetry, the instability occurred, and small aerodynamic torsional periodic forces
were sufficient to maintain the large periodic torsional motions.

For this reason, a major role is played by travelling waves. If one neglects the
effect of external forces and normalises all the constants, then (T.3])) becomes

Ut + Uy = —u T + 1. (1.4)

In order to find travelling waves, one seeks solutions of (1.4) for (x,z) € R? of the
kind u(x,t) = 1 +y(x — ct) where ¢ > 0 denotes the speed of propagation. Hence,
the function y satisfies the fourth order ordinary differential equation

y////+C2y//+(y+1)+—1:0 inR.

This is a nonlinear version of @ We refer to the papers [270l 2711295297, 1298]
and references therein for variants of these equations and for a number of results
and open problems related to suspension bridges.



1.1 Classical problems from elasticity 5

1.1.2 The Kirchhoff-Love model for a thin plate

As for the beam we assume that the plate, the vertical projection of which is the
planar region 2 C R, is free to move horizontally at the boundary. Then a simple
model for the elastic energy is

J(u) = /Q (% (Au)2 +(1-o0) (u)zcy — uxxuyy) —f u) dxdy, (1.5)

where f is the external vertical load. Again u is the deflection of the plate in ver-
tical direction and, as above for the beam, first order derivatives are left out which
indicates that the plate is free to move horizontally.

This modern variational formulation appears already in [[173]], while a discussion
for a boundary value problem for a thin elastic plate in a somehow old fashioned
notation is made already by Kirchhoff [249]. See also the two papers of Birman
[57, 58]}, the books by Mikhlin [303, §30], Destuynder-Salaun [[141], Ciarlet [102],
or the article [[L03]] for the clamped case.

In o is the Poisson ratio, which is defined by o = ﬁ with the so-called
Lamé constants A, i that depend on the material. For physical reasons it holds that
u>0and wusually A > 0sothat 0 <o < % Moreover, it always holds true that
o > —1 although some exotic materials have a negative Poisson ratio, see [2635].
For metals the value o lies around 0.3 (see [280, p. 105]). One should observe that
for 6 > —1, the quadratic part of the functional (I.5)) is always positive.

For small deformations the terms in (I.5) are taken as approximations being
purely quadratic with respect to the second derivatives of u of respectively twice
the squared mean curvature and the Gaussian curvature supplied with the factor
o — 1. For those small deformations one finds

LAu) +(1-0) (43, — tityy) = 1 (1 +12)> = (1 - 0) ki k2
=ik +oKiK+1K3,
where ki, k» are the principal curvatures of the graph of u. Variational integrals
avoiding such approximations and involving the original expressions for the mean
and the Gaussian curvature are considered in Section and lead as a special case
to the Willmore functional.

Which are the appropriate boundary conditions? For the clamped and hinged
boundary condition the natural settings, that is the Hilbert spaces for these two sit-
uations, are respectively H = H3(Q) and H = H> N H} (€2). Minimising the energy
functional leads to the weak Euler-Lagrange equation (dJ(u),v) = 0, that is

/ (AudAv+ (1 —0) (2uxyVxy — UrxVyy — UyyVix) — f V) dxdy =0 (1.6)
Q
for all v € H. Let us assume both that minimisers u lie in H*(£2) and that the exterior

normal v = (v}, v,) and the corresponding tangential T = (71, 72) = (—V2,V)) are
well-defined. Then an integration by parts of (I.6) leads to



6 1 Models of higher order

d
_ 2. _
Of/ﬂ(A u f) vdxdy +/a.o (8VAM) vds
d
+(176)/m ((vlz—vzz) uxyfvlvz(uxx—uyy)) EVdS

+/{m (Au+ (1= ) (2viVattyy — Vitge — Vi) ) %v ds.  (1.7)

e Following [141] let us split the boundary d€ in a clamped part I, a hinged

part I7 and a free part I; = dQ\ (IgUI;), which are all assumed to be smooth.

Moreover, to keep our derivation simple, we assume that I has empty relative

boundary in d€, i.e. it is a union of connected components of d.Q.

On I one has u = u, = 0. The type of boundary conditions on I are generally

referred to as homogeneous Dirichlet.

On I one has u = 0 and may rewrite the second boundary condition that appears

from (1.7) as

Au+ (1= 0) (2uy Vi Vs — V3 — Uy Vi)
= 0Au+(1—-0) 2uyVviva+ Uy Vi + uyyvzz)
= GAM+ (1 - G) Uyy = 0O (Mvv + Kuv) + (1 — G) Uyy
= Uuyy +0Kuy = Au—(1—0) Kuy. (1.8)
Here «x is the curvature of the boundary. We use the sign convention that k¥ > 0
for convex boundary parts and k < 0 for concave boundary parts.

On I3, which we recall to have empty relative boundary in €, an integration by
parts along the boundary shows

5 d
J; (avAu) vast (1=0) [ (7= V3) = vava ) ) Tvds
d
_—/Fz(l—c) (”rrv"’avAu> vds.

Summarising, on domains with smooth I, I;,I5 one finds the following bound-
ary value problem:

Au=f in Q,
”:%: on Iy,
u:Au—(l—G)Kg—t:O onIj,

GAu+(1—0)uyy = (1—6)urey + L Au=0onI.

The differential equation A%y = f is called the Kirchhoff-Love model for the
vertical deflection of a thin elastic plate.
e The clamped plate equation, i.e. the pure Dirichlet case when dQ = Iy, is as

follows:
{ A’u=f inQ,

u:%:OOn&Q. (1.9)
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Notice that o does not play any role for clamped boundary conditions. In this
case, after an integration by parts like in (I.7)), the elastic energy (I.5) becomes

J(u) :'/Q (%(Au)z—fu) dx

and this functional has to be minimised over the space H3 ().
e The physically relevant boundary value problem for the pure hinged case when
0Q = I reads as

2 _ .
{A u=7f in Q, (1.10)

u=Au—(1-0)xk% =00ndQ.

See [[141} I1.18 on p. 42]. These boundary conditions are named after Steklov due
the first appearance in [379]. In this case, with an integration by parts like in (1.7)
and arguing as in (I.8), the elastic energy (I.3)) becomes

J(u)z/Q (3 (au?~ru) dx—l_TG/m ki do; (111)

for details see the proof of Corollary [5.23] This functional has to be minimised
over the space H> N HY(Q).

e On straight boundary parts k¥ = 0 holds and the second boundary condition in
simplifies to Au = 0 on dQ. The corresponding boundary value problem

Au=f inQ,
{u:Au:Oon&Q7 (1.12)

is in general referred to as the one with homogeneous Navier boundary condi-

tions, see [[141} I1.15 on p. 41]. On polygonal domains one might naively expect

that (I.10) simplifies to (I.I2)). Unless ¢ = I this is an erroneous conclusion and
Jdu

instead of k57, one should introduce a Dirac-6-type contribution at the corners.

See Section 2.7 and [293].

1.1.3 Decomposition into second order systems

Note that the combination of the boundary conditions in (1.12)) or (1.10) allows for
rewriting these fourth order problems as a second order system

—Au=w and —Aw=f in Q,
{ u=0 and w=0 ondQ, (1.13)
respectively
—Au=w and —Aw=f in Q,
{ u=>0 and W:—(l_G)K% Ol'la.Q, (114)
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The boundary value problems in (1.13) can be solved consecutively. Indeed, for
smooth domains the solution u coincides with the minimiser in H> N H(% (Q) of

J(u):/g (%(Au)z—fu) dx. (1.15)

For domains with corners this is not necessarily true. For a reentrant corner a phe-
nomenon may occur that was first noticed by Sapondzyan, see Section [T.4.1] and
Example[2.33

A splitting into a system of two consecutively solvable second order boundary
value problems is not possible for (I.14). Nevertheless, for convex domains we have
k > 0 and this fact turns (I.14) into a cooperative second order system for which
some of the techniques for second order equations apply. “Cooperative” means that
the coupling supports the sign properties of the single equations. Cooperative sys-
tems of second order boundary value problems are well-studied in the literature and
will not be addressed in this monograph.

A more intricate situation occurs for the clamped case where a similar approach
to split the fourth order problem into a system of second order equations results in

{ —Au=w and —Aw=f inQ, (1.16)

u:%u:O and — on dQ.

For most questions such a splitting has not yet appeared to be very helpful. The first
boundary value problem has too many boundary conditions, the second one none at
all. Techniques for second order equations, however, can be used e.g. in numerical
approximations, when the problem is put as follows. Find stationary points (&, w) €
H} (2)x H' () of

1
F(u,w):/ (Vu~Vw—fu—2w2) dx. (1.17)
Q
The weak Euler-Lagrange equation becomes

<dF(u,w),(<p7w)>=/Q(Vu-Vw+V<p-Vw—f<p—ww)dxzo (1.18)

for all (@, y) € H} (2) x H' (Q). Assuming u,w € H? (), an integration by parts
gives

d
/ —u l[/da)+/ (—Au—w) l;/der/ (—Aw—f) @ dx=0.
20 dv Q Q

Testing with (¢, y) € H} () x H' () we findu € H3 (2), —Au=w and —Aw =
f, thereby recovering (I.16) as Euler-Lagrange-equation for the functional F in
(1.17).

The formulation in (I.I8) can be used to construct approximate solutions using
piecewise linear finite elements instead of the C!»' elements that are necessary for
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functionals containing second order derivatives. For smooth domains one may show
that the stationary points of (I.15)) and (I.17) coincide. For nonsmooth domains sim-
ilar phenomena like the Babuska paradox might appear, which is described below

in Section[T.4.2] see also Section[2.7]

1.2 The Boggio-Hadamard conjecture for a clamped plate

Since maximum principles do not only allow for proving nice results on geometric
properties of solutions of second order elliptic problems but are also extremely im-
portant technical tools in this field, one might wonder in how far such results still
hold in higher order boundary value problems. First of all it is an obvious remark
that a general maximum principle can no longer be true. The biharmonic functions
x — %|x|? have a strict global minimum or maximum respectively in any domain
containing the origin. On the other hand, it may be reasonable to ask for positivity
preserving properties of boundary value problems, i.e. whether positive data yield
positive solutions. In physical terms this question may be rephrased as follows:

Does upwards pushing of a plate yield upwards bending?

The answer, of course, depends on the model considered and on the imposed
boundary conditions. For instance, in the Dirichlet problem for the plate equation

Au=f in Q,
1.19
u:a—C:O ondQ, (1.19)

there is — at least no obvious way — to take advantage of second order comparison
principles and in this sense, it may be considered as the prototype of a “real” fourth
order boundary value problem. On the other hand, the plate equation complemented
with Navier boundary conditions can be written as a system of two second
order boundary value problems and enjoys a sort of comparison principle. In par-
ticular, under these conditions it is obvious that f > 0 implies that u > 0. However,
when adding lower order perturbations, the case of a so-called noncooperative cou-
pling may occur and this simple argument breaks down. In this case, the positivity
issue becomes quite involved also under Navier boundary conditions, see e.g. [309].

A significant part of the present book will be devoted to discussing the following
mathematical question.

What remains true of: “f > 0 in the clamped plate boundary value problem (I_T9) implies
positivity of the solution u > 0" ?

In view of the representation formula

u(x) :/BGAZ,Q(X»y)f(Y)dy,
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one equivalently may wonder whether the corresponding Green function is positive
or even strictly positive, i.e. G52 o > 0? Lauricella ([268], 1896) found an explicit
formula for G2 ¢ in the special case of the unit disk Q = B := B;(0) C R2. Bog-
gio ([63, p. 126], 1905) generalised this formula to the Dirichlet problem for any
polyharmonic operator (—A)™ in any ball in any R” and found a particularly ele-
gant expression for the Green function, see Lemma[2.27] In case of the biharmonic
operator in the two-dimensional disk B C R2, this formula reads:

/\xfyl
1 v -1
G2 p(x,y) = - lx—y[? / %dv >0. (1.20)

X

‘M}'* =l

Positivity is here quite obvious since

2
— =y = (1= ) (1= y*) > 0.

oty
a
Almansi ([8], 1899) found an explicit construction for solving A%u = 0 with pre-
scribed boundary data for u and u, on domains Q C R? with Q = p(B) and
p: B — Q being a conformal polynomial mapping. Probably inspired by Almansi’s
result and supported by physically plausible behaviour of plates, Boggio conjec-
tured (see [2211222]) that for the clamped plate boundary value problem (I.19), the
Green function is always positive.

In 1908, Hadamard [222] already knew that this conjecture fails e.g. in annuli
with small inner radius (see also [316]). He writes that Boggio had mentioned to
him that the conjecture was meant for simply connected domains. In [222]] he also
writes:

Malgré ’absence de démonstration rigoureuse, I’exactitude de cette proposition ne parait
pas douteuse pour les aires convexes.

Accordingly the conjecture of Boggio and Hadamard may be formulated as fol-
lows:

The Green function G2 o for the clamped plate boundary value problem on convex do-
mains is positive.

Using the explicit formula from [8] for the “limacons de Pascal”, see Figure
Hadamard in [222] even claimed to have proven positivity of the Green function
G2 o When Q is such a limagon.

However, after 1949 numerous counterexamples ([107, [108, 1150} [176| 252 [2'78|,
326l 1367, 1370, 1389]]) disproved the positivity conjecture of Boggio and Hadamard.
The first result in this direction came by Duffin ([150, [152]), who showed that the
Green function changes sign on a long rectangle. A most striking example was found
by Garabedian. He could show change of sign of the Green function in ellipses with
ratio of half axes = 1.6 ([L76l], [L77, p.275]). For an elementary proof of a slightly
weaker result see [370]. Hedenmalm, Jakobsson and Shimorin [226]] mention that
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sign change occurs already in ellipses with ratio of half axes ~ 1.2. Nakai and Sario
give a construction how to extend Garabedian’s example also to higher dimen-
sions. Sign change is also proven by Coffman-Duffin in any bounded domain
containing a corner, the angle of which is not too large. Their arguments are based
on previous results by Osher and Seif [326] and cover, in particular, squares.
This means that neither in arbitrarily smooth uniformly convex nor in rather sym-
metric domains the Green function needs to be positive. Moreover, in [[120] it has
been proved that Hadamard’s claim for the limagons is not correct. Limacons are a
one-parameter family with circle and cardioid as extreme cases. For domains close
enough to the cardioid, the Green function is no longer positive. Surprisingly, the
extreme case for positivity is not convex. Hence convexity is neither sufficient nor
necessary for a positive Green function. One should observe that in one dimension
any bounded interval is a ball and so, one always has positivity there thanks to Bog-
gio’s formula.

For the history of the Boggio-Hadamard conjecture one may also see Maz’ya’s
and Shaposhnikova’s biography of Hadamard.

900w [ [ .

Fig. 1.2 Limacons vary from circle to cardioid. The fifth limagon from the left is critical for a
positive Green function.

Despite the fact that the Green function is usually sign changing, it is very hard
to find real world experiments where loss of positivity preserving can be observed.
Moreover, in all numerical experiments in smooth domains, it is very difficult to
display the negative part and heuristically, one feels that the negative part of G2
— if present at all — is small in a suitable sense compared with the “dominating”
positive part. We refine the Boggio-Hadamard conjecture as follows:

In arbitrary domains £ C R", the negative part of the biharmonic Green’s function G52
is small relative to the singular positive part. In the investigation of nonlinear problems,
the negative part is technically disturbing but it does not give rise to any substantial addi-
tional assumption in order to have existence, regularity, etc. when compared with analogous
second order problems.

The present book may be considered as a first contribution to the discussion
of this conjecture and Chapters [5] and [f] are devoted to it. Chapter ] provides the
necessary kernel estimates. Let us mention some of those results which we have
obtained so far to give support to this conjecture. For any smooth domain Q C R”
(n >2) we show that there exists a constant C = C(Q) such that for the biharmonic
Green’s function G2 o under Dirichlet boundary conditions one has the following
estimate from below:

G2 o(x,y) > —Cdist(x,0Q)* dist(y, 02).
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This means that although in general, G2 ,, has a nontrivial negative part, this be-
haves completely regular and is in this respect not affected by the singularity of the
Green’s function. Qualitatively, only its positive part is affected by its singularity.
See Theorem|[6.24]and the subsequent remarks. Moreover, in Theorems|[6.3]and[6.29]
we show that positivity in the Dirichlet problem for the biharmonic operator does
hold true not only in balls but also in smooth domains which are close to balls in
a suitably strong sense. Although being a perturbation result it is not just a conse-
quence of continuous dependence on data. The problem in proving positivity for
Green’s functions consists in gaining uniformity when their singularities approach
the boundaries.

Finally, in Section[5.4]positivity issues for the biharmonic operator under Steklov
boundary conditions are addressed. With respect to positivity it may be considered,
at least in some cases, to be intermediate between Dirichlet conditions on the one
hand and Navier boundary conditions on the other hand, see Theorems @] and

1.3 The first eigenvalue

It is well-known that for general second order elliptic Dirichlet problems the eigen-
function ¢@; that corresponds to the first eigenvalue is of one sign. In case of the
Laplacian such a result can be proven directly sticking to the variational characteri-
sation of the first eigenvalue

Vvl Vo2
A= min ” V2| dx _ “ (Plz\ dx
veri\(oy S vPdx  [l@i]*dx

by comparing || with @;. For quite general and even non-selfadjoint second order
Dirichlet problems the same result is proven by using more abstract results such as
the Krein-Rutman theorem. The first approach uses the truncation method and so,
a version of the maximum principle, while the Krein-Rutman theorem requires the
presence of a comparison principle. A simple alternative is provided by the dual
cone method of Moreau [311]]. This approach, which is explained in Section [3.1.2}
is on one hand restricted to a symmetric setting in a Hilbert space but on the other
hand, can also be applied in semilinear problems.

Considering 2 — A () in dependence of the domains £ being subject to
having all the same volume as the unit ball B C R"” one may wonder whether this
map is minimised for £2 = B. Indeed, this was proved by Faber-Krahn [162} 253|
254] and, moreover, balls of radius 1 are the only minimisers.
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1.3.1 The Dirichlet eigenvalue problem

Whenever the biharmonic operator under Dirichlet boundary conditions has a
strictly positive Green’s function, the first eigenvalue A;; is simple and the cor-
responding first eigenfunction is of fixed sign, see Section [3.1.3] Related to the first
eigenvalue is a question posed by Lord Rayleigh in 1894 in his celebrated mono-
graph [350]]. He studied the vibration of (planar) plates and conjectured that among
domains of given area, when the edges are clamped, the form of gravest pitch is
doubtless the circle, see [350, p. 382]. This corresponds to saying that

A2 1(B) <A21(R) whenever |Q| =7 (1.21)

for planar domains (n = 2). Szegd [388]] assumed that in any domain the first eigen-
function for the clamped plate has always a fixed sign and proved that this hypoth-
esis would imply the isoperimetric inequality (I.21]). The assumption that the first
eigenfunction is of fixed sign, however, is not true as Duffin pointed out. In [152],
where he explains some counterexamples, he referred to this assumption as Szegd’s
conjecture on the clamped plate. Details of these counterexamples can be found in
[153 154, [155].

Subsequently, concerning Rayleigh’s conjecture, Mohr [310] showed in 1975
that if among all domains of given area there exists a smooth minimiser for A 1
then the domain is a disk. However, he left open the question of existence. In 1981,
Talenti [392] extended Szegd’s result in two directions. He showed that the state-
ment remains true under the weaker assumption that the nodal set of the first eigen-
function ¢; of is empty or is included in {x € Q; V@, = 0}. This result holds
in any space dimension n > 2. Moreover, for general domains, instead of @]) he
showed that

Cu21(B) < A21(R2) whenever |Q2| = e,

where 0.5 < C, < 1 is a constant depending on the dimension n. These constants
were increased by Ashbaugh-Laugesen [24] who also showed that C,, — 1 as n — oo.
A complete proof of Rayleigh’s conjecture was finally obtained one century later
than the conjecture itself in a celebrated paper by Nadirashvili [[315]]. This result was
immediately extended by Ashbaugh-Benguria [22] to the case of domains in R3.
More results about the positivity of the first eigenfunction in general domains
and a proof of Rayleigh’s conjecture can be found in Chapter [3]

1.3.2 An eigenvalue problem for a buckled plate

In 1910, Th. von Karman [403]] described the large deflections and stresses produced
in a thin elastic plate subject to compressive forces along its edge by means of a sys-
tem of two fourth order elliptic quasilinear equations. For a derivation of this model
from three dimensional elasticity one may also see [[174] and references therein. An
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interesting phenomenon associated with this nonlinear model is the appearance of
“buckling”, namely the plate may deflect out of its plane when these forces reach a
certain magnitude. We also refer to more recent work in [48, [101]].

The linearisation of the von Karman equations for an elastic plate over planar
domains 2 C R? under pressure leads to the following eigenvalue problem

2. .
{A u=—UAu in Q, (1.22)

u=Au—(1-—0o)xu, =0o0ndQ.

Miersemann [301]] studied this eigenvalue problem and he was one of the first to ap-
ply the dual cone setting of Moreau [311] to a fourth order boundary value problem.
He could show that on convex C?7-domains the first eigenvalue for is simple
and that the corresponding eigenfunction is of fixed sign. The setting introduced by
Moreau will be also most convenient for a number of nonlinear problems as we shall

outline in Chapters [3and[7} see in particular Sections and
We also consider the Dirichlet eigenvalue problem

2. .
{A u=—UAu in Q, (1.23)

u=u, =0 ondQ,

related to (1.22) and where the least eigenvalue p; (£2) represents the buckling load
of a clamped plate. Inspired by Rayleigh’s conjecture (I.2I), Pélya-Szego [343]
Note F] conjectured that

W (B) < () whenever |Q| =7 (1.24)

for any bounded planar domain 2 C R?. And again, using rearrangement techniques
they proved under the assumption that the solution u to is positive, see
[343} 388]. Unfortunately, as for the clamped plate eigenvalue, this property fails
in general, for instance in the square (0,1)?, see Wieners [412]. Without imposing
this sign assumption on the first eigenfunction, Ashbaugh-Laugesen [24]] proved the
bound yu; (B) < p;(2) whenever || = & for y=10.78... which is, of course, much
weaker than (1.24).

A complete proof of is not yet known. A quite well established strategy
which could be used to prove (I.24) involves shape derivatives, see e.g. [228]. It
mainly consists in three steps.

1. In a suitable class of domains, prove the existence of a minimiser €2, for the map
Q ().

2. Prove that d€, is smooth, for instance €2, € C>7, in order to be able to compute
the derivative of Q — () and to impose that it vanishes when Q = Q,.

3. Exploit the just obtained stationarity condition, which usually gives an overde-
termined condition on d£2,, to prove that £, is a ball.

In Section we show how Item 1 has been successfully settled by Ashbaugh-
Bucur [23]] and how Item 3 has been achieved by Weinberger-Willms [415], see
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also [244} Proposition 4.4]. Therefore, for a complete proof of (1.24), “only” Item
2 is missing!

1.3.3 A Steklov eigenvalue problem

Usually, eigenvalue problems arise when one studies oscillation modes in the re-
spective time dependent problem in order to have a physically well motivated theory
and representation of solutions.

However, in what follows, a most natural motivation for considering a further
eigenvalue problem comes from a seemingly quite different mathematical question.
We explain how L>-estimates for the Dirichlet problem for harmonic functions link
with the Steklov eigenvalue problem for biharmonic functions.

Let 2 C R” be a bounded smooth domain and consider the problem

{Au:O in Q, (1.25)

u=g ondQ,

where g € L*(9Q). Tt is well-known that (1.25) admits a unique solution u €
H'2(Q) c L*(Q), see e.g. [275, Remarque 7.2, p.202] and also [237, 238] for
an extension to nonsmooth domains. One is then interested in a priori estimates,
namely in determining the sharp constant Cq such that

lull 2@y < Caligllza)-

By Fichera’s principle of duality [170] (see also Section [3.3.2)) one sees that Cq
coincides with the inverse of the first Steklov eigenvalue 0 = 6;(£2), namely the
smallest constant a such that the problem

2 . .
{A u=0 in Q, (1.26)

u=Au—auy, =0 ondQ,

admits a nontrivial solution. Notice that the “true” eigenvalue problem for the hinged
plate equation should include the curvature in the second boundary condition, see
. The map Q — () has several surprising properties which we establish
in Section By rescaling, one sees that §; (kQ) = k=!8, () for any bounded
domain Q and any k > 0 so that 6; (k) — 0 as k — oo. One is then led to seek
domains which minimise 0; under suitable constraints, the most natural one being
the volume constraint. Smith [373]] stated that, analogously to the Faber-Krahn result
[162] 2531 [254], the minimiser for §; should exist and be a ball, at least for planar
domains. But, as noticed by Kuttler and Sigillito, the argument in [373] contains a
gap. In the “Note added in proof™ in [374} p. 111], Smith writes:

Although the result is probably true, a correct proof has not yet been found.
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A few years later, Kuttler [258] proved that a (planar) square has a first Steklov
eigenvalue &;(Q) which is strictly smaller than the one of the disk having the same
measure. The estimate by Kuttler was subsequently improved in [165]. Therefore,
it is not true that 8 (Q2*) < 6;(2) where Q* denotes the spherical rearrangement
of Q. For this reason, Kuttler [258] suggested a different minimisation problem
with a perimeter constraint; in 258 Formula (11)] he conjectures that a planar disk
minimises 0; among all domains having fixed perimeter. He provides numerical ev-
idence that on rectangles his conjecture seems true, see also [259,1261]]. In Theorem
we show that also this conjecture is false and that an optimal shape for §; does
not exist under a perimeter constraint in any space dimension n > 2. In fact, under
such a constraint, the infimum of J; is zero.

The spectrum of has a nice application in functional analysis. In Section
[3.3.1] we show that the closure of the space spanned by the Steklov eigenfunctions
is the orthogonal complement of H3 () in H> N HY (Q).

1.4 Paradoxes for the hinged plate

The most common domains for plate problems that appear in engineering are poly-
gonal ones. On the straight boundary parts of a polygonal domain the hinged bound-
ary conditions lead to Navier boundary conditions (I.12). Without taking care
of a possible singularity due to “k = o” in the corners it would mean that the so-
Iution no longer depends on the Poisson ratio 6. Sapondzyan [357] noticed that
the solution one obtains by solving (I.I2) iteratively does not necessarily have a
bounded energy. Babuska noticed in [28] that the difference between (I.I0) and
(1.12) would mean that by approximating a curvilinear domain by polygons, as is
done in most finite elements methods, the approximating solutions would not con-
verge to the solution on the curvilinear domain.

Although both paradoxes are usually referred to by the name Babuska, they do
cover different phenomena as we will explain in more detail.

1.4.1 SapondZyan’s paradox by concave corners

One might expect that the problem that appeared in these paradoxes is due to a
boundary condition not being well-defined in corners. Indeed, the curvature that
appears in the boundary condition is singular and apparently leads to a §-distribution
type contribution. By adding appropriate extra terms in the corners there is some
hope to find the real solution. The situation for reentrant corners can be ‘worse’.
Due to Kondratiev [65] 251]], Maz’ya et al. [288, 289], Grisvard [199] and many
others, it is well-known that corners may lead to a loss of regularity. It is less known
that a corner may lead to multiple solutions, that is, the solution depends crucially
on the space that one chooses.
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An example where two different solutions appear naturally from two straightfor-
ward settings goes as follows. Both fourth order boundary value problems, hinged or
Steklov (I.10) as well as Navier (I.12) boundary conditions, allow a reformulation
as a coupled system, see (I.14) and (I.T3)), respectively. In the latter case, one tends
to solve by an iteration of the Green operator for the second order Poisson problem.
This approach works fine for bounded smooth domains, but whenever the domain
has a nonconvex corner, one does not necessarily get the solution one is looking for.
Indeed, for the fourth order problem the natural setting for a weak solution to the
Navier boundary value problem would be H? N H{ (). The second Navier bound-
ary condition Au = 0 would follow naturally on smooth boundary parts from the
weak formulation where u satisfies

/Q (Aud@ — f@) dx =0 forall ¢ € H>NHL(Q). (1.27)

However, for the system in the natural setting is that one looks for function
pairs (u,v) € H} (Q) x H} (). In [320] it is shown that for domains with a reentrant
corner both problems have a unique solution but the solutions u; to (I.13) and u,
to (1.27) are different. Indeed, there exist a constant ¢y and a nontrivial biharmonic
function b that satisfies with zero Navier boundary condition except in the
corner such that u; = up + cy¢b. The related problem for domains with edges is con-
sidered in [319]. We refer to Section [2.7] for more details and an explicit example.

1.4.2 The Babuska paradox

In the original Babuska or polygon-circle paradox one considers problem (I.10) for
f=1and when = P, C B (m > 3) is the interior of the regular polygon with
corners ¢*%/™ for k € N, namely

A?u=1 inP,,
u=Au=0ondP,.

If u,, denotes the solution of this problem extended by 0 in B\ P,,, it can be shown
that the sequence (uy,,) converges uniformly to

ue(x) =57~ g M T g M

which is not the solution to the “limit problem” (where k¥ = 1), namely
APu=1 in B,
u=Au—(1-0)xJ“ =0ondB

unless o = 1, see Figure[I.3]
For more details on this BabuSka paradox see Section
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00000 O

Fig. 1.3 The Babuska or polygon-circle paradox. On polygonal domains :1.12; on curvi-
linear domains (1.10)#(1.12). Approximating curvilinear domains by polygonal ones does not give
the correct limit solution to the hinged plate problem.

1.5 Paneitz-Branson type equations

Let (.#,g) be an n—dimensional Riemannian manifold with n > 4. The conformal
Laplacian is frequently studied and well understood and one may be interested in
higher order analogues. Again, the biharmonic case is particularly interesting. The
metric g is subject to a conformal change g, := un%4 g, u > 0, and one wonders about
the existence of a fourth order differential operator enjoying a conformal covariance
property such that for all ¢ € C*(.#') one has

(PD)u(9) = u™ % (P) (uep).

Here, P} denotes the desired operator with respect to the background metric g, while
(Py)y refers to the conformal metric g,. Indeed, Paneitz [329, 330] and Branson
[66,167] found the following conformal covariant fourth order elliptic operator

noo —2)2+4 4 . n
proar_ y vi( =D g R\
4 Z (2(n—1)(n—2) &ij n—2" +

i,j=1

4
o

on ./, where A = —= (\f g/ d; ) denotes the Laplace-Beltrami operator with re-
spect to g in local coordlnates R;; the Ricci-tensor and R the scalar curvature. More-
over, V/o =Y}, g/* 9, ¢ gives the gradient of a function and

n

Y vz, - Y — \f 9 (v28'2;)

i=1 i,j=1

the divergence of a covector field. A key role is played by the following fourth order
curvature invariant

2 n® —4n®+16n— 16 1
e —— T - AR
% (n—2)2‘( )"+ 8(n—1)2(n—2)2 2(n—1)""
the so-called Q-curvature. Here |(R;;)|*> = Y 18" gkt RitR j¢. The transformation of

the corresponding Q% -curvature under this conformal change of metrics is governed
by the Paneitz equation

74 n
(Ot (1.28)

fu=
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In analogy to the second order Yamabe problem (for an overview see [381), Section
1I1.4]), obvious questions here concern the existence of conformal metrics with con-
stant or prescribed Q-curvature. Huge work has so far been done by research groups
around Chang-Yang-Gursky and Hebey, as well as many others. For a survey and
references see the books by Chang [89] and by Druet-Hebey-Robert [149]]. Diffi-
cult problems arise from ensuring the positivity requirement of the conformal factor
u > 0 and from the necessity to know about the kernel of the Paneitz operator. These
problems have only been solved partly yet.

In order to explain the geometrical importance of the Q-curvature, we assume
now for a moment that the manifold (.7, g) is four-dimensional. Then, the Paneitz
operator is defined by

4

(2 .

Pf = A2 — Z V! (3Rgij2Rij> V]
i,j=1

in such a way that under the conformal change of metrics g, = e?“g one has
(P)u(@) = e “Pi(9).

In order to achieve a prescribed Q-curvature on the four-dimensional manifold
(A ,g,), one has to find u solving

Piu+20} = 206"
where Qi is the curvature invariant
1204 = —AR+R* - 3|(R;)|>.

In this situation, one has the following Gauss-Bonnet-formula

' - a2
//// <Q+ W] ) ds = 4wy (M),

where W is the Weyl tensor and ) (.#) is the Euler characteristic. Since Y (.#) is a
topological and |W|?dS is a pointwise conformal invariant, this shows that [ , QdS
is a conformal invariant, which governs e.g. the existence of conformal Ricci pos-
itive metrics (see e.g. Chang-Gursky-Yang [90, 91]) and eigenvalue estimates for
Dirac operators (see Guofang Wang [407)). All these facts show that the Q-curvature
in the context of fourth order conformally covariant operators takes a role quite anal-
ogous to the scalar curvature with respect to second order operators.

Getting back to the general case n > 4, let us outline what we are going to prove
in the present book. We do not aim at giving an overview — not even of parts — of
the theory of Paneitz operators but at giving a spot on some aspects of this issue.
Namely, in Section[7.9we address the question whether in specific bounded smooth
domains  C R" (n > 4) there exists a metric g, = u*/"~*(§;;) being conformal
to the flat euclidean metric and subject to certain homogeneous boundary condi-
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tions such that it has strictly positive constant Q-curvature. In view of the nonexis-
tence results in Section[7.5.TJone expects that for generic domains the corresponding
boundary value problems do not have a positive solution. Hence, in geometrically
or topologically simple domains, such a conformal metric does in general not ex-
ist. Nevertheless, the boundary value problems have nontrivial solutions in topo-
logically or specific geometrically complicated domains (see Section [7.9). For the
Navier problem, i.e. u = Au = 0 on d€2, one can also show positivity of u so that
it may be considered as a conformal factor and one has such a nontrivial conformal
metric as described above. Under Dirichlet boundary conditions, which could be
interpreted as vanishing of length and normal curvature of the conformal metric on
dQ, the positivity question has so far to be left open. The same difficulty prevents
Esposito and Robert [[161] from solving the Q-curvature analogue of the Yamabe
problem.

In Sectionthe starting point is the hyperbolic ball B = B;(0) C R”" which is
equipped with the Poincaré metric g;; = 48;;/(1 — |x|?)2. This metric has constant

QO-curvature Q = %n(n2 —4) and we address the question, whether there are fur-

ther conformal metrics g, = ut/(1=4) g having the same constant Q-curvature such
that the resulting manifold is complete. Somehow surprisingly there exists infinitely
many such metrics and even infinitely many among them have negative scalar curva-
ture. This high degree of nonuniqueness is in sharp contrast with the corresponding
question for the scalar curvature. There is no further conformal complete metric
having the same constant negative curvature as g, see [279].

1.6 Critical growth polyharmonic model problems

The prototype to be studied is the semilinear polyharmonic eigenvalue problem

—A)"u = Au+ |u) " u, 0in Q,
{( )"u " u, u# (1.29)

D%uly0 =0 for || <m—1.

Here 2 C R" is a bounded smooth domain, n > 2m, A € R; s = (n+2m)/(n—2m)
is the critical Sobolev exponent. If m =2 and A = 0 we are back in the situation dis-
cussed in the previous section with a euclidean background metric. The existence
theory for (1.29) can be developed similarly to the second order case m = 1 while it
becomes immediately quite difficult or even impossible to prove positivity or nonex-
istence of certain solutions. In particular, thanks to a PohoZaev identity 339} 340]
one can exclude the existence of solutions to (I.29) in starshaped domains whenever
A < 0 but as far as the limit case A = 0 is considered, things change dramatically
in the two situations where m = 1 and m > 2. With a suitable application of the
unique continuation principle (see e.g. [247,1345]), one can exclude when m = 1 the
existence of any solution to (1.29) in starshaped domains even for A = 0. In order to
apply the same principle to (1.29) when m > 2 one would need to know the boundary
behaviour of more derivatives than those already included in the Dirichlet boundary
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conditions and provided by the PohoZaev identity. Therefore, when m > 2 one can
try to prove nonexistence of positive solutions in strictly starshaped domains, see
Theorem [7.33|for the case m = 2. Unfortunately, this result is not satisfactory since
positivity is not ensured in general domains, see also the discussion in the next sec-
tion. So far, only in balls a more satisfactory discussion can be given. We refer to
Section for an up-to-date state of the art.

A first natural question is then to find out whether the nonexistence result for
A = 0 really depends on the geometry of the domain and starshapedness is not
just a technical assumption. The answer is positive. For instance, problem (1.29)
with m = 2 and A = 0 admits a solution in domains with small holes and in some
contractible non-starshaped domains, see Section A second natural question
then arises. Do the nonexistence results also depend on the boundary conditions
considered? It is known that admits no positive solution if m =2, A =0,
Q is starshaped and Navier boundary conditions are considered, see [307) 398]
and also Section Moreover, in Section [7.7] we address the same problem under
Steklov boundary conditions when m = 2 and € is a ball. We find all the values of
the boundary parameter a in for which the critical growth equation in (1.29)
admits a positive solution.

Problem (I.29) in the case m = 1 has been studied extensively by Brezis-
Nirenberg [72] who also discovered an interesting phenomenon when €2 is the unit
ball. There exists a positive radial solution to forevery A € (0,A;,) ifn>4
and for every A € (Al,la/\Ll) if n = 3. Moreover, they could show that in the
latter case problem (1.29) has no nontrivial radial solution if A < %Al,l. Here and
in the sequel A, ; denotes the first eigenvalue of (—A)™ in B under homogeneous
Dirichlet boundary conditions.

Pucci and Serrin [348]] raised the question in which way this critical behaviour of
certain dimensions depends on the order 2m of the semilinear polyharmonic eigen-
value problem (T.29). They introduced the name critical dimensions.

Definition 1.1. Let 2 C R” be a ball. The dimension # is called critical if there is a
positive bound A > 0 such that a necessary condition for the existence of a nontrivial

radial solution to (1.29) is A > A.

Pucci and Serrin [348]] showed that for any m the dimension n = 2m+-1 is critical
and, moreover, that n = 5,6,7 are critical in the fourth order problem, m = 2. They
suggested

Conjecture 1.2 (Pucci-Serrin).
The critical dimensions are precisely n =2m+1,...,4m— 1.

In Section [7.5.2] we prove a weakened version of this conjecture. This nonex-
istence phenomenon has a functional analytic interpretation, which is reflected in
the possibility of adding L>~remainder terms in Sobolev inequalities with critical
exponent and optimal constants in any bounded domain €2, see Section
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1.7 Qualitative properties of solutions to semilinear problems

Radial symmetry of positive solutions to suitable semilinear higher order Dirichlet
problems in the ball is obtained thanks to a suitable implementation of the moving
planes procedure, see Section One of the crucial steps in the moving planes
procedure consists in comparing the solution u in a segment of the ball with its
reflection u” across the hyperplane which bounds the segment, see e.g. [195, Lemma
2.2]. For second order problems the comparison follows from suitable versions of
the maximum principle since #” > u holds a priori on the boundary of this segment.
This information however is not enough for higher order problems, and therefore the
classical moving planes method fails. We employ a different technique to carry out
the moving planes mechanism, using the integral representation of u in terms of the
Green function of the polyharmonic operator (—A)™ in B under Dirichlet boundary
conditions.

As repeatedly emphasised, linear higher order boundary value problems in gen-
eral do not enjoy a positivity preserving property. This feature may also be observed
in nonlinear problems. Let us illustrate this situation for the subcritical model prob-
lem corresponding to (I.29), namely

(=A)Y"u=Au+|ulP"'u, u#0inQ, 130
D%u|30 =0 for || <m—1, (130)

where 1 < p < s. Thanks to some compactness, which is not available for @I),
one may find a nontrivial solution to (I.30) as a suitable constrained minimum pro-
vided that A < A, 1. If m = 1 one can easily prove that such a minimum is positive
just by replacing it with its modulus and by applying the maximum principle. This
procedure fails in general if m > 2, even if 2 is a ball. This problem is discussed in
detail in Section[7.2

Bifurcation branches of solutions to nonlinear problems depending on some pa-
rameter A are often quite complicated to be figured out. The case where only pos-
itive solutions are considered is much simpler. This situation is well illustrated by
the so-called (second order) Gelfand problem [[194, 239]] where the nonlinearity is
of exponential type, namely Ae”. A similar behaviour can be observed for the “ap-
proximate problem” where the nonlinearity is A (1 + «)?. For this power-type non-
linearity, the bifurcation branch for the second order problem appears particularly
interesting in the supercritical case p > % In order to find out whether a similar
behaviour can also be observed in higher order problems, one has to face the pos-
sible lack of positivity of the solution. As already discussed in Section [I.2] this can
be overcome so far only in some particular situations, such as the case where € is
a ball. In Section we carefully study the branch of solutions to this biharmonic
supercritical growth problem with the help of a suitable Lyapunov functional. Our
study also takes advantage of the radial symmetry of positive solutions in the ball.
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1.8 Willmore surfaces

At the beginning of this chapter the modeling of thin elastic plates was explained
in some detail. There, curvature expressions were somehow “linearised” in order
to have a purely quadratic behaviour of the leading terms of the energy functionals.
This simplification results in linear Euler-Lagrange equations, which are justified for
small deviations from a horizontal equilibrium shape. As soon as large deflections
occur or a coordinate system is chosen in such a way that the equilibrium shape is
not the x-y-plane, one has to stick to the frame invariant modeling of the bending
energy in terms of differential geometric curvature expressions. When compared
with the “linearised” energy integral (I.5) in Section[I.1] the integral

/1._(06+ﬁ(H—H0)2—7/K) do (1.31)

with suitable constants @, 8,7y, Ho may serve as a more realistic model for the bend-
ing and stretching energy of a thin elastic plate, which is described by a two-
dimensional manifold I'  R3. Here, H denotes its mean and K its Gaussian cur-
vature. According to [324]], o is related to the surface tension, 8 and ¥ are elastic
moduli, while one may think of Hy as some preferred “intrinsic” curvature due to
particular properties of the material under consideration. Physically reasonable as-
sumptions on the coefficients are @ > 0,0 <y < 3, ﬁ}/H(z) < a(p —7), which ensure
the functional to be positive definite. For modeling aspects and a thorough expla-
nation of the meaning of each term we refer again to the survey article [324] by
Nitsche. A discussion of the full model (T.3T)), however, seems to be out of reach at
the moment, and for this reason one usually confines the investigation to the most
important and dominant term, i.e. the contribution of H2,
Given a smooth immersed surface I, the Willmore functional is defined by

W(I):= /Fsza).

Apart from its meaning as a model for the elastic energy of thin shells or biological
membranes, it is also of great geometric interest, see e.g [413} 414]. Furthermore,
it is used in image processing for problems of surface restoration and image in-
painting, see e.g. [105] and references therein. In these applications one is usually
concerned with minima, or more generally with critical points of the Willmore func-
tional. It is well-known that the corresponding surface I" has to satisfy the Willmore
equation

ArH+2H(H2 —K) =0 onT, (1.32)

where Ar denotes the Laplace-Beltrami operator on I with respect to the induced
metric. A solution of (I.32) is called a Willmore surface. An additional difficulty
here arises from the fact that Ar depends on the unknown surface so that the equa-
tion is quasilinear. Moreover, the ellipticity is not uniform which, in the variational
framework, is reflected by the fact that minimising sequences may in general be un-
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bounded in H2. A difficult step is to pass to suitable minimising sequences enjoying
sufficient compactness in H2 and C'.

In the past years a lot of very interesting work has been done, mainly on closed
Willmore surfaces, see e.g. [351160411561,1262,2631 264, 287,355,361} 1371} 1372]. For
instance, one knows about minimisers of the Willmore energy of prescribed genus
and about global existence and convergence of the Willmore flow to the sphere
under explicit smallness assumptions which, by means of counterexamples, have
been proved to be sharp.

The situation changes if one considers boundary value problems. Except for
small data results, our knowledge is still somehow limited, see e.g. [50| 115} [116}
138l 1360] and references therein.

Possible boundary value problems for the linear plate equation were discussed in
Section [T.1] above to some extent. In the nonlinear context here, one could discuss
the same issue, but now considering the geometric terms instead of their linearisa-
tions. For details again we refer to [324]]. Here we will be concerned with a Dirich-
let problem for Willmore surfaces where, in some particularly symmetric situations,
results are available. These are not just small data results or application of linear
theory combined with the implicit function theorem. Let us mention an important
recent contribution by Schitzle [360]. He proved a general result concerning exis-
tence of branched Willmore immersions in S” with boundary which satisfy Dirichlet
boundary conditions. Assuming the boundary data to obey some explicit geomet-
rically motivated smallness condition these immersions can even be shown to be
embedded. By working in S”, some compactness problems could be overcome; on
the other hand, when pulling pack these immersions to R” it cannot be excluded that
they contain the point co. Moreover, in general, the existence of branch points cannot
be ruled out, and due to the generality of the approach, it seems to us that only lit-
tle topological information about the solutions can be extracted from the existence
proof. We think that it is quite interesting to identify situations where it is possi-
ble to work with a priori bounded minimising sequences or where solutions with
additional properties like e.g. being a graph or enjoying certain symmetry proper-
ties can be found. In view of the lack of general comparison principles and of the
highly nonlinear character of this is a rather difficult task. In order to outline
directions of future research we think that it is a good strategy to investigate first
relatively special situations which e.g. enjoy some symmetry.

This is exactly the subject of Section[8] We restrict ourselves to surfaces of revo-
lution satisfying Dirichlet boundary conditions. In this class we can find minimising
sequences enjoying sufficient compactness properties thereby constructing a classi-
cal solution where a number of additional qualitative properties are obtained. While
the underlying differential equation is one-dimensional the geometry is already two-
dimensional. The interplay between mean and Gaussian curvature in (I.32) already
causes great difficulties.



Chapter 2
Linear problems

Linear polyharmonic problems and their features are essential in order to achieve the
main tasks of this monograph, namely the study of positivity and nonlinear prob-
lems. With no hope of being exhaustive, in this chapter we outline the main tools
and results, which will be needed subsequently. We start by introducing higher order
Sobolev spaces and relevant boundary conditions for polyharmonic problems. Then
using a suitable Hilbert space, we show solvability of a wide class of boundary value
problems. The subsequent part of the chapter is devoted to regularity results and a
priori estimates both in Schauder and L? setting, including also maximum modulus
estimates. These regularity results are particularly meaningful when writing explic-
itly the solution of the boundary value problem in terms of the data by means of a
suitable kernel. Focusing on the Dirichlet problem for the polyharmonic operator,
we introduce Green’s functions and the fundamental formula by Boggio in balls.
We conclude with a study of a biharmonic problem in nonsmooth domains explain-
ing two paradoxes which are important in particular when approximating solutions
numerically.

2.1 Polyharmonic operators

Unless otherwise specified, throughout this monograph €2 denotes a bounded do-
main (open and connected) of R” (n > 2). The smoothness assumptions on the
boundary 9 will be made precise in each situation considered. However, we shall
always assume that € is Lipschitzian so that the tangent hyperplane and the unit
outward normal v = v(x) are well-defined for a.e. x € dQ, where a.e. means here
with respect to the (rn — 1)-dimensional Hausdorff measure. When it is clear from
the context, in the sequel we omit writing “a.e.”

The Laplacian Au of a smooth function u : Q — R is the trace of its Hessian

matrix, namely
" 92y
Au=y 28
2
= ox;

25
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We are interested in iterations of the Laplace operator, namely polyharmonic oper-
ators defined inductively by

A"u=AA""u)  form=23,....
Arguing by induction on m, it is straightforward to verify that

m! a2my

Ay = .
| | 20 2/
Ot by =m 0.0y oxy ' ...dxy"

The polyharmonic operator A™ may also be seen in an abstract way through the
polynomial L, : R"” — R defined by

R R (ﬁéi”‘) — £ forE € R

l+...+ly=m

Formally, A™ = L,,(V). In particular, this shows that L,,(&) > 0 for all & # 0 so that
A™ is an elliptic operator, see [} p. 625] or [275| p. 121]. Ellipticity is a property of
the principal part (containing the highest order partial derivatives) of the differential
operator.

In this chapter, we study linear differential elliptic operators of the kind

u—Au=(—A)"u+ < (x;D)u, 2.1

where
n2m -1

A QXR'XR” x .. xR SR

is a linear operator containing all the lower order partial derivatives of the function
u. The coefficients of the derivatives are measurable functions of x in Q. For elliptic
differential operators A of the form (2.I) and under suitable assumptions on f, we
shall consider solutions u = u(x) to the equation

(=A)"u+ o (x;D)u=f inQ, (2.2)

which satisfy some boundary conditions on 0. We discuss the class of “admissi-
ble” boundary conditions in Section[2.3] What we mean by solution to will be
made clear in each situation considered.

Finally, let us mention that our statements also hold if we replace (—A)™ with
the m-th power of any other second order elliptic operator L; for instance, in Section
[6.T) we consider powers of

2 82
Lu=— Z aij(x) ﬁ with the matrix {;;} being positive definite,
ij—=1 i0X]
or
2 .
Lu = —WAM withVh #£ 0.
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2.2 Higher order Sobolev spaces

Before introducing the boundary conditions to be associated to (2.2, we briefly
recall the definition and basic properties of higher order Sobolev spaces and of their
embedding into L? spaces. In particular, we need to define the traces in order to
give some meaning to the boundary conditions. We restrict our attention to those
statements which will be frequently used in this book. Except in this section, €2 is
assumed to be bounded throughout the whole Chapter 2}

2.2.1 Definitions and basic properties

Given a domain 2 C R”, ||.||z» denotes the standard L?(£2)-norm for 1 < p < eo,
For all m € N let us define the norm

m 1/p
ur— N(u):= (Z |Dku||fj,> , (2.3)
k=0
where D%y = u,
1 oku kv

12
Dku- Dy = and |DFu| = (Dku-Dku) .

i ax,-l e 8xik ax,-l e 8xik

Note that we will specify the domain £ in || . ||z» only when it is not clear from the
context. Next, we define the space

WP () = {u € C"(Q); N(u) <o},

that is, the completion with respect to the norm (2.3). Alternatively, W7 (£2) may
be defined as the subspace of LP(Q) of functions having generalised derivatives up
to order m in L” (), see [300].

If Q # R" and its boundary d€ is smooth, then a function u € W"?(Q) admits
some traces on d€2 where, for our purposes, it is enough to restrict the attention to
the case p € (1,0). More precisely, if v denotes the unit outer normal to d<2, then
for any u € C"(Q) and any j = 0,...,m we define the traces

du

=i laa @4

Yiu

By [275] Théoréme 8.3], these linear operators may be extended continuously to the
larger space WP (Q). We set

Wn=ImUPP(9Q) == WP ()] for j=0,...,m— 1. (2.5)
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In particular, W'/?"?(9Q) = ¥,_1[W"P(Q)], where p' is the conjugate of p (that
is, p+p’ = pp’). We also put
TW"(2)] = WPP(9Q) == [W!/Pr (00))
= the dual space ole/”’/(c}’.Q)7 (2.6)

so that (2.5) makes sense for all j =0,...,m. With an abuse of notation, in the sequel
we simply write u (respectively %) instead of yu (respectively y;u for j=1,...,m).

When p = 2, we put H"(Q) := W"™?(Q). Moreover, when p =2 and m > 1 we
write H"~1/2(9Q) = W"~1/22(9Q) and

Hm (0Q) = [Hm_% (0Q)]" = the dual space of H"? (0Q). 2.7)

The space H™(€2) becomes a Hilbert space when endowed with the scalar product
m
(u,v) — Z/ DFu-D*vdx for all u,v € H"(Q).
k=07

In some cases one may simplify the just defined norms and scalar products. As a
first step, we mention that thanks to interpolation theory, see [[1, Theorem 4.14], one
can neglect intermediate derivatives in . More precisely, W™? () is a Banach
space also when endowed with the following norm, which is equivalent to (2.3):

1 1 m
lullwnr = (a2 +[D"ul2,)'? forallue w™r(@),  (28)

whereas H™ () is a Hilbert space also with the scalar product
(1, v) ggm ::/ (uv+D"u-D™v)dx for all u,v € H"(Q2).
Q

Of particular interest is the closed subspace of W""? defined as the intersection
of the kernels of the trace operators in (2.4)), that is for any bounded domain Q we
consider

m—1
Wy (2) := (] kery;.
j=0

Moreover, for bounded domains £ and for 1 < p < o, if p’ is the conjugate of p we
write )
WP (Q) := [Wy"P ()] = the dual space of Wy""(Q) (2.9)

and, for p =2,
H™"(Q) = [H}(Q)] = W (Q)]'.

Consider the bilinear form
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/A%A%w if m = 2k,
(u,v)gg =S 77 (2.10)
/Vm%ywywm ifm=2k+1,
Q
and the corresponding norm
| A*ul|, if m = 2k,
\utl| e = 2.11)

|V(A*u)|| 2 ifm=2k+1.

For general p € (1,c0), one has the choice of taking the L”-version of (2.11)) or the
equivalent norm
l[ullyme = [|D"ul|Lr-

Thanks to these norms, one may define the above spaces in a different way.

Theorem 2.1. If Q C R" is a bounded domain, then

Wy'"P () = the closure of CZ () with respect to the norm || . ||ym.

= the closure of CZ°(2) with respect to the norm || . HW(;"‘”-

Theorem follows by combining interpolation inequalities (see [1, Theorem
4.147) with the classical Poincaré inequality || Vul|z»r > c|jul|rr for all u € Wol’p(Q).
If Q is unbounded, including the case where 2 = R", we define

[ull gmr(@) = [ID"ullLr (@)

2™P(Q) := the closure of C*(£) with respect to the norm ||. || gm.p,

and, again, let Wy"”(Q) denote the closure of CZ°(€2) with respect to the norm
|| .|[wmp. In this unbounded case, a similar result as in Theorem[2.1]is no longer true
since although Wy (Q) C 2"™P(LQ), the converse inclusion fails. For instance, if
Q =R", then W' (R") = WP (R"), whereas the function u(x) = (1+|x|?)(1="/4
belongs to 2'2(R") but not to H} (R") = H'(R").

Theorem states that, when £ is bounded, the space H{'(£2) is a Hilbert space
when endowed with the scalar product (2.10). The striking fact is that not only
all lower order derivatives (including the derivative of order 0!) are neglected but
also that some of the highest order derivatives are dropped. This fact has a simple
explanation since

(u, )y = /_(2 D"u-D"™vdx  forall u,v € Hy'(R2). (2.12)

One can verify by using a density argument, namely for all u,v € C°(Q).
And with this restriction, one can integrate by parts several times in order to obtain
. The bilinear form also defines a scalar product on the space Z™*(Q)
whenever (2 is an unbounded domain. We summarise all these facts in
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Theorem 2.2. Let 2 C R" be a smooth domain. Then the bilinear form

/AkuAkvdx if m =2k,

(u,v) = ¢ 7 (2.13)
/V(Aku)~V(Akv)dx ifm=2k+1,
Q

defines a scalar product on Hj'(Q) (respectively P"m2(Q)) if Q is bounded (re-
spectively unbounded). If Q is bounded, then this scalar product induces a norm

equivalent to (2.3).

2.2.2 Embedding theorems

Consider first the case of unbounded domains.

Theorem 2.3. Let m € N*, 1 < p < oo, with n > mp. Assume that  C R" is an
unbounded domain with uniformly Lipschitzian boundary 0, then:

1. (@) Ll ();
2. WmP(Q) C LI(Q) forall p < g < "L

n—mp"*

On the other hand, in bounded domains subcritical embeddings become compact.

Theorem 2.4 (Rellich-Kondrachov). Let m € N, 1 < p < oo, Assume that  C R"
is a bounded Lipschitzian domain, then for any 1 < g < nff:l - there exists a compact

embedding W™P(Q) C LY(L2). Here we make the convention that =t = oo if
n < mp.

Remark 2.5. The optimal constants of the compact embeddings in Theorem [2.4] are
attained on functions solving corresponding Euler-Lagrange equations. We refer to
Section for a discussion of these problems where, for simplicity, we restrict
again our attention to the case m = 2.

In fact, if n < mp, Theorem [2.4 may be improved by the following statement.

Theorem 2.6. Let m € NT and let Q C R" be a bounded domain with Lipschitzian
boundary. Assume that there exists k € N such that n < (m —k)p. Then

WmP(Q) c CY(Q)  forallye (O,m—k— ;} N(0,1)

with compact embedding if y <m—k — %

The statements of Theoremsandalso hold if we replace W7 () with its
proper subspace W(;' “P (). In this case, no regularity assumption on the boundary
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dQ is needed. Let us also mention that there is a simple way to remember the em-
beddings in Theorem@ It is based on the so-called regularity index, see [11, Sec-
tion 8.7]. In n-dimensional bounded domains €2, the regularity index for W"?(Q)
is m —n/p whereas for C(Q) it is k+ y. A Sobolev space is embedded into any
other space with a smaller regularity index. For instance, W™P(Q) C W*4(Q2)
provided m —n/p > u —n/q (and m > p). Also WP (Q) c CkY(Q) whenever
m—n/p>k+vyand y€ (0,1), which is precisely the statement in Theorem [2.6] A
similar rule is also available for trace operators, namely if m—n/p > u—(n—1)/q
(and m > p) then the trace operator on WP () is continuous into W*4(d Q).

We conclude this section with the multiplicative properties of functions in
Sobolev spaces.

Theorem 2.7. Assume that Q C R" is a Lipschitzian domain. Let m € N* and p €
[1,00) be such that mp > n. Then W™ (Q) is a commutative Banach algebra.

Remark 2.8. Theorem can be generalised by considering multiplications of
functions in possibly different Sobolev spaces. For instance, if my,m; € N* and
p = min{my,my,my +my — 5] — 1}, then H™ (Q)H™(Q) C H*(Q).

We postpone further properties of the Hilbertian critical embedding, that is, H™ C
120/ (1=2m) with n > 2m, to Sections[7.3|and[7.8] The reasons are both that we need
further tools and that these properties have a natural application to nonexistence
results for semilinear polyharmonic equations at critical growth.

2.3 Boundary conditions

For the rest of Chapter 2| we assume the domain €2 to be bounded. Under suitable
assumptions on d£2, to equation (2.2)) we may associate m boundary conditions.
These conditions will be expressed by linear differential operators B;(x; D), namely

Bj(x;D)u=hjfor j=1,...,mon dQ, (2.14)

where the functions 4; belong to suitable functional spaces. Each B; has a maximal
order of derivatives m; € N and the coefficients of the derivatives are sufficiently
smooth functions on 9. The regularity assumptions on these coefficients and on
dQ will be made precise in each statement.

For the problems considered in this monograph, it always appears that

m;<2m—1  forall j=1,..,m. (2.15)

Therefore, we shall always assume that holds, although some of our state-
ments remain true under less restrictive assumptions. The meaning of will
remain unclear until the precise definition of solution to ([2.2)) will be given; in most
cases, they should be seen as traces, namely satisfied in a generalised sense given

by the operators ([2.4).
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The choice of the B;’s is not completely free, we need to impose a certain al-
gebraic constraint, the so-called complementing condition. For any j, let B’j denote
the highest order part of B; which is precisely of order m;, then for equations @I)
which have the polyharmonic operator as principal part, we have the following

Definition 2.9. For every point x € d€2, let v(x) denote the normal unit vector. We
say that the complementing condition holds for (2.14) if, for any nontrivial tangential
vector 7(x), the polynomials in ¢ B’j (x;T+1tv) are linearly independent modulo the
polynomial (z —i|t|)™.

As explained in [5, Section 10], the complementing condition is crucial in order
to obtain a priori estimates for solutions to (2.2)-(2.14) and, in turn, existence and
uniqueness results.

Clearly, the solvability of (2.2)-(2.14) depends on the assumptions made on <7,
f, Bj and h;. We are here interested in structural assumptions, namely properties of
the problem and not of its data.

Assumptions on the homogeneous problem. If we assume that f = 0in €2 and that
hj=00ndQ forall j=1,...,m, then - admiits the trivial solution u = 0,
in whatever sense this is intended. The natural question is then to find out whether
this is the only solution. The answer depends on the structure of the problem. In
fact, for any “reasonable” 7 and B;’s there exists a discrete set X C R such that, if
o ¢ X, then the problem

(—A)"u+o0 (x;D)u=0 in Q,
(2.16)
Bj(x;D)u=0 with j=1,...,m on dQ,
only admits the trivial solution. If o € X, then the solutions of (2.16)) form a nontriv-
ial linear space; if &/ and the B;’s are well-behaved (in the sense specified below)
this space has finite dimension. Therefore, we shall assume that

the associated homogeneous problem only admits the trivial solution u = 0.
(2.17)
Assumption (2.17)) is a structural assumption which only depends on <7 and the B;’s.
Thanks to the Fredholm alternative (see e.g. [69, Theorem VI.6]), we know that if
(2.17) fails, then for any possible choice of the data f and /; problem (2.2)-(2.14)

fails to have either existence or uniqueness of the solution.

Assumptions on <f. Assume that <7 has the following form

o (x;D)u = Z aﬂ(x)Dﬁu, ag ECW(ﬁ). (2.18)
IBl<2m—1

Actually, for some of our results, less regularity is needed on the coefficients ag but
we will not go deep into this. We just mention that, for instance, if n > 5 then in
order to obtain existence of a weak solution (according to Theorem [2.16] below) it
is enough to assume ag € L"/*(Q).
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Assumptions on the boundary conditions. Assume that, according to Definition

23

the linear boundary operators B;’s satisfy the complementing condition.  (2.19)

We now discuss the main boundary conditions considered in this monograph.

Dirichlet boundary conditions. In this case, B;(x,D)u = B)(x,D)u = 3j_.1,’f f
v/
j=1,...,msothatm; = j—1and 2.14) become
ol
M:hh..., W:hm OnaQ. (220)

Hence, B;-(x;r +1tv) = t/~! and, as mentioned in [3} p.627], the complementing
condition is satisfied for (2.20).

Navier boundary conditions. In this case, B;(x,D)u = B;(x,D)u = Ay for
j=1,...,msothat mj=2(j—1) and (2.14) become

u=hy, ..., A" ‘u=h,  onodQ. (2.21)

Under these conditions, if <7 has a suitable form then may be written as a sys-
tem of m Poisson equations, each one of the unknown functions satisfying Dirichlet
boundary conditions. Therefore, the complementing condition follows by the theory
of elliptic systems [6].

Mixed Dirichlet-Navier boundary conditions. We make use of these conditions
in Section[5.2] They are a suitable combination of ([2.20)-(2.21). For instance, if m

is odd, they read B;(x,D)u = g:;‘f for j=1,....m—1and B,,(x,D)u = A"1/2y,

Again, the complementing condition is satisfied.

Steklov boundary conditions. We consider these conditions only for the bihar-
monic operator. Let a € C°(9Q2) and to the equation A%u = f in  we associate the
boundary operators B (x,D)u = u and By (x,D)u = Au— ag—ﬁ. Then li become

0
wu=h, and  Au —a£ —hy  ondQ. (2.22)
Since B (for j = 1,2) is the same as for (2.21)), also (2.22) satisfy the complement-
ing condition.

More generally, Hérmander [230] characterises all the sets of boundary operators
B; which satisfy the complementing condition.

We conclude this section by giving an example of boundary conditions which do
not satisfy the complementing condition. Consider the fourth order problem
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A’u=0 inQ,
Au=0 ondQ, (2.23)

a%AV") =0 ondQ.

For any unit vector T tangential to 92 we have By (t+tv) =B} (t+tv) =t>+1 and
By(t+1v) = B5(t+1v) =13 +1t. These polynomials are not linearly independent
modulo (¢ —i)? so that the complementing condition is not satisfied. Note also that
any harmonic function solves so that the space of solutions does not have
finite dimension. In particular, if we take any point xy € R"\ Q, the fundamental
solution ug of —A having pole in xo (namely, ug(x) =log|x—xo| if n =2 and up(x) =
|x —xo|>~"if n > 3) solves . This shows that it is not possible to obtain uniform
a priori bounds in any norm. Indeed, as xy approaches the boundary 9 it is clear
that (for instance!) the H'-norm of the solution cannot be bounded uniformly in
terms of its L2-norm.

2.4 Hilbert space theory

2.4.1 Normal boundary conditions and Green’s formula
In this section we study the solvability of the polyharmonic equation
(—A)"u+Y DP [aﬁju (x)D“u} —f inQ (2.24)

complemented with the linear boundary conditions

Y bja(x)D*u=h; ondQ withj=1,...m, (2.25)

where m; < 2m — 1, see (2.15)), and Z means summation over all multi-indices 8
o

and u such that
Bl<m, — |u[<m,  |B]+|u|<2m—1. (2.26)
With the notations of (2.2)) and (2.14), we have

o (x;D)u=Y DPlag ,(x)D*u],  Bj(x;Dyu= Y bja(x)D%.

loe|<m;
Assume that

ag € Clﬁ|(§) for all B and u satisfying (2.26). (2.27)
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To the linear differential operator A defined by

Au:= (—A)"u+Y DPlag , (x)D"u] (2.28)

we associate the bilinear form

‘P(u,v):(u,v)JrZ(fl)‘m/ ag , (x)D*uDPydx for all u,v € H"(Q), (2.29)
S a

where (., .) is defined in . Formally, ¥ is obtained by integrating by parts
J Auv and by neglecting the boundary integrals. We point out that, in view of ,
¥ (u,v) is well-defined for all u,v € H"(Q).

Let us recall that m; denotes the highest order derivatives of u appearing in B;.
With no loss of generality, we may assume that the boundary conditions are
ordered for increasing m;’s so that

m; <mjy forall j=1,....m—1. (2.30)
Moreover, we assume that the coefficients in (2.25) satisfy
bjq €C*™™(Q)  forall j=1,..,mand |a| <mj; (2.31)

by this, we mean that the functions b; o are restrictions to the boundary 9 of
functions in C*" i (Q).

We also need to define well-behaved systems of boundary operators.
Definition 2.10. Let k € N*. We say that the boundary value operators { Fj(x; D) }’j‘-=1
satisfying form a normal system on 9 if m; < m; whenever i < j and if
Fj(x;D) contains the term 9™/ /dv™i with a coefficient different from 0 on JQ.
Moreover, we say that {F j()c;D)}’;:1 is a Dirichlet system if, in addition to the
above conditions, we have m; = j— 1 for j = 1,...,k; the number £ is then called
the order of the Dirichlet system.

Remark 2.11. The assumption “F; contains the term 9™/ /dVv"™i with a coefficient
different from 0 on dQ” requires some explanations since it may happen that the
term 9"/ /dv"i does not appear explicitly in ;. One should then rewrite the bound-
ary conditions on d€ in local coordinates; the system of coordinates should contain
the n — 1 tangential directions and the normal direction v. Then the assumption is
that in this new system of coordinates the term 9™/ /dVv™ indeed appears with a
coefficient different from 0. For instance, imagine that m; = 2 and that Au repre-
sents the terms of order 2 in Fj; it is known that if dQ and u are smooth, then
Au = % +(n—1)H 3—3 + Acu on dQ, where H denotes the mean curvature at the
boundary and A;u denotes the tangential Laplacian of u. Therefore, any boundary
operator which contains A as principal part satisfies this condition.

It is clear that if a normal system of boundary value operators {Fj(x;D) }]]‘.:] is
such that my = k— 1, then it is a Dirichlet system.
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Proposition 2.12. Let Q C R" be a bounded smooth domain. Let k € N* and as-
sume that the boundary value operators {B j(x;D)}lj‘.:l form a normal system on
Q. If m > my, then there exists a (non-unique) system {S (x;D)};”:k+1 such that
{B1,--,B,Sk11,---,Sm } forms a Dirichlet system of order m. Here, all the boundary
operators are supposed to have smooth coefficients.

We can now give a suitable version of Green’s formula.

Theorem 2.13. Let
0Q e cm! (2.32)

and suppose that the differential operator A in ([2.28) has coefficients satisfying
. Assume also that {F;(x;D)}_, forms a Dirichlet system of order m (so that
mj = j— 1) with coefficients satisfying @ Then there exists a normal system of
boundary operators {®; ()C;D)};”:1 with coefficients satisfying (and with P;
of order 2m — j) such that

¥(u,v) = /QAuvdx—i— Z /39 @;(x;D)uF;(x;D)vdw forall u,v € H"(Q).
j=1

The operators {®;(x; D)} given by Theorem are called Green adjoint

boundary operators of {Fj(x;D)}_,.

2.4.2 Homogeneous boundary value problems

In this section we study the solvability of (2.24) in the case of vanishing boundary
data /; in conditions (2.25)), namely
(—A)"w+Y, DP (alg_yu (x)D“w) =g in Q, (233)
Bj(x;D)w=0 forj=1,....m ondQ. '

The solvability of (2.33) is studied in the framework of Hilbertian Sobolev
spaces. To this end, let us explain what is meant by a Hilbert triple.

Definition 2.14. Let V and H be Hilbert spaces such that V C H with injective,
dense and continuous embedding. Let V' denote the dual space of V; a scheme of
this type (namely V C H C V') is called a Hilbert triple.

For a Hilbert triple V C H C V' also the embedding H C V' is necessarily in-
jective, dense and continuous, see [416, Theorem 17.1]. Notice also that, although
there exists the Riesz isomorphism between V and V' (see [69, Theorem V.5]), we
will represent functionals from V' with the scalar product in H and not with the
scalar productin V.

We proceed in several steps in order to simplify problem (2.33)) and to give the
correct assumptions for its solvability.
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Introduction of a suitable Hilbert triple. Divide the boundary operators in (2.33)
into two classes. If m; < m we say that the boundary operator B;(x;D) is stable
while if m; > m we say that it is natural. Assume that there are p stable boundary
operators, with p being an integer between 0 and m. If p = 0 all the boundary op-
erators are natural, whereas if p = m all boundary operators are stable. In view of
the stable operators correspond to indices j < p. Then we define the space

V:={ve H"(Q); Bj(x,D)v=00n9dQ for j=1,...,p}. (2.34)

Clearly, if p =0 we have V = H"(Q) while if p = m we have V = Hj'(Q2) (provided
the assumption (2.36) below holds). In particular, in the case of Dirichlet boundary
conditions (2.20) we have

in the case of Navier boundary conditions we have
V=H"(Q):= {veH’”(Q); Alv=00ndQ for j < %} (2.35)
in the case of Steklov boundary conditions (2.22)) we have
V =H’NH} (Q)=H3(Q).

In any case, the space V is well-defined since each B; contains trace operators of
maximal order m; < m. Moreover, V is a closed subspace of H™ (L) which satisfies
H{'(2) CV C H™(L) with continuous embedding. Therefore, V inherits the scalar
product and the Hilbert space structure from H™(Q). If we put H = L*(), then
V C H C V' forms a Hilbert triple with compact embeddings.

Assumptions on the boundary operators. Assume that
{Bj(x;D)}; forms a normal system (2.36)
and that the orders of the B;’s satisfy
mi+m;#2m—1 foralli,j=1,..,m. (2.37)

This assumption is needed since we are not free to choose the orders of the B;’s. For
every k =0,...,m — 1 there must be exactly one m; in the set {k,2m —k—1}.

Let p denote the number of stable boundary operators. In view of (2.30) we know
that these operators are precisely {B; }‘;zl and, of course, they also form a normal
system of boundary operators. By Proposition [2.12] there exists a family of normal
operators {Sj}']’?:p+1 such that {Bi,...,Bp,Sp1,...,Su} forms a Dirichlet system of
order m. We relabel this system and define

{Fj},}?:l E{Bl,...,BP7Sp+1,...,S,n} (238)
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the re-ordered system in such a way that the order of F; equals j — 1. The indices
j=1,...,mare so divided into two subsets J; and J, according to the following rule:
JE€Jiif Fj € {B;}_, whereas j € L if F; € {S;}7_ ;.
Let {®;}"_ denote the Green adjoint boundary operators of {F;}"_ according
to Theorem We finally assume that the S;’s and the &;’s may be chosen in a
such a way that
{BiYiepi1 CH{P (2.39)

The condition in 2.39) is quite delicate since it requires the construction of the
S;’s and the @;’s before being checked. Note that if p = m (Dirichlet boundary
conditions) or p = 0, then (2:37) and (2.39) are automatically fulfilled.

Assumption on g. Assume that
geV’. (2.40)

If V=H}' (), then V/ = H™™(£) and V' has a fairly simple representation, see
[416, Theorem 17.6]. If V = H™(Q), then elements of V'’ have a more difficult
characterisation, see [416, Theorem 17.5]. In all the other cases, V' has even more
complicated forms but we always have [H™()]' C V' € H~™(£) with continuous
embeddings.

Coercivity of the bilinear form. In order to ensure solvability of (2:42) we need
a crucial assumption on the bilinear form ¥. By we know that there exists
c1 > 0 such that ¥(u,v) < c1||ullgm o) l|v]|gm(q) for all u,v € H™ (). Assume that
there exists ¢; € (0,c¢1) such that

¥(u,u) > cz||u|\12q,,,(9) forallu e V. (2.41)

In fact, (2.41) is nothing else but a strengthened ellipticity assumption for the op-
erator A; it gives a quadratic lower bound behaviour for ¥ (in terms of the H™
norm) but only on the subspace V. One is then interested in finding sufficient con-
ditions which ensure that (2:41)) holds. The most general such condition is due to
Agmon [3] and is quite technical to state; since it is beyond the scope of this book,
we will not discuss it here. We just limit ourselves to verify (2.41) in some simple

again with ¢; = ¢, = 1 but now for both the cases V = H3 () and V = H*NH/} (Q)
so that Dirichlet (2:20) and Navier (2.21)) boundary conditions are allowed, see also
Theorem 2.31] below. As we shall see in Section 3.3.1] and in Theorem [5.27] if
Au= Au and V = H> N H}(Q), also Steklov boundary conditions are al-
lowed but now with the bilinear form ¥ (u,v) = (u,v) H - S50 auyvydo provided a

satisfies suitable assumptions which ensure (2.17).

Finally, we say that w € V is a weak solution to (2.33) if

¥(w,0)={(g,¢) forall p € V. (2.42)
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Thanks to the Lax-Milgram theorem we may now state the existence and uniqueness
result for weak solutions to the homogeneous problem (2.33).

Theorem 2.15. Let Q C R" be a bounded domain satisfying (2.32)). Assume that:

e the operator A in (2.28) and the bilinear form ¥ in ([2:29) satisfy (2.27) and
@41;

e the operators B; satisfy ([2.30), (2.31), ([2.36), (2.37), [2.39);

o g satisfies (2.40).

Then problem (2.42)) admits a unique weak solution w € V; moreover, there exists a
constant C = C(2,m, o/ ,B;) > 0 independent of g, such that

Wllzm () < Cligllv-

To conclude, let us highlight the existing connection between (2.42)) and (2.33).
It is clear that any solution w € H>"(Q) to is also a solution to (2.42). On
the other hand, any w € V satisfying (2.42) automatically satisfies the stable bound-
ary conditions since these are contained in the definition of V. We show that if g
and w are smooth then w also satisfies the natural boundary conditions and solves
(2.33). To see this, let {F;} be as in (2.38) and let {®;} denote the normal system
of boundary operators associated to {F;} through Theorem[2.13} Then if we assume
that g € L?(2) and w € VN H?*"(Q), Theorem [2.13|combined with (2.42) gives

/Aw(pdx—l—Z/ CDj(x;D)ij(x;D)(pdw:/ godx (2.43)
Q i=tJoa Q

for all ¢ € V. Taking arbitrary ¢ € C°(€) in (2.43)) shows that Aw = g a.e. in Q2 so
that the equation in (2:33) is satisfied (recall the definition of A in (Z:28)). Once this
is established, (2:43) yields

/ i(x; D)YWFj(x;D)pdw = Z/ (D)WF;(x;D)pdo =0 (2.44)
JEJz

for all ¢ € V, where the first equality is a consequence of the fact that ¢ € V, namely
Fijo =00n dQ forall j € J;. Again by arbitrariness of ¢ € V, (2.44) shows that

P;(x;D)w=0 ondQ forall j€Jr.

By assumptions (2.37) and @) we know that @; = By, ;1 for all j € Ja, there-
fore the latter is equivalent to

Bj(x;D)w=0 ondQforall j=p+1,...m

and w also satisfies the natural boundary conditions in (2.33).
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2.4.3 Inhomogeneous boundary value problems

In this section we study weak solvability of (2.24)-(2.25) without assuming that
the boundary data & vanish. After requiring suitable regularity on the data i}, we
explain what is meant by weak solution and we reduce the inhomogeneous problem
to an homogeneous one.

Regularity assumptions on the data. Let V be as in (2.34) and assume that
fev'. (2.45)

Weak solutions to (2.24)-(2.23) will be sought in a suitable convex subset of
H™(Q). According to Theorem 8.3 in Chapter 1 in [275], it is then necessary to
assume that |

hj e H"™i72(dQ) forall j=1,...m. (2.46)

We have m —m; — % > 0 for all m; < m, namely for all j = 1,...,p where p is the

number of stable boundary operators. If j = p+1,...,m, we have m —m; — % <0
and we recall the definition in (2.7)).
If we assume (2.31)), (2.32)), (2.36) and (2.46)), we may apply [416, Theorem 14.1]

to infer that

there exists v € H" () such that Bj(x;D)v = hj on dQ (2.47)
for all j=1,..., p. Then consider the set
K={weH"(Q),w—veV};

it is straightforward to verify that K is a closed convex nonempty subset of H™(Q).
If p =0, then no v needs to be determined by (2.47) and K becomes the whole space
V = H"(Q). Let us define the (ordered) family of boundary operators {F;}""; as

in (2:38) and let J; and J, denote the subsets defined there. We say that u € K is a

weak solution to ([2.24)-(2.23) if

¥(u, @) =(f, (P> + Z <h2m—mj—17Fj(X;D)(P>3!2,j forallp €V, (2.43)
JEH

where ¥ is defined in (2.29), (.,.) denotes the duality between V' and V and
(-, -)aq,; denotes the duality between H™™i=3(9Q) and H" "2 (9 Q).

Reduction to an homogeneous boundary value problem. Let v € H™(Q) be de-

fined by (2:47) and let u € K be a weak solution to (2.24)-(2:23)), according to (2.48).

Subtract ¥ (v, @) from the equations in (2.48)) to obtain

lIl(u ) (p) = <f7 (p> + Z <h2m*mj*] ,I’}(X;D)([»ag’j - III(Vy (P)
Jjeh

for all ¢ € V. By (2.43), the linear functional g defined by
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g0 (f.0)+ Y (hamm—1,Fj(x:D)@)gq ;— P (v,@) foro eV
JEL

is continuous on V so that (2.40) holds. Now put w := u —v; then w € V satisfies
@). Therefore, we shall proceed as follows. We first determine a function v as in
(247), then we solve problem (2.33) (whose variational formulation is (2:42)) and
find w € V. Putting u = v+ w we obtain a solution u € K to (2.24)-(2.25) (whose
variational formulation is (2.48)).

With these arguments, Theorem [2.15]immediately gives

Theorem 2.16. Let Q@ C R” be a bounded domain satisfying . Assume that:

e the operator A in (2.28) and the bilinear form ¥ in (2.29) satisfy (2.27) and
240

e the operators Bj satisfy (m, (lfﬂ[), (m, m, m;

o [ satisfies (2.45) and the h;’s satisfy ([2.46).

Then problem @) admits a unique weak solution u € K; moreover, there exists a
constant C = C(Q,m, </ ,Bj) > 0 independent of f and of the h;’s, such that

P
[ull @) <€ (fllv' +j:21 thIHmm,-%(aQ)> :

As for the homogeneous problem, let us explain the link between weak and strong

solutions. Again, any strong solution u € H>"(£) to (2.24)-(2.25) certainly satisfies
(2:48); note that a strong solution may exist only if

hj € H™M™~1(9Q) for j=1,....mand f € [2(Q). (2.49)

Conversely, assume that (2.49) holds and let u € KN H>"(£) be a solution to (2.48)).
Let {F;} be as in (2.38)) and let {®;} denote the normal system of boundary opera-

tors associated to {F;} through Theorem Then (2.48) gives
m
/Au(pdx+ Z/ @;(x;D)uFj(x;D)pdw
Q Soa

_ / Fode+ Y / hom-my1Fj(x:D)@do forallp e V. (2.50)
Taking arbitrary ¢ € C°(2) in (2.50) shows that Au = f a.e. in 2 so that (2.24) is
satisfied. Once this is established, (2.50) yields
y / ;(x;D)uF;(x;D)pdo = Y / Hom-m; 1 Fy(x: D) pd
jeh 2Q jeh 20Q X

for all @ € V. Then the same arguments used after (2.44) show that

Bj(x;D)Ju=nh; ondQ forall j=p+1,....m,
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which proves that u also satisfies the natural boundary conditions in (2.25]).

Remark 2.17. Although and the complementing condition (see Definition[2.9)
do not explicitly appear in Theorem they are hidden in the assumptions. The
coercivity assumption (2.41)) ensures that is satisfied, see Theorem [2.15] On
the other hand, assumptions (2.36) and (2.39) ensure that the complementing con-
dition holds, see [275] Section 2.4].

If the boundary dQ and the data f and h; are more regular, elliptic theory applies
and also the solution u given in Theorem [2.16]is more regular, see the next section.

2.5 Regularity results and a priori estimates

2.5.1 Schauder theory

Here we consider classical solutions to (2.2)-(2.14). To do so, we need the Schauder
theory and a good knowledge of Holder continuity.

First fix an integer ¢ such that max{m;} < ¢ < 2m. Then slightly modify the
problem and consider the equation

(—~A)"u+Y D [aﬁ_“(x)D“u}: Y Py in@, (@50
z ' B <2m—

complemented with the boundary conditions

Z bja(x)D*u=h; ondQ with j=1,...m, (2.52)

|oe|<m;

where Z means summation over all multi-indices 8 and p such that
*

Bl <2m—t, |ul<€,  |Bl+|ul<2m—1. (2.53)

With the notations of (2.2)) and (2.14), we have now

o (x;D)u = ZDﬁ [aﬁ#(x)D“u} , Bj(x:D)u= Y bja(x)D%u. (2.54)

lot|<m;

Fix a second integer k > ¢ and put ¢ = max{2m,k}. Then assume that for some
0 <y< 1 wehave
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ag, € CKLY(Q)  forall B, satisfying (2:33),
I € c=1(Q) forall |B| <2m—¢,
bjo €CEMi1(9Q) forall j=1,..,mand |a| < mj,

hj e Ck=miY(9Q) forall j=1,...,m.

(2.55)

Note that under assumptions (2:53), problem (Z.31)-(2:52) needs not to make
sense in a classical way. Therefore, we first need to introduce a different kind of
solution.

Definition 2.18. We say that u € C*7(Q) is a mild solution to (2.51)-(2.52) if
/ u(—A)"@dx + Z(—l)lm/ aﬁ’u(x)D”uDﬁ(pdx
Q " Q

S MG CL A

|B|<2m—¢
for all ¢ € C°(£2) and if u satisfies pointwise the boundary conditions in (2.52)).

Hence, for any mild solution the boundary conditions (2.52)) are well-defined
since k > ¢ > m; for all j.

We are now ready to state

Theorem 2.19. Let k > ¢ € [max{m,},2m] NN and { = max{2m,k}. Assume that

(2.53) holds and that <7 and the B;’s satisfy -2-19). Assume [2.13) and [2.17).

Assume moreover that 9Q € CY. Then - admits a unique mild solution
u € CRY(Q). Moreover, there exists a constant C = C(Q,k,m,ag ,bjq) > 0 inde-
pendent of the fg’s and of the hj’s, such that the following a priori estimate holds

[ ——e ( L Upleo@t X ||h,-||ckm_,..y(am> .
j=

|B|<2m—¢

The constant C depends on Q only through its measure |Q| and the Cl"-norms
of the local maps which define the boundary 0. If k > 2m then the solution u is
classical.

Finally, if (2.17) is dropped, then for any solution u to ([2.51)-(2.52) one has the

following local variant of the estimate

el ckr @ (x0)) SC( Y sllerer@nmaniso)
|B|<2m—¢

m
+ Z:l th||Ck7mj”y<3.QﬂBzR(x0)) + u”Ll(QﬂBZR(xo)))
Jj=

for any R > 0 and any xo € Q. Here, C also depends on R.
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Roughly speaking, equation (2.51) says that 2m derivatives of the solution u be-
long to CK=2mY(Q); if k > 2m this has an obvious meaning while if k < 2m this
should be intended in a generalised sense. In any case, Theorem [2.19]states that the
solution gains 2m derivatives on the datum }g DP /g

2.5.2 LP-theory

In this section we give an existence result for (2.2)-(2.14) in the framework of L?
spaces. Under suitable assumptions on the parameters involved in the problem, we
show that the solution has at least 2m derivatives in L? (). In this case, the equation
(2:2) is satisfied a.e. in  and we say that u is a strong solution.

The following statement should also be seen as a regularity complement to The-
orem[2.10

Theorem 2.20. Let | < p < oo and take an integer k > 2m. Assume that dQ € C
and that

{ ag €C2(Q)  forall |B| <2m—1, (2.56)

bja €CE™(dQ)  forall j=1,...m, |a| <m;.

Assume also that [2.13), (2.17) hold and that </ and the B;’s satisfy [2.18)-(2-19).
1

Then for all f € W*2mP(Q) and all h; € WX 2P (9Q) with j = 1,...,m, the

problem - admits a unique strong solution u € W5P (Q). Moreover, there

exists a constant C = C(Q,k,m, o/ ,Bj) > 0 independent of f and of the h;’s, such

that the following a priori estimate holds

j=

m
||u||Wk-f’(Q> S C <||f||wk2m.p(g) + ; ||thkmjll”p(HQ)> .

The constant C depends on  only through its measure |Q| and the C*-norms of
the local maps which define the boundary 0Q. If k > 2m + % then u is a classical
solution.

Finally, if (2.17) is dropped, then for any solution u to (2.2)-(2:23) one has the
following local variant of the estimate

”uHWk»l’(QﬁBR(xO)) < C(lf“wkz'”vp(_QOBZR(xo))

m
LS T (QOBM(XO)))

for any R > 0 and any xo € 2. Here, C also depends on R.

The proof of this general result is quite involved, especially if p # 2. It requires
the representation of the solution u in terms of the fundamental solution and the
Calderon-Zygmund theory [83] on singular integrals in L?.
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In the case of Dirichlet boundary conditions Theorem [2.20] reads

Corollary 2.21. Let | < p < oo and take an integer k > 2m. Assume that dQ € C*
and that holds. Assume moreover that (2.17) holds and that </ satisfies
. Then for all f € WK=2™P(Q) equation g)admits a unique strong solu-
tion u € WhP 0 Wy (82); moreover, there exists a constant C = C(Q,k,m, /) > 0
independent of f, such that

||”||W’<=P(Q) < CHfHWk*z'"-,P(Q)‘

For equations in variational form such as (Z.31)), L?-estimates are available under
weaker regularity assumptions. For our purposes we just consider the following
special situation.

Theorem 2.22. For dQ € C%, p € (1,%), and f € LP(R) there exists a unique so-
lution u € Woz’p(Q) of
Au=Vf inQ,
{ u=uy=0 ondQ,

where V> means any second derivative. Moreover, the following LP-estimate holds

lullw2pi@) < ClIfllp @)
with C = C(p, Q) > 0.

For Steklov boundary conditions (2.22)) associated to the biharmonic operator,
Theorem [2.20Ireads as follows.

Corollary 2.23. Let | < p < oo and take an integer k > 4. Assume that Q € C* and
a € C"2(9Q), then there exists C = C(k, p, o, ) > 0 such that

||”||W’<=P(Q) <

2
<C (HMHU’(.Q) + ||A uHWk—At.p(Q) + ||uHWk7171"p(z9.Q) + ||Au_auv||wk2}).p<ag)>

for all u € Wkr (). The same statement holds for any k > 2, provided the norms in
the right hand side are suitably interpreted, see (2.3)), (2.6), and (2-9).

Remark 2.24. In the estimates of Theorems and and of Corollaries 2.21]
and [2.23] the constants depend in an indirect and nonconstructive way on the par-
ticular differential and boundary operators. As soon as one puts (for instance) the
L'-norm of the solution on the right hand side, the constants become explicit and
depend only on bounds for the data (k,m, domain, and coefficients) of the prob-
lem. This kind of uniformity will be needed in the proof of positivity for Green’s
functions in perturbed domains, see Section [6.5] There we have uniformly coercive
problems which yield an explicit estimate for some lower order norms, so that L? or
Schauder estimates depending on the specific operator would be useless.
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2.5.3 The Miranda-Agmon maximum modulus estimates

We start by recalling that it is in general false that Au € C? implies u € C? even
if u satisfies homogeneous Dirichlet boundary conditions. Therefore, this lack of
regularity is a local problem, irrespective of how smooth the boundary data are. To
see why the implication fails, consider the function

_ [rnlogllogtd+3)| if (r1.x2) # (0,0),
ulm) = {0 if (x1,x2) = (0,0),

which is well-defined for |x| < 1. Some computations show that u solves the problem

—~Au=f inB,(0),
u=0 on dB,(0),

where r = 1/./e and

4x1x2(17210g(x%+x%)) .
flrm) =1 @edegEeny o onR) 7 0,0)
0 if (Xl,X2) = (0,0),.

One can check that f € C%(B,(0)). On the other hand, for (x;,x;) # (0,0) we have

uxlxz (xl 7x2)
2(x4 —|—x4) 45252
= 10g|10g(x%+x%)|+ L2 — 172
(a2 +x3)%log(x] +x3) (2 +3)2log? (22 +x3)

which is unbounded for (x1,x,) — (0,0). Therefore, u & C*>(B,(0)).

This example shows that a version of Theorem [2.19]in the framework of spaces
C* of continuously differentiable functions is not available. On the other hand, the
well-known Poisson integral formula shows that for continuous Dirichlet boundary
data any harmonic function in the ball B is of class 0 (E) ,see [[197, Theorem 2.6]. In
other words, the solution inherits continuity properties from its trace. We state below
the corresponding result for polyharmonic equations in a particular situation which
is, however, general enough for our purposes. We consider boundary conditions
(2.14) with constant coefficients and the problem

(—A)"u+ o (x;D)u=f in Q
2.57
Bi(Dju= Y bjoD*u=h; ondQwithj=1,...m 2.57)

loe|<m;

for some constants b; o € R\ {0}. Then we have the following a priori estimates for
the maximum modulus of solutions and some of their derivatives.

Theorem 2.25. Assume (2.15)), (2.17) and that <7 and the B;’s satisfy (2.18)-(2.
J

19).
Assume also that dQ2 € C*" and let L = max;m;. Finally, assume that f € C’(Q)
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and that hj € C*~"i(dQ) for any j=1,...,m. Then admits a unique strong

solution u € C*(Q) WP (Q) for any p € (1,e0). Moreover, there exists C > 0
independent of f,h; such that

max ||Dful|r~ < C<
J

m
0<k<p =

1l ca=ms oy + 1l + |u||L1> ~
1

Proof. We split problem (2.57) into the two subproblems

(—AY"v+ & (x;D)v=f inQ,

{BJ(D)V:O onodQ, j=1,...,m, (2.58)
(—A)"w+o/ (;D)w=0 inQ,

{B,/'(D)Whj on a_Q, ji=1,..,m. (2.59)

Since f € C°(Q) C LP(Q) for any p > 1, by Theorem (with k = 2m) we
know that there exists a unique solution v € W2?(Q) to (2.58). By Theoremwe
infer that v € C2"~17(Q) for all y € (0, 1). Moreover, there exist constants ¢j,cy >0
such that

IVl o) < et Fllee +eallvll

see again Theorem 2.20]
On the other hand, by generalising the Miranda-Agmon procedure [4} 1304} 305]
one shows that (2.59) admits a unique solution w € C* () satisfying

m

Dfwl| = < Al 2.
Orgnkgﬂll wl|L —c3j:21||hj||C’"/(a_Q)+c4||W||L1 (2.60)

for some c3,c4 > 0. This procedure consists in constructing a suitable approximate
solution wy to (2.59). To this end one uses the explicit Poisson kernels which solve
arelated boundary value problem in the half space. These Poisson kernels are deter-
mined in [5)] and, since @) holds, it makes no difference to consider the Dirichlet
problem as in [4, 304, 303] or the general boundary value problem in (2.59). Once
this approximate solution wy is constructed, one shows that it satisfies (2.60) with
c4 =0. Then one uses again L? elliptic estimates from Theorem[2.20]and embedding
arguments in order to show that the solution w to (2.39) satisfies (2.60).

Once the solutions v and w to (2.38) and (2:39) are obtained, the solution u of
(2.57) is determined by adding, u = v+ w, so that also the estimate of the C*-norm
follows. ]

2.6 Green’s function and Boggio’s formula

The regularity results of the previous sections are somehow directly visible when
writing explicitly the solution of the boundary value problem in terms of the data
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by means of a suitable kernel. Let us focus on the polyharmonic analogue of the
clamped plate boundary value problem

(—A)"u=f in Q,
(2.61)
D%uly0 =0 for |a| <m—1.
Here 2 C R" is a bounded smooth domain, f a datum in a suitable functional space
and u denotes the unknown solution.
In order to give an explicit formula for solving (2.61), the first step is to define
the fundamental solution of the polyharmonic operator (—A)™ in R”. We put

2I'(n/2—m) . |x|2m7n

#end T (n)2) (m—1)1 if n > 2m or n is odd,

En"n (x) = 1 m—n/2

| |2n17n(
Hend =TT (n]2) (m—n/2)m—1)1 ¥

—log|x|) if n < 2m is even,

so that, in distributional sense
(_A)mFm,n = 50» (262)

where &y is the Dirac mass at the origin. Of course, one may add any m-polyharmonic
function to £, , and still find @ For n > 2m there is a unique fundamental so-
lution when one adds the “boundary condition”

lim F,,,(x) = 0. (2.63)

x| —o0

For n < 2m no fundamental solution satisfies (2.63)) and there does not seem to be a
natural restriction to fix a unique fundamental solution.

Thanks to the fundamental solution, we may introduce the notion of Green func-
tion.

Definition 2.26. A Green function for (2.61) is a function (x,y) — G(x,y) : Q x
Q — RU {0} satisfying:

1. x = G(x,y) — Fpa(x—y) € C*(Q)NC" 1(Q) for all y € Q if defined suitably
forx=y;

2. (=A™ (G(x,y) — Fpn(x—y)) =0forall (x,y) € Q2 if defined suitably for x = y;

3. D¥G(x,y) =0 forall (x,y) € dQ x Q and || <m—1.

Formally, the Green function enables one to write the unique solution to (2.61))
as

ux) = [ Gleyf)dy. .64

Provided f belongs to a suitable functional space, this formula makes sense and
gives the solution u.

Clearly, the exact form of the Green function G is not easily determined. How-
ever, as we already mentioned in Section Boggio [63} p. 126] could explicitly
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calculate the Green function Gy, := G(_4ym p for problem (2.61) when € is the
unit ball in R”.

Lemma 2.27. The Green function for the Dirichlet problem with Q = B is
positive and given by
[ty | /e
Gnn(%,y) =k [x =y " / (V=1 v, (2.65)

The positive constants k,, , are defined by

1 717"/2

kmn: 5 h = T A
" e (m— 1)1 F(1+n/2)

Remark 2.28. If n > 2m, then by applying the Cayley transform one finds for the
half space R". = {x e R" : x; > 0}

6" =y[/]x=y]
G(_ayn g (,Y) = Ky [x =y / (W —1)mtylngy, (2.66)
1
where x,y € R, x* = (—x1,x2,...,x,). We also emphasise that the assumption

n > 2m is required in this half space R’, in order to have uniqueness of the corre-
sponding Green function. When n < 2m one may achieve uniqueness in some cases
by adding restrictions such as upper bounds for its growth at infinity (see Remark
[6.28] for the case m = 2 and n = 3,4) . Alternatively, one may just impose that the
Green function in the half space is the Cayley transform of its counterpart in the ball

and hence given by (2.66).

2.7 The space H>N H(} and the Sapondzyan-Babuska paradoxes

In this section, we consider in some detail the space H 2 ﬂHg which is in some sense
“intermediate” between H” and Hoz. This space is also related to both the homo-
geneous Navier (2.21) and Steklov (2.22) boundary conditions, see the discussion
following (2.34). The norm to be used in this space strongly depends on the smooth-
ness of 9. It was assumed in Theorem [2.20| that 0.2 € C*. We first show that this
assumption may be relaxed in some cases. On the other hand, if it is “too relaxed”
then uniqueness, regularity or continuous dependence may fail, leading to some ap-
parent paradoxes. We also point out that the regularity of the boundary plays an
important role in the definition of the first Steklov eigenvalue, see Section
Let us first remark that in the case m = 2, Theorem[2.2]reads
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Corollary 2.29. Let Q C R" be a smooth bounded domain. On the space H3(R2),
the bilinear form

(u,v) — (u,v)HOz = /QAuAvdx for all u,v € H3 ()

defines a scalar product over HZ(2) which induces a norm equal to |D*.||,2 and
equivalent to (|D?. ||iz +1. H12‘2)1/2.

We now show the less obvious result that the very same scalar product may also
be used in the larger space keryy = H> N H& () when 9 is not too bad. For later
use, we state this result in general (possibly nonsmooth) domains. The class of do-
mains considered is explained in the following definition taken from [2]].

Definition 2.30. We say that a bounded domain £ C R” satisfies an outer ball
condition if for each y € dQ there exists a ball B C R"\ Q such that y € dB. We
say that it satisfies a uniform outer ball condition if the radius of the ball B can be
taken independently of y € dQ.

In particular, a convex domain is a Lipschitz domain which satisfies a uniform
outer ball condition. We have

Theorem 2.31. Assume that 2 C R" is a Lipschitz bounded domain which satisfies
a uniform outer ball condition. Then the space H*> N H(; () becomes a Hilbert space
when endowed with the scalar product

(u,v) — / AuAvdx forallu,VEHzﬂH(%(-Q)-
Jo

This scalar product induces a norm equivalent to || . || 2.

Proof. Under the assumptions of the theorem Adolfsson [2] proved that there exists
a constant C > 0 independent of u, such that

lull ;2 < CllAul;2  forallu € H> NHS(Q).

For all u € H> N H} () we also have

n n
ID*u* =Y (9;u)? Z (dyiu)* |Au\2 ae.in Q. (2.67)
ij=1 i=1
This shows that the two norms are equivalent. U

Remark 2.32. Let 2 C R" be a bounded and convex domain with smooth boundary.
Consider the set

V::{MGCZ(-Q)”>O’§ >0, git/:OOn(Q.Q}.

Let W denote the closure of V with respect to the norm ||. || ;2. Then we have
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/ D?uf2dx < / Aulfdx  forallue W,
Q JQ

see [198] Theorem 2.1]. This inequality is somehow the converse of (2.67).

The assumptions on 9 under which Theorem holds are related to the so-
called SapondZyan or concave corner paradox. This paradox relies on the fact that,
for some nonsmooth domains €2, the linear Navier problem may have several dif-
ferent solutions, according to the functional space where they are sought.

One way of getting the existence is through a “system solution” which belongs
to H(} () as well as its Laplacian. A second type of solution is obtained using
Kondratiev’s techniques in the space H> N H} (). Note that, since ||.|| defined by
||u|| := ||Aul|,2 is not a norm on H> N H} (L) when the domain has a reentrant
corner, one cannot directly apply the Lax-Milgram theorem. Indeed, Theorem [2.31]
may not hold if a uniform outer ball condition fails. The following example appears
suitable to illustrate this dichotomy in some detail.

Example 2.33. For a € (37, 7) fix the domain
Qq = {(rcos@,rsing) e R*0<r<land |p| < a}.
Let f € L?(Q) and consider the homogeneous Navier problem

A%u=fin Qg,
u=0 ondQy, (2.68)
Au=0 ondQy\{0}.

We say that u is a system solution to (2.68)) if u,Au € H} (Q¢) and

u=0 and w=0 ondQy,. (2.69)

{ —Au=wand —Aw = f in Q,
By applying twice the Lax-Milgram theorem in H& (24), this system solution, as a
solution to an iterated Dirichlet Laplace problem on a bounded domain, exists for
any f € L2(Q4). Using [251]] one finds that there also exists a solution in H?N
H}(Q) of , which indeed satisfies Au = 0 pointwise on dQ \ {0}. Since its
second derivatives are square summable, let us call this the energy solution.
Next we consider a special function. For p = % the function v defined by

va(r,@) = (r P —rP)cos(po)

satisfies
_AV(X == O ln Qa,
va =0 ondQy\{0}.

Moreover, one directly checks that vy € L*(Q¢) for p € (3,1). Then there exists a
unique solution by € HY (24) of
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_Aba = Vq ln .Qa,
bo =0 ondQy.

One has Abg & H}(Q¢q) and may check that by & H?(Qg). So we have found a
nontrivial solution to (2.68) with f = 0. This b, is neither a system solution nor an
energy solution. Let u be the system solution. Then the following holds:

1. For all ¢ € R we have u. := u+cby € H} (24) and Au, € L*(Qq).
2. For all ¢ € R, the function u, satisfies (2.68). Using results in [318] one may
show that in fact u. € C%(Qq) and Au. € C) (Qq \ {0}) whenever f € L*(Qq).

. One finds Au. € H} (g ) if and only if ¢ = 0.
4. For f € L*(Qq) let

(98]

ca(f):=— ||v05||222/Q Va9 A . f dx.

We have u. € H> NH} (Qg) if and only if ¢ = cq(f).
5. The energy solution to (2.68)) is u, with ¢ = cq(f). Hence the system solution is
different from the energy solution whenever cq(f) # 0.

Now let f be positive. A close inspection shows, see [320], that for the system
solution the H?-regularity fails when cq(f) # 0 while positivity holds true. On the
other hand, the energy solution u. with ¢ = ¢ (f) has the appropriate regularity, but
positivity fails when o > %71? and

/ (r—% fr§> sin (20) 94 0, fdx 0.
Qq
For a € (%7‘[, %71') there is only numerical evidence of sign-changing energy solu-

tions. See Figure [2.1]

We now discuss in detail another famous paradox due to Babuska, also known
as the polygon-circle paradox. The starting point is a planar hinged plate 2 with a
load f € L*(£2). This gives rise to the Steklov problem

{A2uf in Q,

2.
uzAu—(l—G)Kg—"f:Oonc?Q, (2.70)

where k denotes the curvature of the boundary and ¢ is the Poisson ratio. Problem
(2.70) is considered both in the unit disk B and in the sequence (see Figure [I.3) of
inscribed regular polygons (P,) C B (m > 3) with corners

(CIES e R

Since the sides of P, are flat, the curvature vanishes there and (2.70) becomes

A’u=f inP,,
{uzAu:Oon 0P, 2.71)
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Fig. 2.1 The level lines of u and u, = u+ cbg with ¢ = ¢ (f) for f > 0 having a small support
near the left top of the domain. Grey region = {x : u.(x) < 0}; here, a different scale is used for
the level lines.

The so-called Babuska paradox shows that this argument is not correct, that is,
is not the right formulation of when Q = P,,. The “infinite curvature” at the
m corners cannot be neglected, one should instead consider Dirac delta-type contri-
butions at each corner. Indeed, the next result states that the sequence of solutions to
does not converge (as m — oo) to the unique solution of when Q = B.
On the contrary, it converges to the unique solution of the following Navier problem

A’u=f inB,
{ u=Au=0ondB. 2.72)

More precisely, recalling the definition of system solution in (2.69), we have

Proposition 2.34. Let P,, C B with m > 3 be the interior of the regular polygon
with corners {(cos (%TE) ,sin(?n—kn')) k= 1,...,m} and let f € L*(B). Then the
following holds.

1. There exists a unique (weak) system solution u,, of 5o that wy, Au,, €
H(Py).
2. There exists a unique minimiser iy, in {u € H? ﬁHé (P,,,)} of

J(u) :/ (% (Au)? —fu) dx.
Pn
3. The solution u,, satisfies
um € H*NCY(B,) and Au,, € H* NC%Y(B,,),

Sfory € (0,1) and hence i, = up.
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4. If we extend u,, by 0 on B\P,, and let u. be the solution of , then
,7111310 [ ”°°||L°°(B) =0.

Note that even if the identity of u,, and i, may not seem very surprising, Exam-
ple[2.33|shows that for domains with nonconvex corners these two solutions can be
different.

Proof. 1. By the Lax-Milgram theorem, for any bounded domain € (in particular,
if @ = P,)) and any f € L?(Q) the Poisson problem

—Aw=fin Q,
{w =0 on dQ, (2.73)

has a unique (weak) solution in Hé (). Similarly, one finds a unique solution in
H}(Q) to —Au=w in Q with u = 0 on 9. We apply this fact to the case where
Q =P,.

2. The functional J is convex and coercive on H> N H{} (P,) in view of Theorem
since the corner points of P, all have angles less then 7w (i.e. P, satisfies a
uniform outer ball condition). As the functional J is weakly lower semicontinuous
and the closed unit ball in H? ﬂH(% (Py) is weakly compact there exists a minimiser.
The strict convexity gives uniqueness.

3. Invoking again [2] (or [240]] since the P,, are convex), we know that the solution
of (2.73) in P,, with source in L>(P,) lies in H>(PB,,). Hence Au,, € H*(P,) and,
by Theorem Au,, € COY(P,,) for all y € (0, 1). In fact, by Kondratiev [251]] one
finds that for a convex domain in two dimensions, with all corners having an opening
angle less than or equal to o € (§,7), the solution of for f € LP(Q) with
P < Pa = 522 lies in W>P(£). Hence for each P,, one finds that u,, € W>2+€(P,,)
for 0 < € < —%. Theorem [2.6|then implies that u,, € C'(P,,).

4. 1t is sufficient to prove this result for f > 0. For r € (0,1) we compare the
solutions w, of

—Aw = fin B,,
{ w=0 on dB,.

Extend w, to B\B, by 0. Assuming f > 0 and f € L?(B) one finds that for 0 < r| <
r < 1 it holds that w,, <w,, and moreover, that

El_fg [[ws — WVHL“(B) =0.

Indeed, if f € L?(B), then wy,w, € C%Y(B) and for s < r we find that

—A (w, —ws) =0 in By,
Wy — Ws = Wy on dB;.

Since w, € C%7(B), this yields

HWVHL”(B,\BS) <Cylr—sl".
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By the maximum principle
Iwr =wsll=g) = lIwr =wslli=(s,) < IWrll=am,) < Crlr =]

Again using the maximum principle and writing u, for the solution of (2.72) in B,
(instead of B) we find

ur(x) < up(x) <up(x)+Crl1—rl". (2.74)
Two more applications of the maximum principle result in
U, (%) < (x) < up(x) (2.75)

with r,, = cos(7/m) since B,,, C P,, C B. The last claim follows by combining (2.74)
and (2.75). O

In order to emphasise the role played by smooth/nonsmooth boundaries in this
paradox, we prove

Proposition 2.35. Ler Q C R? be a bounded domain with C* boundary and let & €
(=1,1). If f € L*(), then there exists a unique minimiser us € H>* NH}(Q) of

J(uw) = /Q (4 (4w’ + (1= 0) (1, — wany) — fu) dxdy.
If9Q € C*, then us € H*(Q) and us satisfies

{A2u:f in Q,

u=Au—(1-o )K‘gﬁfOon&Q. (2.76)

Proof. Assume first that 0 < ¢ < 1. Since the expression
% (A“)z +(1-o) (“)%) - “XX”yy) =3 (“xxJF"‘yy)z +1 =2 (” +2“ Jr” )

is convex in the second derivatives of u, so is J. If —1 < o < 0, following [331}
Proposition 2.4] we note that

(dI(vi) —dJI(v2),v1 —vz>
_/ Vi —=v2)a+ (V1 = v2)5, +20 (v = v2)ax (Vi — v2)yy
+2(1-0)(vi — vz))zcy) dxdy
> (1 —|—G)/-Q (v —v2)2 4 (v —V2)§y+2(\11 —vz))%y)dxdy
>0

for all vi,v, € H*NH} (Q) (v # v2), where we used the simple inequality 2cab >
o(a® 4 b?). Hence, also for —1 < ¢ < 0, the functional J is convex.
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Then existence and uniqueness of a minimiser for J are obtained as in Proposition
[2:34] The minimiser u satisfies the weak Euler-Lagrange equation, that is

/Q (AuA(p + (1 = 0) (2uxy Pry — thrx Pyy — Uyy Px) —fq)) dxdy =0

for all ¢ € H?> N HJ(22). Regularity arguments (see Theorem [2.20) show that for
dQ € C* and f € L*(R) the minimiser lies in H*(£2). The integration by parts in

(T77) and (T.8) show that u satisfies (2.76). O

By combining Propositions[2:34]and[2.35|we may now better explain the Babugka
paradox. Assume that f € L?(B) and let ¢ # 1. If u.. is as in Proposition and
ug is as in Proposition 2.33] then

U = Ug IN B <= % =0on dB.
av
Butif 0 # f > 0, then the maximum principle implies —Au., > 0 and u.. > 0 whereas
Hopf’s boundary point Lemma even gives ‘%7 < 0 on dB and hence ue # Ug.
Babuska considered the case where f = 1 in B. This simple source allows us to
compute all the functions involved. The solution to with f =1 on B is the
radially symmetric function

~ (5+0)—(6+20)|x?+(1+0)x*
to (x) = 64(1+0) '

The limit u. in Babuska’s example, defined by ue(x) = lim,,;— e, (x) equals

Ug—1(x), namely ; | |
_ o2 by, s

see also [401l p.499] and [135]].

-1 -0.5 0.5 1

Fig. 2.2 The example of Babuska: 2 = B and f = 1. The solutions us to l| depend on o; from
top to bottom the solutions for ¢ =0, .3, .5 and 1. The solution for ¢ = 1 is the limit of u,, from
the regular m-polygon with m — oo.
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2.8 Bibliographical notes

Ellipticity and the complementing condition are well explained in [5], see also Sec-
tion 1 of Chapter 2 in [275]]. The polynomial L,, representing the differential op-
erator is taken from [ Section I.1], see also Section 1.1 of Chapter 2 in [275].
For boundary conditions that do not satisfy assumption (2.13) we refer again to [5].
The complementing condition is sometimes also called Lopatinski-Shapiro condi-
tion and may be defined in an equivalent way, see [416, Section 11]. Concerning
assumption , we refer to [416, Theorem 13.1] for a general statement relating
ellipticity, the complementing condition, regularity results, Fredholm theory and a
priori estimates.

More results about Sobolev spaces may be found in the monographs by Adams
[L], Maz’ya [291] and Lions-Magenes [275]]. All the embedding theorems in Section
may be derived from [1, Theorems 5.4 and 6.2] whereas for the scalar product
in H™ (L) see [275| Théoréme 1.1]. Theorem [2.31]is taken from [80] and Theorem
[27)is taken from [1, Theorem 5.23].

The material from Section@]is taken from Section 9 of Chapter 2 in [275] and
from [416]. Theorem [2.13]is a variant of Green’s formula, see [416, Theorem 14.8].
A Hilbert triple as in Definition[2.14]is a particular case of a Gelfand triple, see [416]
Definition 17.1]. The coercivity condition in is given in H™ (L), the frame-
work of our setting; it is taken from [275, Definition 2.9.1]. Agmon’s condition
which ensures the coercivity of the bilinear form ¥ (u,v) was originally stated in
[3]; we also refer to Theorem 9.3 of Chapter 2 in [275] and to [416l Section 18] for
equivalent formulations. Theorem [2.16]is a direct consequence of the Lax-Milgram
theorem, see [416, Theorem 17.10]. Existence, uniqueness and regularity results for
(2.2)-(2.14) with data in the Hilbert spaces H® with s € R (possibly also non integer
and negative) are studied in full detail in [275]; in particular, we refer to Remark 7.2
of Chapter 2 in [275] for a statement including all possible cases. Theorem [2.19]is
contained in [5, Theorem 9.3] whereas Theorem [2.20]is contained in [3, Theorem
15.2]. Theorem and the extension of Corollary to all k > 2 are justified
by [5, Theorem 15.3°]. Theorem [2.25|follows as a by-product of Theorems [2.6] and
[2.20] on one hand and maximum modulus estimates for solutions of higher order
elliptic equations on the other hand. This second tool was introduced by Miranda
[304} 1305]] for higher order problems in the plane and subsequently generalised by
Agmon [4] in any space dimension. We also refer to [377] for a simple sketch of
the proof. Finally, let us mention that partial extensions and counterexamples to
Theorem in nonsmooth domains may be found in works by Pipher-Verchota
[337,1338], Maz’ya-Rossmann [290], Mayboroda-Maz’ya 284} 285]] and references
therein. Lemma[2.27]is a fundamental contribution by Boggio [63] and is one of the
most frequently used results in this monograph. Results on Green’s functions may
also be found in the monograph [21]. As for LP-theory of higher-order elliptic op-
erators and underlying kernel estimates one may also see the survey article [[129]
by Davies. Theorem [2.31]is a straightforward consequence of results by Adolfsson
[2], see also [237.1238]] for related results. Concerning the SapondZyan paradox, we
refer to the original paper [357] and to more recent results on “multiple” solutions
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in [320]]. Babuska [28]] noticed first that by approximating a curvilinear domain by
polygons the approximating solutions would not converge to the solution on the
curvilinear domain. Engineering approaches to the Babuska or polygon-circle para-
dox can be found in [241} 314} 354]. A mathematical approach can be found in the
work by Maz’ya and Nazarov [292[293]]. These authors dealt with the paradox by a
careful asymptotic analysis of the boundary layer and the contribution of the corners
in this. Part of their results are based on I"-convergence results from [422]]. More re-
cently, Davini [134] again uses I"-convergence to find a correct approximation. He
focuses on numerical methods that avoid the pitfall of this paradox. Most part of the
material in Section[2.7]is taken from [387].



Chapter 3
Eigenvalue problems

For quite general second order elliptic operators one may use the maximum princi-
ple and the Krein-Rutman theorem to show that the eigenfunction corresponding to
the first eigenvalue has a fixed sign. It is then a natural question to ask if a similar
result holds for higher order Dirichlet problems where a general maximum principle
is not available. A partial answer is that a Krein-Rutman type argument can still be
used whenever the boundary value problem is positivity preserving. We will also ex-
plain in detail an alternative dual cone approach. Both these methods have their own
advantages. The Krein-Rutman approach shows under fairly weak assumptions that
there exists a real eigenvalue and, somehow as a byproduct, one finds that the eigen-
value and the corresponding eigenfunction are positive. It applies in particular to
non-selfadjoint settings. The dual cone decomposition only applies in a selfadjoint
framework in a Hilbert space, where the existence of eigenfunctions is well-known.
But in this setting it provides a very simple proof for positivity and simplicity of the
first eigenfunction. A further quality of this method is that it applies also to some
nonlinear situations as we shall see in Chapter 7}

We conclude this first part of the chapter with some further remarks on the con-
nection between the positivity preserving property of the Dirichlet problem and the
fixed sign property of the first eigenfunction. In particular, we show that the latter
property, as well as the simplicity of the first eigenvalue, may fail.

Then we turn to the minimisation of the first Dirichlet eigenvalue of the bihar-
monic operator among domains of fixed measure and we show that, in dimensions
n =2 and n = 3, the ball achieves the minimum. We also consider two further eigen-
value problems, the buckling load of a clamped plate and Steklov eigenvalues. Up
to some regularity to be proved, a quite hard open problem, the disk minimises the
buckling load among planar domains of given measure. For the Steklov problem we
first study in detail the whole spectrum and then we show that an optimal shape of
given measure which minimises the first eigenvalue does not exist.

59
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3.1 Dirichlet eigenvalues

Here we consider the eigenvalue problem

{(—A)’"uzlu,ui—éo in Q, (3.1)

D%u|y0 =0 for |a| <m—1

on a given bounded domain  C R”" (n > 2). The first eigenvalue of (3.1) is defined
as

2
July

An1(Q2) = min .
1(82) weHP (Q\{0} [|u]l?,

(3.2)

In this section we discuss several problems related to (3.1)) and to its first eigenvalue.
We start by showing that the corresponding eigenfunction is of one sign whenever
the problem

{(—Awuzf inQ, 33)

D%u|y30 =0 for |a| <m—1

is positivity preserving, see Definition [3.1] below. This statement can be obtained in
two different ways, either with a somehow standard Krein-Rutman type argument
or with a decomposition in dual cones which we discuss in detail. Next, we discuss
the positivity of the first eigenfunction and its failure in general and we end up with
the minimisation of the first eigenvalue among domains of given measure.

3.1.1 A generalised Krein-Rutman result

The Krein-Rutman theorem, which can be considered to have its roots in Jentzsch’s
theorem, appears in many forms with many different and partially overlapping con-
ditions but none of the classical versions are optimal for the solution operator of an
elliptic boundary value problem. The main restriction is the necessity of having a
positive cone with an open interior, see [257, Theorems 6.2 and 6.3]. As we shall
see, this restriction could be removed after a profound result of de Pagter [136].

Consider the linear problem (3.3 and the following notion of positivity preserv-
ing.

Definition 3.1. We say that (3.3) has a positivity preserving property when the fol-
lowing holds for all « and f satisfying (3.3):

f>0=u>0.

In case that a Green function exists, the positivity preserving property holds true
if and only if this Green function is nonnegative. We now establish that if (3.3) is
positivity preserving then a Krein-Rutman result allows one to verify that the first
eigenvalue for (3.1)) is simple and corresponds to an eigenfunction of fixed sign.
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Let us shortly introduce some terminology.

Definition 3.2. An ordered Banach space (E, ||.||,>) is called a Banach lattice if:

e the least upper bound of two elements in E lies again in E:
f,g €Eimplies fVg:=inf{h€ E;h > fandh> g} € E;

e the ordering of positive elements is preserved by the norm: setting |f| = fV (—f)
it holds for all f,g € E that | f| < |g| implies || f]| < |lg||.

A linear subspace A C E is called a lattice ideal if
|f] <|g| and g € A implies f € A.
We call A invariant under the operator T : E — E if T(A) C A.

We can now give a statement which improves the classical Krein-Rutman theo-
rem, see [257]).

Theorem 3.3. Let E be a Banach lattice with dim (E) > 1 and let T : E — E be a
linear operator satisfying:

o T is compact;
o T ispositive: T (H) C A where X is the positive cone in E;
o T isirreducible: {0} and E are the only closed lattice ideals invariant under T.

Then the spectral radius p of T is strictly positive and there exists v € & \ {0} with
Tv = pv. Moreover, the algebraic multiplicity of p is one, all other eigenvalues p
satisfy |p| < p and no other eigenfunction is positive.

By Lemma we know that the Green function in the ball B is positive so
that problem has a positivity preserving property whenever 2 = B. In fact,
Theorem [3.3]applies to any domain £ where the corresponding Green function G
is strictly positive. In this case, one takes E = L?(Q) or E = {v € C(Q); v|50 = 0}
and T as the solution operator for (3.3)). Since for each x € Q the Green function
Ga(x,.) is strictly positive on © except for a set of measure 0 it follows in both
settings that T is irreducible.

3.1.2 Decomposition with respect to dual cones

We state and discuss here an abstract result due to Moreau [311]] about the decom-
position of a Hilbert space H into dual cones; we recall that " C H is a cone if
u € X and a > 0 imply that au € 2. In order to exploit the full power of this
decomposition, we also establish a generalised Boggio result. This will be used in
several different points of this monograph. Finally, we give a first simple application
of this decomposition to a capacity problem.
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It was Miersemann [301] who first observed that the dual cone decomposition
could be quite helpful in the context of fourth order elliptic equations. In the next
section we show how this method can be used to prove simplicity and positivity of
the first eigenfunction of (3.I)) in a ball. Moreover, this decomposition will turn out
to be quite useful in a number of semilinear problems considered in this monograph.

Theorem 3.4. Let H be a Hilbert space with scalar product (.,.)y. Let # C H be
a closed convex nonempty cone. Let £ be its dual cone, namely

A ={weH; (wyv)y <0forallvex}.
Then for any u € H there exists a unique (uy,up) € & X ™ such that
U=uy+uy, (uhug)H:O. (3.4

In particular; ||ul|% = |ju1||% + ||luz|%-
Moreover, if we decompose arbitrary u,v € H according to (3.4), namely u =
uj +up and v = vi + vy, then we have that

lee = vllEr = llur = vl + luz = vl
In particular, the projection onto ¢ is Lipschitz continuous with constant 1.

Proof. For a given u € H, we prove separately existence and uniqueness of a de-
composition satisfying (3.4).
Existence. Let u; be the projection of u onto %~ defined by

| —wr || = min [|u—v||
verx
and let up := u—uy. Then for all ¢t > 0 and v € ¥ one has
= wr ||y < flu— (ur+00)|[37 = [l —wr | = 20— wr,v)u + 22|V ][5

so that
2t (uy, V) < 12| (3.5)

Dividing by # > 0 and letting # \, 0, yields (u2,v)y <0 for all v € ¥ so that
up € £ *. Choosing v = u; also allows for taking 7 € [—1,0) in (3.3)), so that dividing
by t < 0and letting 7 0 yields (uy,u;)y > 0 which, combined with the just proved
converse inequality, proves that (uy,u; )y = 0.

Lipschitz continuity. From the two inequalities (u1,v2)y < 0 and (vi,uz)y <0
and by orthogonality, we obtain
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lu—v|F = (ur +uz —vi —vo,us + 1 —vi —v2)y
= ((u1 —v1)+ (w2 —v2), (1 —v1) + (w2 —v2))m
= [Jur = villz + lluz = vall3 +2(ur —vi,u2 = v2)u
= [Jur = villz + lluz = vallzy — 2(ur,v2) — 2(v1,u2)m
> Jlur =il + lluz = valfr

and Lipschitz continuity follows.
Uniqueness. It follows from the Lipschitz continuity by taking u = v. (]

Remark 3.5. In the context of an abstract Hilbert space it is quite easy to gain an
imagination of the projection u; of a general element u onto .# . However, in the
concrete context of function spaces it is difficult to really see how u; arises from u
and .Z". Here, a different point of view is helpful: uy := u —u; € H is characterised
by minimising || . ||z subject to the constraint that u — uy € % . In the framework of
the function space H3 () equipped with the scalar product (u,v) HAQ) = JoAuAv

and the cone % C HZ () of nonnegative functions this means that u, has minimal
(quadratic) elastic energy [, (A u>)* among all Hg-functions subject to the constraint
that u —uy > 0, i.e. uo < u. This means that one seeks u» as the solution of an obstacle
problem, see [248]]. See Figure [3.1]for an example of a dual cone decomposition in

Fig. 3.1 Dual cone decomposition (right) in Hg of the function displayed on the left.

Hg. We refer to [68]] for further explanations and for some explicit examples of the
dual cone decomposition.

Note also that the Lipschitz continuity property stated in Theorem [3.4] strongly
depends on the norm considered. To see this, consider the special case H =
H}(—1,1) with (u,v)y = [',&/v' and let # = {v € H: v >0 ae.}. For any
€€ (0,1) let

bl _

i <
MS(X) = 1 lf |'x| — 87
0 otherwise.
Then
|x| .
—_— — <
W) =[x =1, uf(x) =uf(x) —ub(x) = Xl if x| <,

1— |x| otherwise.
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Therefore, u¢ — 0in L2(—1,1) as € \, 0, while u§ — 1 —|x| and u§ = |x| — 1. This
shows that the decomposition in H& is not continuous with respect to the L?-norm.

Let us now explain how we are planning to use the decomposition in Theorem
We will take H as a Hilbertian functional space (L2, H?, 9% . .) and

A ={uceH;u>0ae.}.
If H=L1%(Q), then #* = — % and Theoremsimply yields
u=ut—u" for all u € L*(Q).

If H = HJ (), in order to characterise .#* we seek v € H]} () such that
/ VuVvdx <0 forallu € 7.
Ja

This means that v is weakly subharmonic (formally, [, uAv > 0) and therefore
A+ ={veH}Q); vis weakly subharmonic} C —.% .

Note that although [, VutVu~ = 0, the decomposition obtained here is different
fromu=u"—u".

In higher order Sobolev spaces the decomposition # = u™ —u~ is no longer ad-
missible because if u € H™ (m > 2) then, in general, u*,u~ ¢ H™. In some situa-
tions the decomposition into dual cones may substitute the decomposition into pos-
itive and negative part. In order to facilitate and strengthen the application of Theo-
rem to higher order Sobolev spaces, we generalise Boggio’s principle (Lemma
to weakly subpolyharmonic functions in suitable domains. Let us consider
again % = {v € HI'"(Q); v>0ae.in Q} (orv € 2™%(Q) if Q is unbounded and
n > 2m), then

+

H* = {w € H'(Q): (w,v)yp < Oforallve %} .
Hence, 7 = {v € HJ'(2); (—A)™v < 0 weakly}. In some cases, we have that
HC -

Proposition 3.6. Assume that either £ = B (a ball of radius R), or Q =R, or
Q =R"; if Q is unbounded, we also assume that n > 2m. Assume that w € L*(Q)
is a weak subsolution of the polyharmonic Dirichlet problem, namely

/ w(—A)"udx <0  forallue # NH*™NHQ);
Q

then
eitherw=0o0rw <0a.e. in Q. 3.6)

In particular, (3.6) holds for all w € ¢ *.
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Proof. We only prove the result in the case where 2 = B (the unit ball), the remain-
ing cases being similar. Assuming n > 2m, for the half space it suffices to use (2.66)
instead of (2.63]) whereas for the whole space one takes the fundamental solution of
(—a)m.

Take any ¢ € 2 NCZ(B) and let v be the unique (classical) solution of

(=A)"™vy=¢ inB,
D%y =0 on dB for o] <m—1.

Then by the classical Boggio’s principle (Lemma [2.27) we infer that vy, € J2.
Hence, vy is a possible test function for all such ¢ and therefore

/w(pdx:/w(fA)qu,deO forall € Z NC.(B).
B B

This shows that w < 0 a.e. in B. Assume that w £ 0 a.e. in B and let ¢ denote the
characteristic function of the set {x € B; w(x) = 0} so that ¢ > 0, ¢ £ 0. Let vy be
the unique (a.e.) solution of the problem

(_A)mvo = ¢ in B,
D%y =0 on dB for |a| <m—1.

Then by Corollary and Theorem we know that

Vo € (ﬂ WZ'"’q(B)> c C>~1(B)

g=1

\%
all v € C*(B) NH{'(B) there exist 11 <0 < 1o such that v+#ovp > 0and v+1;v9 <0

in B. This, combined with the fact that

/w(—A)’"vodx:/ wdx =0,
B {w=0}

and again by Boggio’s principle we have vp > 0 in B. One also reads from Boggio’s
formula 1} that (— ai)’"vo > 0 on 9B, see Theorem below. We infer that for

enables us to show that both

0§/Bw(—A)m(v—i—tovo)dx:/Bw(—A)’"vdx,

02/Bw(fA)m(ertlvo)dx:/Bw(fA)mvdx.

Hence, we have for all v € C*"(B) N H}'(B)

/Bw(—A)’”vdx =0.
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We need to show that C*"(B) N HJ*(B) is dense in H*" N H}'(B). For this purpose,
take any function U € H*" N HJ'(B) and put f := (—A™)U. We approximate f in
L?(B) by C*(B)-functions f; and solve (—A™)U; = f; in B under homogeneous
Dirichlet boundary conditions. We then even have U, € C*(B), and by L?>—theory
(see Corollary it holds that | Uy — U || yan — 0 as k — oo.

By the previous statement we may now conclude that

/w(_A)’”vdx:O for all v € H*™ NHY'(B).
B

Since w € L?(B), we may take as v € H*" N HY'(B) the solution of (—A)"™v =w
under homogeneous Dirichlet boundary conditions. This finally yields w=0. [

We conclude this section with a first simple application of Theorem 3.4} We show
the positivity of the potential in the second order capacity problem. Given a bounded
domain £ C R" (n > 4) we define its second order capacity as

cap(Q) :inf{/ |Aul?dx; ue 2**(R"), u>1ae.in Q}.
Rn

Using Theorem 3.4 we can show that the potential (the minimiser) % is nonnegative.
Let H= 2?*(R") and let # = {u € H: u > 0a.e.in R"}. If @ is sign-changing,
let % = uj +up with u; € # and uy € #*\ {0} be its decomposition according to
Theorem Then by Proposition we know that up, < 0. Hence, u; > 1 in 2 so
that u; is an admissible function. Moreover,

/|Aﬁ|2dx:/ |Au1|2dx+/ |Au2\2dx>/ Auy 2 dx.
Rn R2 Rn R»

This contradicts the minimality of # among admissible functions.

3.1.3 Positivity of the first eigenfunction

In this section we study positivity of the first eigenfunction of by means of
the just explained dual cone decomposition. As already mentioned in Section[3.1.1}
whenever we have a positivity preserving solution operator, a Krein-Rutman result
yields a positive first eigenfunction with the uniqueness properties stated in Theo-
rem [3.3] In our special self-adjoint situation, the dual cone decomposition yields a
direct and simpler proof. Moreover, this strategy can also be exploited for semilinear

problems, see e.g. Lemma and Theorem
Theorem 3.7. If Q2 = B C R", then the first eigenvalue

||MH12L16"

1 = inf .
L mpe\oy ul?,

3.7
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of is simple and the corresponding first eigenfunction u is of one sign.

Proof. Let H=H{'(B) and let # = {u € H : u > 0 a.e. in B}. For contradiction,
assume that u changes sign. Then according to Theorem 3.4 we decompose u =
uy +uz, uy € 2\ {0}, up € 2\ {0}. By Proposition[3.6] we have uy < 0 a.e. in B.
Replacing u with the positive function u; — u» would strictly increase the L>-norm
while by orthogonality we have ||u; + u2]|% = |lu1 — u2||. The ratio would strictly
decrease, a contradiction.

Since a minimiser u > 0 solves (—A)"™u = A, ju > 0 we have u > 0 by Propo-
sition[3.6] By contradiction, assume now that admits two linearly independent
positive minimisers u and v. Then w = u + ov (for a suitable o < 0) is a sign-
changing minimiser, contradiction! (|

For m = 1 the very same technique used in Theorem works in any bounded
domain Q if we wish to show that the first eigenvalue of —A in H& (L) is simple
and that the corresponding eigenfunction is of one sign. On the other hand, the L>-
norm remains constant if we replace ™ — u~ with u™ +u~. So, for this problem,
the decomposition into dual cones works directly, whereas the usual decomposition
into positive and negative parts does not prove simplicity of the first eigenvalue nor
fixed sign of the first eigenfunction without a further regularity argument.

Theorem [3.7] applies to any bounded domain 2 # B with a positive Green func-
tion also for m > 2. Note that the positivity preserving property (positivity of the
Green function) implies fixed sign of the first eigenfunction to (3.1I)) but the con-
verse implication does not hold in general. One can then wonder whether a positive
first eigenfunction can be obtained also for domains which fail to have the positiv-
ity preserving property, see Definition The answer is delicate and negative in
general.

Let us quickly outline what is known for sign-changing first eigenfunctions of

{Azu:lu, uz0 inQ,
(3.8)
u=|Du|=0 on dQ.

Basically, only this biharmonic eigenvalue problem on bounded domains has been
considered so far. Concerning (3.8) it is proven in [212] that for an appropriately de-
fined family of perturbations starting from the ball the positivity preserving property
fails to hold strictly before the first eigenfunction loses its fixed sign. So, the con-
verse implication on ellipses as mentioned above is not true, see also Remark [6.4]
It does not seem to be rigorously proven yet that the sign of the first eigenfunction
changes on ellipses with a large ratio but there exists numerical evidence.

The first example of a sign-changing first eigenfunction is due to Coffman [[107]
and deals with squares.

Theorem 3.8. For Q = (0,1)? problem (@) has a sign-changing first eigenfunc-
tion.

Independently of previous results in [111], Kozlov-Kondratiev-Maz’ya [252]
proved that domains in any space dimension whose boundaries contain suitable
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cones also have a sign-changing first eigenfunction for (3.8). Their results cover
a class of elliptic operators of order 2m under Dirichlet boundary conditions. Their
proof is based on a result which ensures the absence of zeros of infinite order at the
vertex of a cone, for nontrivial nonnegative local solutions of the inequality Au < 0,
where A is an elliptic differential operator with real coefficients. Moreover, they con-
structed a sequence of smooth convex domains that exhaust the cone and since the
corresponding first eigenfunctions are proven to converge to the sign-changing first
eigenfunction in the cone the same holds eventually for the approximating domains.

A main assumption that often appears is the convexity of . From Theorem
[3.8/and the numerical evidence on eccentric ellipses it is clear that this assumption
will not be sufficient to ensure positivity of the first eigenfunction. Ellipses suggest
that, possibly, a suitable upper bound for the ratio between the radii of the largest
inscribed ball in © and the largest filling balls of 2 might yield a sufficient condition
for a positive eigenfunction. We recall that B is a filling ball for € if Q is the union
of translated B. Clearly, for any bounded domain this ratio is always larger than or
equal to 1. An interesting family of domains in this sense are elongated disks, the
so-called stadiums, where the radius of the largest inscribed ball equals the radius of
the largest filling ball. Numerical approximations of the first eigenfunction on such
a domain always resulted in functions apparently of fixed sign.

Fig. 3.2 Stadium-like domains seem to have a positive first eigenfunction in the Dirichlet bihar-
monic case.

Domains which are far from being convex are domains with holes. The standard
examples are the annuli

Ae={(x,y) eR%: € <2+y* <1} with0O<e<1.

For these domains, Coffman-Duffin-Shaffer [[109, [110} [155] proved the following
somehow surprising statement.

Theorem 3.9. Let Q = A; for some € € (0,1) and consider problem (3.8)). There
exists & > 0 such that the following holds.

1. If € < &, then the first eigenvalue has multiplicity two. There exist two indepen-
dent eigenfunctions for this first eigenvalue with diametral nodal lines.

2. If € = &, then the first eigenvalue has multiplicity three. There exists a positive
eigenfunction for this eigenvalue and there are two independent eigenfunctions
with diametral nodal lines.
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3. If € > &y, then the first eigenvalue has multiplicity one and the corresponding
eigenfunction is of fixed sign.

It is not surprising that a large hole yields a positive eigenfunction since the do-
main becomes somehow close to an infinite strip with periodic boundary conditions
w.r.t. the unbounded direction, where the first eigenfunction in the appropriate func-
tional space depends only on one variable and is positive.

Even more, numerical experiments indicate that there exist starshaped domains,
where the first eigenfunction is anti-symmetric with respect to a nodal line and hence
sign-changing. See [76] and Figure [3.3]which shows the first and second eigenfunc-
tion for such a domain.

Fig. 3.3 On the left the first eigenfunction for the clamped biharmonic eigenvalue problem on an
8-shaped domain which is sign-changing. On the right the second eigenfunction which is (almost)

positive.

3.1.4 Symmetrisation and Talenti’s comparison principle

Let Ap1(£2) denote the first Dirichlet eigenvalue for —A in a bounded domain Q C
R", see (3.2) with m = 1. The celebrated Faber-Krahn [162] inequality
states that if one considers the map Q +— A;;(£2) in dependence of domains £
having all the same measure e, as the unit ball B, its minimum is achieved precisely
for 2 = B and, moreover, balls of radius 1 are the only minimisers. The crucial tool
to prove this statement is symmetrisation. We recall here some basic facts about this
method.

In 1836, Jacob Steiner noticed that symmetrisation with respect to planes leaves
the measure of bounded sets invariant and decreases the measure of their boundary.
This is the basic idea for a rigorous proof of the isoperimetric problem. In other
words, if Q* denotes the ball centered at the origin and having the same measure as
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a bounded domain £, we have |Q*| = |Q| and |dQ*| < |d Q| with strict inequality
if © is not a ball. The same principle may be applied to functions.

Definition 3.10. Let 2 C R" be a bounded domain and let u € C°(2). The spher-
ical rearrangement of u is the unique nonnegative measurable function u* defined
in Q* such that its level sets {x € Q*; u*(x) > ¢} are concentric balls with the same
measure as the level sets {x € Q; |u(x)| > 1} of |ul.

By density arguments we may define the spherical rearrangement of any func-
tion in LP(L2) for p € [1,00). We summarise here the basic properties of spherical
rearrangements in a statement which makes clear how the symmetrisation method
can be applied to obtain the Faber-Krahn result.

Theorem 3.11. Let 2 C R" be a bounded domain.

1. Ifu € LP(L) for some p € [1,0) then u* € LP(Q") and ||u*||1p(@+) = |ullr()-

2.Ifue W()l’p(.Q) for some p € [1,) then u* € W()l’p(.Q*) and ||Vu*|[pp+) <
[VullLr ().

3. IfuelP(Q)and v e LV (Q) for some p € (1,00) with p' = 557 its conjugate,
then |[w*v* |11+ = [uvlp o)

Theorem has several important applications, for example in the proof of
first order Sobolev inequalities and of their sharpness. However, it is unsuitable for
higher order derivatives since u* may not be twice weakly differentiable even if
u is very smooth. In their monograph, Pdlya-Szego [343) Section F.5] claim that
they can extend the Faber-Krahn result to the Dirichlet biharmonic operator among
domains having a first eigenfunction of fixed sign. Not only this assumption does
not cover all domains, see Section@] above, but also their argument is not correct.
They deal with the Laplacian of a symmetrised smooth function and implicitly claim
that it belongs to L2, which is false in general. Incidentally, we point out that this
mistake is responsible for the wrong proof in [373]], see Section[I.3.3|for the details.
This shows that standard symmetrisation methods are not available for higher order
problems.

As a possible way out, Cianchi [98] considers larger classes than the Sobolev
space, such as the space of functions whose second order distributional derivatives
are measures with finite total variation. Alternatively, one can prove an inequal-
ity comparing the rearrangement invariant norm of the Hessian matrix of « and a
weighted norm in the representation space of (u*)’, see [99]]. Unfortunately, none of
these tricks works when trying to extend the Faber-Krahn result to the first Dirichlet
eigenvalue of the biharmonic operator.

However, as we shall see, in some significant situations a comparison result by
Talenti [391]] turns out to be extremely useful. For our convenience, we state here
an iterated version of this principle which will be used at several different places in
the present book.

Theorem 3.12. Let Q C R" (n > 2) be a C™-smooth bounded domain such that
|| = |B| = e, and let H (Q) be the space defined in (2.35), namely
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HZ(Q):= {v EH™(Q); Alv=00ndR for j < %}

Let m = 2k be an even number, let f € L*(Q) and let u € HY () be the unique
strong solution to

~ANu=f inQ, .
{(Afu):O fonasz j=0,... k—1. (3.9)

Let f* € L*(B) and u* € Hé (B) denote respectively the spherical rearrangements of
f and u (see Definition and let v € H (B) be the unique strong solution to

~Av=f* inB, .
{(AJV)_B f on”;B j=0,.. k—1. (3.10)

Thenv > u* a.e. in B.

Proof. When k = 1, Theorem [3.12]is precisely [391] Theorem 1]. For k > 2 we pro-
ceed by finite induction. We may rewrite (3.9) and (3.10) as the following systems:
—AMIZf inQ, —Aui:ui,l inQ, . .
{ul—O on dQ2, {u,-_O ondQ, =20k G1D
—Avi=f* inB, —Av;=v;_1 inB, .
{vle on dB, {v,:o on dB, i=2,..;k (3.12)

Note that u; = u and vy = v. By Talenti’s principle [391, Theorem 1] applied for
i =1, we know that vi > u] a.e. in B. Assume that the inequality v; > u; a.e. in B
has been proved for some i =1,...,k— 1. By (3.11)) and (3.12) we then infer

—Aui+1 = Uj in Q —Av,-H =V; Z I/t;K in B
uiy1 =0 ondQ, vip1 =0 on 0B.

By combining the maximum principle for —A in B with a further application of
Talenti’s principle, we obtain v;| > ul’-‘+1 a.e. in B. This finite induction shows that
vk 2> u; and proves the statement. O

3.1.5 The Rayleigh conjecture for the clamped plate

We consider here the domain functional given by the first Dirichlet eigenvalue for
the biharmonic operator

el 72
Qs A (Q) = 0 (3.13)

min 72
H@)\{oy [ull7
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In 1894, Lord Rayleigh [350, p. 382] conjectured that, among planar domains €2
of given area, the disk minimises A, | (). If Q* denotes the symmetrised of £,
namely the ball having the same measure as 2, Rayleigh’s conjecture reads

A1 (27) <A1 (). (3.14)

After many attempts, see Section[I.3.1] this conjecture was proved one century later
by Nadirashvili [315] and immediately extended by Ashbaugh-Benguria [22] to the
case of 3-dimensional domains. More precisely, we have

Theorem 3.13. In dimensions n = 2 or n = 3 the ball is the unique minimiser of
the first eigenvalue of the clamped plate problem among bounded domains of
given measure. Hence, (3.14)) holds whenever n =2 or n = 3 with equality only if Q
is a ball.

Proof. Thanks to the homogeneity of the map Q — Ay (L), we may restrict our
attention to the case where |Q2| = |B| = e,,. For such a domain, let u denote a first
nontrivial eigenfunction so that

[
e = A1 (RQ).
a7

By a bootstrap argument, elliptic regularity theory (see Theorem 2.20) ensures that
u € C(Q). Moreover, the unique continuation principle [336] [343] ensures that u
cannot be harmonic (in particular, constant) on a subset of positive measure. In view
of Section [3.1.3] both the positive and the negative part of u may be nontrivial so
that it makes sense to define

Q ={xeQ;ux)>0}, Q_={xeQ;u(x) <0}

Let B, = Q7 and B;, = Q7 be their spherical symmetrisation, namely the two balls
centered at the origin and such that |Q7| = |Q4|. Let a and b denote the radii of the
balls B, = QF and B;, = Q7 , then

a'+b"=1. (3.15)

Let (Au)+ denote the positive and negative parts of Au in £; again we point out
that they may both be nontrivial. For s € [0,e,] let 6(s) := (s/e,)'/" and define the
two functions f, g : [0,e,] — R by

g(s) == ((Au)1) " (o(5)) — ((Au)-) (o (en—s)),
f(s) == —glen—s).

Note that at most one of ((Au)+)*(6(s)) and ((Au),)*(c(en —s)) can be different
from O for any s and that

((Au)2)"(0(s)) - ((Au)-) (6 (en —s)) =O0. (3.16)
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The function g sums the contribution of ((A u)+) * starting from the center of B and
the contribution of ((A u)_)* starting from dB. The function f switches these two
contributions.

With the change of variable r = o (s), by Theorem and the divergence theo-
rem, we obtain

[ sods = [ (((4)2) " (0(5) = ((40)-) (0 en —5)) ) s

= [" (@) (06) - ((an)-) (o())ds
e [ 77 (((40))" ()~ ((4) )" () )ar
:/((Au)+)*dx—/B((Au),)*dx:/Q(Au)+dx—/ﬂ(Au),dx

B
= Audx:/ uydw = 0.
Q 2Q

A similar computation holds for f so that

€n €n
/ g(s)ds = / f(s)ds=0. (3.17)
0 0
Let now v € H>NH} (B,) and w € H> N H{ (B}) be the solutions of the problems
—Av = f(ey|x|") in By, —Aw = g(ey|x|") in By,
v=20 on dB,, w=0 on dB;,.

Therefore, from the definition of f and from (3:13)) we infer
Av(a)+Aw(b) = —f(e,a") — g(e,d") = 0.

Moreover, by (3.17) and the definition of f we get

enb"

0= On f(s)a’s—i—/e:nf(s)ds:/0 ' f(s)ds—/0 g(s)ds

n

a b
= nen/ r"flf(enr”)dr—nen/ gl r)dr = —/ Avdx+ [ Awdx
0 0 Ba

By,

so that

Avdx = Awdx. (3.18)
B, B,

In turn, employing the divergence theorem, (3.18) yields
d" W (a) = "W (b). (3.19)

In view of (3:16)), we remark that
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/B |Aw|>dx = /Olgbgz(s)ds
12 * :
:/O'Q (1(a0) (N[ + |((An)-) (o(es —9)) ds.

Similarly, we have

Q4] * 2 % 2
[ 1avEar= [ ([(@w-) (o) + | (4u-) (oen=5))[") as.
By adding the last two equations and by Theorem [3.1T| we obtain
/ |Au|2dx:/ \AdeH/ |Aw|? dx. (3.20)

Q B, Bh

From Talenti [392] (2.7)] we know that
w, <v inB,, u* <w in By,
so that, by Theorem[3.11]
/ uzde/ Vdx+ wzdx,
Q a Bb

with strict inequality if £2 # B. With this inequality and (3.20) we obtain

A1 (Q) = Jo |Aul?dx > fBa |Av[*dx+ th |Aw|? dx
2,1 - fQ w2dx ~ fBa V2dx+fBb w2 dx

(3.21)

with strict inequality if € # B. As pointed out by Talenti [392], if # > 0 in £,
then 2} = B, = B and Q* = B;, = 0 so that proves Rayleigh conjecture for
domains with first eigenfunction of one sign. Indeed, in this case we have b = 0.
Therefore, vy = 0 on dB in view of (3.19).
We define
g, |AV|2dx+fB,, |Aw|?dx

= Hap = min Jp, V2 dxt Jp, wdx

(3.22)

where the minimum is taken over all radially symmetric functions v € H> N H& (Bg)
and w € H>N H(} (Bp) satisfying . Using standard tools of the calculus of vari-
ations, it is shown in [22, Appendix 2] that the minimum in (3.22) is attained by a
couple of functions satisfying A%v = uvin B, and A?w = uw in By, v(a) = w(b) =0,
a* " (a) = b" "W (b), Av(a) + Aw(b) = 0; moreover, as shown in formula (3.12)
in [315]], the functions v and w may be chosen positive and radially decreasing.
By combining and we obtain Ay 1 (2) > , 5 and, since a and b are
unknown,
Az"l(.Q) > min U, (3.23)

a,b
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where the minimum is now taken among all couples (a,b) € [0, 1]? satisfying .
At this point a delicate and technical analysis of fine properties of Bessel functions
is needed. A crucial inequality, which only holds for n = 2,3, allows to show that
ming p, Uy p = 1,0 = Ag,1 (B). This proves the statement when combined with (3.23),
see [22, Section 4] for the details. Indeed, recall that if £ # B then is strict.[]

We conclude this section by emphasising that a couple of interesting generali-
sations of Rayleigh’s original conjecture are still missing. First, it remains to prove
(3.14) in any space dimension n > 2 and not only for n = 2,3. Second, one might
wonder whether one could prove that A, | (2*) < A, 1 (L) for any m > 2 and not
only for m = 2.

3.2 Buckling load of a clamped plate

Similar questions as for the first eigenvalue of the clamped plate (3.2)) arise when
considering the buckling load of a clamped plate which may be characterised as
follows

[ AullZ,
() = in 5 (3.24)
H3@\{oy [|Vullp
Here, Q C R? is a bounded planar domain. Minimisers u to (3.24) solve
A%u= —uAu in Q,
{u:uv =0 on 0. (3.25)

This is the Dirichlet version of the Steklov problem (I.22) considered in Section
which describes the linearised von Karman equations for an elastic plate. For
later use, let us mention that an inequality (which holds true in any space dimension)
due to Payne [333] states that for any bounded domain £ C R2

H1(R2) > A12(R) with equality if and only if Q is a disk, (3.26)

where Aj () denotes the second Dirichlet eigenvalue for the Laplacian in €.
Similarly to (3.14), Pdlya-Szego [343, Note F] conjectured that the disk min-
imises the buckling load among domains of given measure.

Conjecture 3.14 (Pélya-Szegd). For any bounded domain Q C R?

Hi (‘Q*) < Hi (Q)a
where Q* denotes the symmetrised of Q.

A complete proof of this conjecture is not known at the moment. However, we
show here two interesting results which give some support to its validity. Consider
the following special class of (not necessarily bounded) domains having the same
measure as the unit disk:
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B={QC RZ Q open, connected, simply connected, |Q2| = 7}.

The first result, due to Ashbaugh-Bucur [23]], states that an optimal domain exists
among domains in the class B.

Theorem 3.15. There exists 2, € B such that u;(£,) < w1 (2) for any other do-
main 2 € B.

Proof. Note first that minimising y; in the wider class

By={Q C Rz; £ open, simply connected,

Q|=mn}

is equivalent to minimising (; in B, where we understand that “simply connected”
means that “each connected component is simply connected”. Indeed, if we find a
minimiser in By, then it is necessarily connected since otherwise, scaling one of
its connected components and noticing that Q — 1, () is homogeneous of degree
—2, would contradict minimality.

So, consider a minimising sequence (£2,,) C By with (u,,) being the correspond-
ing sequence of normalised eigenfunctions, that is, [q |Vu,,|> = 1. Extending u,,
by 0 in R?\ ,, we may view (u,,) as a bounded sequence in H*(R") such that

/Rz Aun|2dx < C1, /Rz VinPde=1, /R2 undx <Gy, (327

for suitable C;,C; > 0, the L?>-bound following from Poincaré’s inequality in
H} (£,,) and the fact that |2,,| = 7 for all m. In particular, (3.27) shows that

dnf (@) > 0. (3.28)

Indeed, we have

1/2
1:/ |Vum|2dx:—/ Um Aty dx < C)/* </ |Aum2dx) ,
R2 R2 R2

which proves that [ |Au,|? is also bounded away from 0. By (3.27), we may also
apply the concentration-compactness principle [276] and deduce that, up to a sub-
sequence, three cases may occur.

1. Vanishing.

lim sup |Vit|*dx =0 forall R > 0.
m—oo yERZ BR(,V)
2. Dichotomy. There exists & € (0, 1) such that for all € > 0 there exist two bounded
sequences (i), (u?)) € H?(R?) such that
o d (1) 2 _
lim dist( support(uy,’),support(u,;’) | = oo,

m-—oo
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lim [ Vil |Pdx—a,  lim [ |[ViP Pdx—1-a, (3.29)
m—oo JR2 m—oo |2
. 2 _ v, 02 v, 22
lim |V |” — |V’ |* — [V’ |7 dx < &, (3.30)
m-—oo RZ
lim [ (|Aum\2— \AulV 2 — \Au,(,f)|2) dx > 0. (3.31)
m—oo R

3. Compactness. There exists a sequence (y,,) C R? such that for all € > 0 there
exists R > 0 and

/ |Vun|>dx>1—¢  forallm.
BR()’m

We first show that vanishing cannot occur. By contradiction, assume that vanish-
ing occurs. Up to a permutation of x; and x, and up to a subsequence, by (3.27) we

have )
Uy, 1
_— > —.
/RZ <3X1 > =5

Moreover, since two integrations by parts yield

0%u,, 0%u,, [ %u,, 2 de>0
Jre 9x2 9x3 T Jre \Oxi0x =
we remark that
A Pdxs [ g2 2d
/Rz| um| X_/]RZ x| X.

Therefore, we infer that

d
JAunlZ 1 V22,

2 =95 9
IVnllys = 2 G2,

(3.32)

By assumption any translation of %’1’1 converges weakly to 0 in L?(R?). More-

Aty

over, G € H{(2,,) and |Q,,| = 7. Hence, we may apply [81, Lemma 3.3] to get

that, up to a subsequence, HV% |2 — oo. Since the left hand side of (3.32) is sup-

posed to converge to infoep, U1(£2), we get a contradiction.
Next, we show that dichotomy cannot occur. By contradiction, assume that di-

chotomy occurs and fix € > 0. Then the sequences (uﬁnl)) and (uﬁ,% )) can be chosen
as follows, see [276]. Let B, denote the ball of radius 2 centered at the origin and let
@ € CZ(B»,[0,1]) be such that ¢ = 1 in B (the unit ball). Then for suitable sequences
(Ri), (Pm) — oo, we put

W= o () mew . o= (1-0(S2)) m
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Note that support(uy’) C (€, N Bag,, ) whereas support(u)) C C (£ \ Bp,&,,)- By

elementary calculus we know that Qiﬁz > mln{x‘ xz} for all xy,x2,y1,y2 > 0.

Hence, by (3.30) and (3.31)), up to a switch between u,(nl) and u5n>, we have

(M2
[Aunl|; 2( [Awm” |72
inf ) (Q)= hmuf imsup (I)L (OnBrkn) (3.33)
@cko A Hvu’”” Qn " &+ |V \\1242(9 MB2g,,)

Up to a further subsequence, the above “limsup” becomes a limit.
We now claim that there exists 8 > 0 such that for m large enough

19\ Bp,R,| > 6. (3.34)

Indeed, if (3.34) were not true, up to a subsequence we would have 1im,,— e |25, \
Bp,,r,,| = 0 implying that Aj 1 (2, \ Bp,,r,,) — °. In view of (3.26)), this would imply

U1 (L2, \Bp,,R,,) — °°. In turn, since l} states that HVuS,% ) || 12(w2) is bounded away

from zero, this implies and 1) A

similar argument also shows that § > 0 in (3.34) may be chosen to be independent
of €.
By (3.34) we know that there exists ¥ € (0, 1), independent of €, such that

limsup |2, NBag, | =yr < 7w—34.

m-—oo

Up to a further subsequence, also the above “limsup” becomes a limit. Combined
with (3:28), (3:33), and homogeneity of i, this yields

||A“m || 2
inf u(R)> lim LBk

Qe mﬁwngHVMm HL2 QuNBag,,)
> lim ||Aum ||L2 _QmﬁBzR ) ||Vbtm ||L2 QmmBZR )
o ”V”m HLZ(anBzR et HVum)H QnMBog,,)

o
= 1 lim .ul( mmBZRm)

Ol m—oo

— % im i (7 2m 0Bk
E+ O m—oo |.Qm ﬂBsz| \_QmﬂBng|

(04 1 .Qm ﬁBsz
= — lim —
e+a Y m—eo |_QmmBsz|

o
— inf Q0
T etay? QHGl]BO (@)
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. Q,NB Lo - .
since 15~ QR’”‘ € By. As ¥ < 1, by arbitrariness of € we get a contradiction which

rules out dichotomy.
Since we excluded both vanishing and dichotomy, compactness necessarily oc-
curs. Then by arbitrariness of €, we infer that there exist (y,,) C R? and u € H*(RR?)

such that
Un(.+ym) —u in H*(R?) and [Vul| 2 g2y = 1.

By combining u,, — u in H'(R?) and the conservation of norms, we deduce that
U, — u in the norm topology of H'(R?). In turn, by Poincaré’s inequality applied
in domains of uniformly bounded measure, this yields u,, — u in I? (Rz). Therefore,
it follows that (£2,,) converges in the Hausdorff topology to some simply connected
domain  C R? such that Q > support(«) and

Q| < 7. (3.35)

From weak convergence in H> and strong convergence in H!, we get

A, 4 [Aun][;
(@) < 2 Ciminf L) _ gy, (0)
”Vu”Lz(ﬁ) mee Hvum”LZ(_Q ) Q€By

By (3.35) and homogeneity of u; we infer that all the above inequalities are in fact
equalities. So, the minimiser for y; is found. O

As pointed out in Section [I.3.2] the next step would be to show that the min-
imiser £, found in Theorem has some regularity properties. But already for
second order equations this is a very difficult task, see [228]]. However, assuming
smoothness of the boundary, one can show (see [415]) that the optimal domain is
indeed the disk.

Theorem 3.16. If the minimiser Q, found in Theorem has C>Y boundary, then
it is a disk.

Proof. Let Q, be the C27 minimiser found in Theorem and let ¢ denote the
corresponding first eigenfunction, namely a solution to (3.25) when Q = Q,. By
performing the shape derivative [228] of the map Q — u;(Q) and using the opti-
mality of €2, one finds that

A¢ exists and is constant on d£2,. (3.36)

We point out that this first step is precisely the part of the proof where smoothness
of 9, is needed. Moreover, the connectedness of the boundary 9, is here crucial
in order to deduce (3.36).

Since ¢ = 0 on 90£,, also implies that A¢ + ;¢ is constant on 92,. In
turn, since ¢ — A + ;¢ is harmonic in £, in view of (3.25), this implies

AP+ 19 s constant in Q,. (3.37)
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The function ¢ has a critical point in £, which we may assume to be the origin so
that V¢ (0) = 0.

Next, for (x,y) € , define w(x,y) 1= x¢,(x,y) — yd:(x,y). In polar coordinates
(r,0) this can be written as w = ¢g. Therefore, if w = 0, then ¢ does not depend on 6
so that Q,, is a disk and we are done. So, assume by contradiction that w # 0. Since
¢ € H3(R,), we have w € H} (£,) and from (3.37) we deduce that —Aw = p;w in
Q,. Hence, ; is a Dirichlet eigenvalue for —A in £, and it is the first Dirichlet
eigenvalue in each of the nodal zones of w.

Note that wy = @, + Xy, — YPxr so that w,(0) = 0, recalling that V¢ (0) = 0.
Similarly, wy(O) = 0. Hence, both w and Vw vanish at the origin. This means that
the origin O is a nodal point of w and a point where a nodal line intersects itself
transversally. But then, for topological reasons, this nodal line divides €2, into at
least three nodal domains and at least one has a measure not exceeding |€2,|/3. This
would imply the following chain of inequalities

11 (£2,) = Aj 1 (subdomain of measure < [,|/3) > A ;(ball of measure |€2,]/3)
= 3A11(2,) > A12(2,) = 11 (),

which contradicts the minimality of €2,. In this chain of inequalities we have used
one after the other the monotonicity of A ; with respect to domain inclusions, the
Faber-Krahn inequality [162} 253] 254, a scaling argument, an inequality from

[335] and (3.26). O

3.3 Steklov eigenvalues

Let Q C R" (n > 2) be a bounded domain with Lipschitz boundary 92, let a € R
and consider the boundary eigenvalue problem

(3.38)

A?u=0 in Q,
u=Au—au, =0 on dQ.

We are interested in studying the eigenvalues of (3.38]), namely those values of a for
which the problem admits nontrivial solutions, the corresponding eigenfunctions.
By a solution of (3.38) we mean a function u € H> N H} () such that

/AuAvdx:a/a uyvydo  forallve H>NH (Q). (3.39)
Q Q

By taking v = u in (3.39), it is clear that all the eigenvalues of (3.38) are strictly
positive.
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3.3.1 The Steklov spectrum

The least positive eigenvalue of (3.38)) may be characterised variationally as

lAull g,

81 = 8(R) := min { su€ [H*NH) ()] \Hg(g)}. (3.40)

”uVHiZ(aQ)

We first prove the existence of a function u € [H>NH} (2)]\ H3 () which achieves
equality in (3.40), provided the domain £ is smooth (C?) or satisfies a geometric
condition which is fulfilled if £2 has no “reentrant corners” (for instance, if £2 is con-
vex). More precisely, we consider domains satisfying a uniform outer ball condition
according to Definition [2.30] Then the following existence result for a minimiser of
61(£) holds.

Theorem 3.17. Assume that Q C R" is a bounded domain with Lipschitz bound-
ary and satisfying a uniform outer ball condition. Then the minimum in (3.40) is
achieved and, up to a multiplicative constant, the minimiser u for (3.40) is unique,
superharmonic in Q (in particular, u > 0 in Q and u, < 0 on dQ) and it solves
when a = 8. Furthermore, u € C™ () and, up to the boundary, U is as smooth
as the boundary permits.

Proof. By Theorem we know that u — ||Au||;> is a norm in H>(Q). Let (uy,)
be a minimising sequence for 0 (2) with |[Auy,|[;2 =1 so that (u,,) is bounded in
H?(Q). Up to a subsequence, we may assume that there exists u € H>NH} (2) such
that u,, — u in H*>(Q). Moreover, since Q is Lipschitzian and satisfies a uniform
outer ball condition, by [321), Chapter 2, Theorem 6.2] we infer that the map

H*NH}(Q) 3 ur Vulyg € (Lz(a.Q))n

is well-defined and compact. Hence, we deduce that (i,,)y — uy in L?(9£) and that
51 (.Q ) > 0.

Furthermore, since (u,,) is a minimising sequence, ||Auy|/;2 = 1 holds, and
I Gotm) o |l 12(90) 1s bounded from below, uy is not identically zero on dQ and

vl 2 ) = Tim [ (en) 11750y = 61 ().

m—oo

Moreover, by weak lower semicontinuity of the norm, we also have

2 2
[Aul2 <liminf[|Auy[[ =1
and hence u € [H> NHY ()] \ H3 (2) satisfies

Aul?
[Aullr2(0) <6 (Q).

2
luvlz2 00
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This proves that u is a minimiser for §; ().
Forall u € [H>NH} (2)]\ H{ () put

Aul?
1) = 1Aullz2q)

= 5 .
||’4VHL2(39)

To show that, up to their sign, the minimisers for (3.40) are superharmonic, we
observe that for all u € [H> N HJ ()] \ H3 () there exists w € [H> NH}(2)]\
H&(Q) such that —Aw > 01in Q and I(w) < I(u). Indeed, for a given u, let w be the
unique solution of
—Aw=|Au| inQ,
{ w=0 ondf,

so that w is superharmonic. Moreover, both w £ u are superharmonic in £2 and vanish
on 0. This proves that

lu| <w inQ, luy| < |wy| ondQ.

In turn, these inequalities (and —Aw = |Au|) prove that I(w) < I(u). We emphasise
that this inequality is strict if Au changes sign.

Any minimiser # for (3.40) solves the Euler equation (3.38) and is a smooth
function in view of elliptic theory, see the explanation just after (2.22). In order to
conclude the proof we still have to show that the minimiser # is unique. By con-
tradiction, let v € H? ﬂHOI () be another positive minimiser and for every ¢ € R,
define v, := v+ cu. Exploiting the fact that both v and u solve when a = §,
we see that also v, is a minimiser. But unless v is a multiple of %, there exists some
¢ such that v, changes sign in €. This leads to a contradiction and completes the
proof. (]

We are now interested in the description of the spectrum of (3.38). To this end, we
restrict our attention to smooth domains. As in (2.10), the Hilbert space H> NH} (2)
is endowed with the scalar product

(1,v) — /QAuAvdx. (3.41)

Consider the space
Zz={veC”(Q): A’u=0inQ, u=00n0Q} (3.42)

and let V denote the completion of Z with respect to the scalar product in (3.41).
Then we prove

Theorem 3.18. Assume that Q@ C R" (n > 2) is a bounded domain with C*-boundary.
Then problem (3.38) admits infinitely many (countable) eigenvalues. The only eigen-
function of one sign is the one corresponding to the first eigenvalue. The set of
eigenfunctions forms a complete orthonormal system in V.
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Proof. Let Z be as in (3.42)), define on Z the scalar product given by
(u,v)w := / uyvy dw forall u,ve Z
IR

and let W denote the completion of Z with respect to this scalar product. We first
claim that the (Hilbert) space V is compactly embedded into the (Hilbert) space W.
Indeed, by definition of d; we have

lully = luvl200) < 8 lAull g =8 P lluly,  foralluez. (3.43)

Hence any Cauchy sequence in Z with respect to the norm of V is a Cauchy sequence
with respect to the norm of W. Since V is the completion of Z with respect to (3.41),
it follows that V' C W. The continuity of this inclusion can be obtained by density
from (3.43). In order to prove that this embedding is compact, let u,, — u in V, so
that also u,, — u in H> N H} (22). Then by the compact trace embedding H'/?(9Q) C
L*(9R) we obtain u,, — u in W. This proves the claim.

Let I} : V — W denote the embedding V C W and I : W — V' the linear contin-
uous operator defined by

(hu,v) = (u,v)y forallu e W andv e V.

Moreover, let L : V — V' be the linear operator given by
(Lu,v) = / AuAvdx forall u,v V.
Q

Then by the Lax-Milgram theorem, L is an isomorphism and in view of the compact
embedding V C W, the linear operator K = L~ I} : V — V is compact. Since for
n > 2,V is an infinite dimensional Hilbert space and K is a compact self-adjoint
operator with strictly positive eigenvalues, V admits an orthonormal basis of eigen-
functions of K and the set of the eigenvalues of K can be ordered in a strictly de-
creasing sequence (11;) which converges to zero. Therefore problem (3.39) admits an
infinite set of eigenvalues given by §; = i and the eigenfunctions 0 coincide
with the eigenfunctions of K.

To complete the proof we need to show that if J; is an eigenvalue of
corresponding to a positive eigenfunction ¢ then necessarily &; = 8;. So, take ¢ >
0in Q and ¢ = 0 on dQ; then (¢)y <0 on JQ and, in turn, Ag; = & (P)y <
0 on dQ. Therefore, by A%¢; = 0 in Q and the weak comparison principle, we
infer Ay <0 in Q. Moreover, since ¢ > 0 in Q and ¢ = 0 on d€2, the Hopf
boundary lemma implies that (¢x), < 0 on dQ. Let ¢; be a positive eigenfunction
corresponding to the first eigenvalue &y, see Theorem Then ¢, satisfies (¢;)y <
0 on 92 and hence from

ék[99<¢k>v(¢1)vdw - /I;Ammbl dx =8 AQ(¢k)v(¢1)vdw >0

we obtain &, = ;. This completes the proof of Theorem O
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The vector space V also has a different interesting characterisation.

Theorem 3.19. Assume that 2 CR" (n > 2) is a bounded domain with C2—b0undary.
Then the space H> ﬁH& () admits the following orthogonal decomposition with re-
spect to the scalar product (3.41)

H>NH(Q) =V o H(Q).

Moreover; if v € H? ﬁHé (Q) and if v = vy + v, is the corresponding orthogonal
decomposition, then vy € V and v, € H3 () are weak solutions of

A%y =0 in Q, Avy = A%y in Q,
vi =0 ondQ, and v =0 on dQ, (3.44)
(vi)v=vy onadQ, (v2)yv=0 on Q.

Proof. We start by proving that Z- = H3(Q). Letv € Zand w € H> NH{ (Q). After
two integrations by parts we obtain

/AvAwdx:/ szwdx—i—/ (wvAv—w(Av)v)da):/ wyAvdw
Jo Q Joo Jog

for all v € Z and w € H> N H} (). This proves that w, = 0 on 9 if and only if
w € Z+ and hence V+ = Z+ = H2(Q).
Let v € H>NH{ (£2) and consider the first Dirichlet problem in (3.44), that is

A% =0 in Q,
vi =0 on dQ, (3.45)
(vi)v=vy ondQ.

Since vy € H'/2(9Q), by Lax-Milgram’s theorem and [273, Ch. 1, Théoréme 8.3],
we deduce that (3.45) admits a unique solution v; € H> N H} (£2) such that

1avill20) < Clvllgan, -

This proves that vi € V. Let vy = v — vy, then (v;), = 0 on dQ and, in turn, v, €
H3 (). Moreover, by (3.45) we infer

/szAwdx:/ AvAwdx—/ Alewdx:/ AvAwdx  forall w € HZ (Q)
Q Q Q Q

which proves that v is a weak solution of the second problem in (3.44). O

When © = B (the unit ball in R”, n > 2) all the eigenvalues of (3.38) can be
determined explicitly. To this end, consider the spaces of harmonic homogeneous
polynomials

ng =
{PeC”(R"); AP=0inR", P is a homogeneous polynomial of degree k — 1} .
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Also, let y be the dimension of &2;. By [[17, p.450] we know that

(2k+n—4) (k+n—4)!
k=—Dln—-2)!

Hi =

In particular, we have
P = span{1}, u =1,

Py =span{x;; i=1,...,n}, U = n,
2
-2
,@3:span{x,~xj;x%—xﬁ; i,j:1,~--,7’l,i?éj,/’l:27,”’n}’ /.13:’1 +27:l .

Then we prove

Theorem 3.20. If n > 2 and 2 = B, then for all k=1,2,3,...

1. the eigenvalues of (3.38) are & =n+2(k—1);

2. the multiplicity of & equals Ly,

3. for all y, € Py, the function ¢y (x) == (1 — |x|>)yi(x) is an eigenfunction corre-
sponding to O.

Proof. Let u € C*(B) be an eigenfunction of (3.38) so that u = 0 on dB. Therefore,
we can write
u(x) = (1-)¢(x)  (x€B) (3.46)

for some ¢ € C*(B). We have u,, = —2x;¢ + (1 — [x|*)¢y,, and on 9B,

uy =x-Vu=—-2¢. (3.47)
Moreover,
Au=—2n¢ —4x-Vo+ (1—|x|*)Ao. (3.48)
Hence,
Au= —-2n¢p —4¢, on dB. (3.49)

From (3:48) we getfori=1,...,n,
n
(Au)y = —(2n+4)9g —4 Y X0 — 2040 + (1= [x*) Ay,
j=1
and therefore
(At) gy = —2(n+4) Prn; — 4% V() — 240 — dx; (AP, + (1 — [x]*) Ay,
Summing with respect to i and recalling that u is biharmonic in B, we obtain
0=A%=—2(n+4)A¢ —4x- VAP —2nAd —4x- VA + (1 —|x|*)A%¢
=(1—|x]*)A%0 —8x- VAP —4(n+2)A¢. (3.50)
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Writing (3:50) as an equation in w = A¢, we get
(1—[x*)Aw—8x-Vw—4(n+2)w=0  inB,

so that

0=—(1—|x)*Aw+8(1—|x|?)’x-Vw+4(n+2)(1 —|x]*)*w

= —div (1= [vP)*Vow) + 40+ 2)(1 — ¢ . (3.51)

Multiplying the right hand side of (3.51)) by w and integrating by parts over B, we
obtain

/(1—\x\2)4|VW|2dx—|—4(n—|—2)/(1—|x|2)3w2dx:/8 (1= [x[2)*wwy do = 0.
B B B

Hence A¢ = w = 0 in B. Now from (3.38)), (3.47) and (3.49) we get

(f)v:a;nq) on dB.

Therefore, the number a is an eigenvalue of (3.38) with corresponding eigenfunction
u if and only if ¢ defined by (3.46) is an eigenfunction of the boundary eigenvalue

problem
Ap=0 in B,
(8% win o2
where
a—n

r="5". (3.53)

We are so led to study the eigenvalues of the second order Steklov problem (3.52).
Let us quickly explain how to obtain them. In radial and angular coordinates (r, 6),
the equation in (3:52) reads

’¢ n—19¢

or? + r dr

1
+ 5499 =0,
;

where Ag denotes the Laplace-Beltrami operator on dB. From [47, p. 160] we know
that —Ag admits a sequence of eigenvalues (A;) having multiplicity uy equal to
the number of independent harmonic homogeneous polynomials of degree k — 1.
Moreover, 4, = (k—1)(n+k—3).

Let us write ei (j=1,..., ) for the independent normalised eigenfunctions
corresponding to A;. Then one seeks functions ¢ = ¢ (r, 0) of the kind

oo Mg . .
0(r8) =3 . 9(r)e(6).

k=1j=1

Hence, by differentiating the series, we obtain
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© Mo/ g2 . )
)= T 3 (520000 + " 50~ el elte) =0

1j=1

Therefore, we are led to solve the equations

d2
&0l +

1d ; M .
; E<;>,{(r)—7§<;>,{(r)=o k=1,2... j=1,... 1 (3.54)

With the change of variables r = ¢’ (t < 0), equation (3.54) becomes a linear constant
coefficients equation. It has two linearly independent solutions, but one is singular.
Hence, up to multiples, the only regular solution of (3.54) is given by ¢/ (r) = r*~!

because
2— —2)2+4
n—|—\/(112 )2+ 4 P

Since the boundary condition in li reads - q)k( )= y¢,{ (1) we immediately
infer that y = k — 1 for some k. In turn, (3.53) tells us that

SG=n+2(k—1).
The proof of Theorem [3.20]is so complete. (|
Remark 3.21. Theorems [3.18|and [3.20] become false if n = 1 since the problem
Y=0in(-1,1), u(£l)=d"(-1)+ad(-1)=u"(1)—ad' (1) =0, (3.55)

admits only two eigenvalues, §; = 1 and 8 = 3, each one of multiplicity 1. The
reason of this striking difference is that the “boundary space” of (3.53) has precisely
dimension 2, one for each endpoint of the interval (—1,1). This result is consistent
with Theorem [3.20]since (t; = t» = 1 and p3 = 0 whenever n = 1.

By combining Theorems [3.18and[3.20] we obtain

Corollary 3.22. Assume that n > 2 and that = B. Assume moreover that for all
k € N the set {y| : j=1,....} is a basis of Py chosen in such a way that

the corresponding functions d)]i are orthonormal with respect to the scalar product

3.41). Then for any u €V there exists a sequence (oc,{) ClP((keNt; j=1,...,1m)
such that

o i
u(x) = (1—|x|?) ZZ kwk fora.e.x € B.

3.3.2 Minimisation of the first eigenvalue

In this section we take advantage of Theorem [3.17)and we study several aspects of
the first Steklov eigenvalue §;.
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We first give an alternative characterisation of 8 (£2). Let
Ch(Q):={veC*(Q); Av=0inQ}
and consider the norm defined by [[v||; := [[v;2(50) forallv € C7; (€2). Then define

H := the completion of Cj; (2) with respect to the norm ||-[|; .

Since £ is assumed to have a Lipschitz boundary, we infer by [238] that H C
H'/2(Q) C L* (). Therefore, the quantity

2

01(2):= in 7”}[”22(89)

= SO
is well-defined. Our purpose is now to relate o with Jy, see . To this end, we
make use of a suitable version of Fichera’s principle of duality [[170]]. However, in
its original version, this principle requires smoothness of the boundary dQ. Since
we aim to deal with most general domains, we need to drop this assumption. We
consider Lipschitz domains satisfying a uniform outer ball condition, see Definition
[2.30] Then regularity results by Jerison-Kenig [237, [238] enable us to prove the
following result.

Theorem 3.23. If Q@ C R" is a bounded domain with Lipschitz boundary, then
01(Q) admits a minimiser h € H\{0}. If Q also satisfies a uniform outer ball
condition then the minimiser is positive, unique up to a constant multiplier and

61 (Q) =8, (Q).

Proof. In the first part of this proof, we just assume that 2 is a domain with Lip-
schitz boundary. Let (h,) C H\ {0} be a minimising sequence for o () with
[7iml gy = l7mll 1290y = 1 Up to a subsequence, we may assume that there exists
h € H such that &, — h in H. By regularity estimates [237,[238]], we infer that there
exists a constant C > 0 such that

18l g12(0) < CliRll200) forallh e H
so that 1(£2) > 0 and the sequence (h,,) is bounded in H'/2(Q), h, — h in
H'/? () up to a subsequence and, by compact embedding, we also have h,, — h

in L? (€2). Therefore, since (/) is a minimising sequence, [[i[|;2(9q) = 1 and
[[71m|l12 () is bounded it follows that h € H\ {0} and

) . )
||h||L2(_Q) :’il_rglom”LZ(Q) =01(R).
Moreover, by weak lower semicontinuity of ||.||; we also have

2 2 s 2
1hl22000) = Iy < timint 3 = 1
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and hence h € H\ {0} satisfies

h 2
i) _ o .

1Al q)

This proves that 4 is a minimiser for o} ().

In the rest of the proof, we assume furthermore that €2 satisfies a uniform outer
ball condition. Under this condition, we have the existence of a minimiser for &; (£2)
by Theorem [3.17} We say that o is a harmonic boundary eigenvalue if there exists
g € H such that

G/ gvdx:/ gvdw for all v € H.
Q 90

Clearly, oy is the least harmonic boundary eigenvalue. We prove that oy = §; by
showing two inequalities.
Proof of 61 > 8. Let h be a minimiser for o, then

(o] / hvdx = / hvdo forall v € H. (3.56)
Q Q

Letu € [H*NH(Q)]\ H3(2) be the unique solution to

Au=nh inQ,
u=0 on 0Q.

Integrating by parts we have
/ hvdx = / vAudx = / vuydw  for allv e HNC*(Q).
Q Q 2Q

By a density argument, the latter follows for all v € H. Inserting this into (3.56))
gives
61/ vuvd(o=/ vAud® forall v e H.
2Q aQ

This yields Au = oyuy on dQ. Therefore,

LS L NN N

= — — 1 .
g T8l O Aul g,

(9]

In turn, this implies that

lAulls g,

AV
o) > min {“” ve [HXNHY(Q)\HF(2) b = &:.

H“V”]z‘z(ag) N ||VVH12‘2(39>

Proof of 61 < 8,. Let u be a minimiser for 8; in (3.40), then Au = 8,uy on IR so
that Au € H'/?(0Q) C L*(9Q) and
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/ vAudo = 8, / vuydw  forallveH. (3.57)
0Q 0Q

Leth:= Ausothath € L*(2)NL* (). Moreover, Ah = A?u =0 in a distributional
sense and hence 4 € H. Two integrations by parts and a density argument yield

/ hvdx:/ vy d® for all v € H.
JQ 0Q

Replacing this into (3.57) gives
/ hdo = 6 / hvdx for all v € H.
9Q Q

This proves that % is an eigenfunction with corresponding harmonic boundary eigen-
value ;. Since o is the least harmonic boundary eigenvalue, we obtain §; > 0.
Then o7 = §; and there is a one-to-one correspondence between minimisers of
61(Q) and 6;(£). Hence, uniqueness of a minimiser for 6;(Q) up to a constant
multiplier follows from Theorem[3.17] O

We now show that an optimal shape for d; under volume or perimeter constraint
does not exist in any space dimension n > 2.

Theorem 3.24. Let D, = {x € R?; ¢ < |x| < 1} and let Q; C R" (n > 2) be such
that
Qe =De x (0,1)" 7%

in particular, if n = 2 we have Q¢ = D¢. Then

li Q) =0.
lim 3, (2) =0

Proof. We assume first that n = 2. For any € € (0,1) let we € H> N H] (Dg) be
defined by
1R 1-g?

we (x) 1

~ Jloge log |x| for all x € Dg. (3.58)
Then we have
Awe=—1  inQ

and
x| 1—-€21

v 2 (2 2
[Vwe (x)] (2 * dloge x|

2
) forall x € Q¢

so that
/ Awe|? dx =7 (1 - &)
Q0

€

and
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/ (we)2 do = 27 1+1*82 Lo (2 2) G
Qe 2 4loge 2 4eloge '
T 1 1
== +o0 +oo as €\, 0.
8 elog’e (elog28> - >

It follows immediately that

/ [Awe|”dx
lim &, (Q¢) < lim 22 =0.
‘ / (we)y do>

09,

This completes the proof of the theorem for n = 2.
We now consider the case n > 3. Let

<Hxl ) we (x1,X2) for all x € Q,

where wy is as in ; note that u, vanishes on 9, and ue € H> ﬂHO (2¢). Then

we have . A
Aug = —[Jxi (1 =xi) = 2we (x1,x2) Y [ [ i (1 —x1)

i=3 j=3 17:

i#]

(with the convention that [];cq f; = 1) and

/ |[Aug| dx<2/ Hx (1—x;) dx—|—8/ we (x1,x2 an l—x,

j=3 i=3
i#]j

Hence, since |wg(x)| < 3 for all x € Dy, there exists C > 0 such that
/ |Auel*dx<C  foralle € (0,1). (3.60)
Qe

On the other hand, we have

|Vug|2 _ IGIX-Z(I—X')Z aWS 2+ awg 2
=3 ! ! 8x1 aX2

—|—Z (1—2x;j) ws (x1,x2 Hx l—x,)
i=3

i#]j

and since w, vanishes on dD; we obtain
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/ (ug)idwz/ |Vug|2dw>/ Ve doo
90 20 D x(0,1)"
Z/a (we)y 2dw- H/ (1—x;) dxi—>+°°

as € \, 0 in view of (3.59). Therefore, by (3.60) we obtain

/ |Aug|* dx

lim &) () < lim 22—

e\0 s\,O/ (ug)%,dw
90

which proves the theorem also when n > 3. O

=0

Theorem has several important consequences. First, it shows that 8; (£2) has
no optimal shape under the constraint that £ is contained in a fixed ball.

Corollary 3.25. Let Bg = {x € R"; |x| < R}. Then for any R > 0

inf 8 (Q)=0
QCBg

where the infimum is taken over all domains Q C Bg such that dQ € C” if n =2
and 0 is Lipschitzian if n > 3.

A second consequence of Theorem is that it disproves the conjecture by
Kuttler [258] which states that the disk has the smallest 6; among all planar re-
gions having the same perimeter. Let us also mention that, although the ball has no
isoperimetric property, it is a stationary domain for the map Q +— 6; () in the class
of C* domains under smooth perturbations which preserve measure, see [80] for the
details.

Theorem also shows that the map Q +— J; () is not monotonically de-
creasing with respect to domain inclusion.

Finally, Theorem [3.24] raises several natural questions. Why do we consider an
annulus in the plane and the region between two cylinders in space dimensions
n > 3? What happens if we consider an annulus in any space dimension? The quite
surprising answer is given in

Theorem 3.26. Letn > 3 and let Q¢ = {x e R"; e < |x| < 1}.

1. If n =3 then
lim & (Q°%) =2.
N0
2. Ifn >4 then
lim & (Q°%) =n.
FAN]
For the proof of Theorem[3.26|we refer to [80]. Theorems[3.24]and[3.26| highlight
a striking difference between dimension n = 2, dimension n = 3 and dimensions n >
4. Since the set Q¢ is smooth, by Theorem it follows that 6, (Q%) = o7 (Q°).
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Moreover, since the proof of Theorem in [80] uses radial harmonic functions
h = h(r) (r = |x|), we may rewrite the ratio defining o7 (Q%) as

hdo
Q¢ _

_ h(1)> + e h(e)?

1 :
h*dx / h(r)*rdr
Q€ Je

In this setting, we can treat the space dimension n as a real number. Then we have

Theorem 3.27. Let € € (0,1), let Ko = {h € C*([e,1]); ' (r) + LW (r) =0, r €
[€,1]} and, for all n € [1,0), let

h(1)? +&" 'h(e)?

Ye(n) = in .
¢ heKe\{0} /lh(r)2rn71dr
t
Then
2 ifn=1,
. _J 0 ifl<n<3,
gli%yg(n) )2 ifn=3,
n if n>3.

Theorem is proved in [80] and shows that dimensions n = 1 and n = 3 are
“discontinuous” dimensions for the behaviour of ¥,. The reason of this discontinuity
is not clear to us.

Finally, we point out that Steklov boundary conditions, producing a boundary
integral in the denominator of the Rayleigh quotient, require a strong geometric
convergence (namely a very fine topology) in order to preserve the perimeter. How-
ever, contrary to the Babuska paradox (see Section[I.4.2), we notice that we do have
stability of the first eigenvalue on the sequence of regular polygons converging to
the disk.

Theorem 3.28. Let n = 2 and let (P,) be a sequence of regular polygons with k
edges circumscribed to the unit disk D centered at the origin. Then

]}im 61(P) =6,(D)=2.
The proof of Theorem [3.28]is lengthy and delicate. This is why we refer again to
[80].
3.4 Bibliographical notes

An interesting survey on spectral properties of higher-order elliptic operators is also
provided by Davies [[129]].
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For the original version of the Krein-Rutman theorem, which generalises Jentzsch’s
[236] theorem, we refer to [257, Theorem 6.2 and 6.3]. Theorem [3.3]is taken from
the appendix of [55] and it follows by combining the variant of the Krein-Rutman
result in [359, Theorem 6.6, p. 337] with a result by de Pagter [136].

Theorem 3.4]is due to Moreau [311]]. A first application of this decomposition is
given in the paper by Miersemann [301] for the positivity in a buckling eigenvalue
problem. Proposition[3.6]is the generalisation of [19, Lemma 16] from m = 2 to the
case m > 2.

Theorem is a straightforward consequence of Krein-Rutman’s theorem and
Lemma [2.27] but the elementary proof suggested here is taken from [181]]. The rest
of Section[3.1.3]is taken from the survey paper by Sweers [383].

Concerning Theorem numerical results in 1972 and 1980 already predicted
that the first eigenfunction on a square changes sign, see [34, [220]. Subsequently,
in 1982 Coffman [107] gave an analytic proof of Theorem [3.8] More recently, in
1996, the numerical results on the square have been revisited by Wieners [412] who
proved that the sign-changing of the numerically approximated first eigenfunction
is rigorous, that is, the sign changing effect is too large to be explained by numerical
errors.

Theorem [3.9]is due to Coffman-Duffin-Shaffer. The eigenvalue problem for do-
mains with holes was first studied by Duffin-Shaffer [[155]]. Subsequently, with Coff-
man [110]] they could show that for the annuli with a small hole, the first eigenfunc-
tion changes sign. They used an explicit formula and explicit values of the Bessel
functions involved and obtained even a critical number for the ratio of the inner and
outer radius. The proof has been simplified in [[109].

For further results on sign-changing first eigenfunctions to (3.8), for numerical
experiments, and for conjectures on simple domains (such as ellipses, elongated
disks, dumb-bells, and limagons) we refer again to [385]].

For some first properties of spherical rearrangements, we refer to [343]. A com-
plete proof of Theorem[3.11|can be found in [10] while its essential Item 2 goes back
to Sperner [378] and Talenti [390]. Kawohl [243] discusses the question whether
equality in Item 2 of Theorem [3.T1] implies symmetry; he shows that the answer
is affirmative for analytic functions while it is negative in general. A more general
condition ensuring symmetry was subsequently obtained by Brothers-Ziemer [74],
see also [L00] and references therein for further results on this topic. Theorem
is an iteration of Talenti’s principle [391].

For a fairly complete story of Rayleigh’s conjecture [350]], we refer to Section
[I.3.1] Although it was Nadirashvili [315] who proved first the Rayleigh conjecture
in dimension n = 2, the proof of Theorem[3.13|follows closely the one by Ashbaugh-
Benguria [22] which is more general since it also holds for n = 3. It uses some results
by Talenti [392].

Theorem[3.15]is due to Ashbaugh-Bucur [23]. Minimisation of the buckling load
can be also performed in different classes of domains. For instance, one could argue
in the class of convex domains like in [244, Proposition 4.5]. For further classes
of domains, such as open sets, quasi-open sets or multiply connected sets, we refer
again to [23]. On the occasion of an Oberwolfach meeting in 1995, Willms gave
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a talk with the proof of Theorem according to joint work with Weinberger
[415] but the proof was never written by them. With their permission, Kawohl [244]
Proposition 4.4] wrote down the proof of the talk by Willms and this is where we
have taken it, see also [23]]. For more results on buckling eigenvalues, mainly under
Dirichlet boundary conditions, we refer to [48, |49, [172, 228l 245] [301}, 376] and
references therein.

Elliptic problems with parameters in the boundary conditions are called Steklov
problems from their first appearance in [379]. For the biharmonic operator, these
conditions were first considered by Kuttler-Sigillito [260] and Payne [334] who
studied the isoperimetric properties of the first eigenvalue §;, see also subsequent
work by Smith [373}374]] and Kuttler [258}1259]]. We also refer to the monograph by
Kuttler-Sigillito [261]] for some numerical experiments and for a survey of results
known at that time. Finally, we refer to Section [I.3.3] for the complete story about
the minimisation of ;.

Theorem is taken from [80] although it was already known in the smooth
case Q2 € C2, see [42]]. The characterisation of the first Steklov eigenvalue in the
ball and Remark are taken from [42]. Subsequently, the whole spectrum of
the biharmonic Steklov problem was studied by Ferrero-Gazzola-Weth [165] from
where Theorems [3.18] [3.19] and [3.20] are taken. Theorem [3.23]is a generalisation
to nonsmooth domains of a particular application of Fichera’s principle of duality
[[1'701]; in this final form it is proved in [80]], see also [[165}[170] for previous work in
the case 92 € C2. All the other statements in Section 3.3.2] are taken from Bucur-
Ferrero-Gazzola [80]].







Chapter 4
Kernel estimates

In Chapters [5] and [6] we discuss positivity and almost positivity for higher order
boundary value problems. The goal of the present chapter is to provide the required
estimates, which are also interesting in themselves. In order to avoid a too techni-
cal exposition, in many cases the discussion is restricted to fourth order problems.
However, whenever it does not require too many additional distinctions, the general
case of 2m-th order operators is also covered.

4.1 Consequences of Boggio’s formula

Throughout this chapter we will exploit the following notations.
Notation 4.1 Let f,g > 0 be functions defined on the same set D.

o We write f < g if there exists ¢ > 0 such that f(x) < cg(x) for all x € D.
e We write f~g ifboth f <gandg < f.

Notation 4.2 For a smooth bounded domain 2, we define the distance function to
the boundary
d(x):=dist(x,dQ) = min [x—y|, x€Q. “4.1)
yEIQ

Many estimates will be for coordinates inside the unit ball B in R” and for this
special domain the following expression will be used repeatedly.

Notation 4.3 For x,y € B we write

Y] = /P P = 20y 1 =

X y
|xY—|x|’:‘|Y|X—|y|‘- 4.2)

As (4.2) shows, [XY] is the distance from |y|x to the projection of y on the unit
sphere, which is larger than |x — y|. Indeed

97
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[XY]* = [x—y> = (1= |x]*)(1 = |y]*) > O for x,y € B. (4.3)
Since 1 — |x| = d(x) for x € B it even shows that
=y +d(x)d(y) < (XY < [x =y +4d(x)d (). 4.4)

We focus on the polyharmonic analogue of the clamped plate boundary value
problem

(—A)"u=f in Q,

{ 4.5)

D%uly0 =0 for |a| <m—1.

Here Q C R” is a bounded smooth domain, f a datum in a suitable functional space
and u denotes the unknown solution.

In bounded smooth domains, a unique Green function G(_pym o for problem
(@.3) exists and the representation formula

u) = [ G apaley)f)dy. e, .6

holds true, see (2.64). Having a positivity preserving property in £ is equivalent
to G(_pym o > 0. Almost positivity will mean that the negative part of G(_pym o is
small in a sense to be specified when compared with its positive part. The main goal
of Chapters [5] and [6] is to identify domains and also further differential operators
enjoying almost positivity or even a positivity preserving property. To this end, we
provide in the present chapter fine estimates for the Green function and the other
kernels involved in the solution of higher order boundary value problems.

With [XY] as in (4.2), the Green function from Lemma [2.27 by Boggio for the
Dirichlet problem with Q = B, the unit ball, is given by

XY] /Iy

Gun(x,y) = kp|x— y|2m*” / (v2 — 1)’”71\/17” dv . 4.7
1

In Section@]we give the following characterisation of G, ,, which will be much
more convenient than Boggio’s original formula in discussing positivity issues:

d(x)"d(y)™
[ = y[*"~" min L—QL—QL— if n>2m
Jx — y[>m
d(x)"d(y)" .
Gimn(x,y) ~ 1"g<1+|x_yzm if n=2m,
. . d(x)2d(y):
d(x)™ 2d(y)™ 2 min { 1, W} if n < 2m.
x—y

A more detailed discussion of the boundary terms will be given below. We further
deduce related estimates for the derivatives |D%G,, ,(x,y)|. All these are used to
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prove so-called 3-G-type theorems in Section which will help us to develop a
perturbation theory of positivity.

It is an obvious question whether in general domains 2 C R", where one does
not have positivity preserving, estimates for \G(, A)m.Q | as above are available. This
question is addressed in Section 4.5] In order to avoid too many technicalities, we
confine ourselves here to the biharmonic case. The following estimate is proven in
any bounded domain Q C R” with dQ € C*7.

d(x)%d(y)?
x—y|4—"min{1,w} if n > 4,
d(x)%d(y)? .
|Gp20(x,y)| < 1 log <1 + (|x)_ y(;) ) ifn=4, (4.8

. ., A A d(v)E
d(x)> bd(y)> min{l, W} itn <4
x—y

These estimates, also being quite interesting in themselves, will prove to be basic
for the positivity and almost positivity results in Chapter [6]

Finally, kernel estimates and 3-G-type results are collected in Section[4.3]to pre-
pare the discussion of positivity in the Steklov problem which will be given in Sec-

tion[5.4]

4.2 Kernel estimates in the ball

4.2.1 Direct Green function estimates

Let Gy : Bx B— RU{co} denote the Green function for (—A)™ under homoge-
neous Dirichlet boundary conditions, see (4.7), and let

Sgm,n . LP(B) - W2m,p N W(;n,p(B)a (gmnf) (x) = /BGm,n (xvy)f(y) dy» (4.9)

be the corresponding Green operator. In order to base a perturbation theory of pos-
itivity on this formula, we first condense the key information on the behaviour of
G,» and its derivatives in more convenient expressions, which also allow for a more
direct interpretation of its behaviour, see Theorems @] andbelow.

The first lemma characterises the crucial distinction between the cases “x and y
are closer to the boundary dB than to each other” and vice versa.

Lemma 4.4. Let x,y € B. If [x—y| > 3[XY], then

d(x)d(y) < 3Jx—y?, (4.10)
max{d(x),d(y)} < 3|x—y|. 4.11)



100 4 Kernel estimates

If |x—y| < $[XY], then

Fh—yP < FIXYP < d)d(y), (4.12)
3d(x) < d(y) < 4d(x), (4.13)
lx—y| < 3min{d(x),d(y)}, 4.14)
[XY] < 5min{d(x),d(y)}. (4.15)

Moreover, for all x,y € B we have
dx) <XY],  d(y) < [xY], (4.16)
(XY]~d(x)+d(y)+[x—yl. 4.17)

Proof. Let |x—y| > 1[XY]. Then one has
d(x)d(y) < (1= [x) (1= 1*) = XY = o=y <3 =y,
hence @10). The estimate @.1T)) follows from
d(x)* < d(x) (d(y) + | —y]) <3 —yP + x =yl d(x) < 4lx—y* + jd(x)?
= d(x)z < % |X—y|2,

and a corresponding estimate for y.
Now, let [x — y| < 3[XY]. Then it follows

2 2
AWd0) > 5 (1= ) (1= ) = § (0P — =) = H0VP = 2y
hence (#.12). Inequalities (#.13) can be deduced from

d(y) <d(@)+x—y| <d(x)+ ($d@d() " < (1+3) d(x) + 1d()
= d(y) < Qd(x),

and the analogous computation with x and y interchanged; [@.14) and (#.13) are now
obvious.
Finally, for all x,y € B we have

: (1 - ) = d(x

(1= ly])* =d(y)?
thereby proving (@.16). For (#@.17), formulae (#.3) and {#.I6) show “>". On the
other hand, [XY]? — [x—y|* = (1= x?) (1 =) <4d(x)d(y) < 2d(x)*+2d(y)*
showing also “=<". O

[xY)? =

> 1= 2 x|y P Iy = (1 = | )2 = {

X
X[y — =
x|

In the ball, the following lemma is a direct consequence of the preceding one.
However, since the result is needed also in general domains we prove it in this
framework.
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Lemma 4.5. Let Q2 C R" be a bounded domain and let p,q > 0 be fixed.
For (x,y) € Q° we have:

min Ly) ~ min & d(y)
{l’lx—yl} a {1’d(x)’x_y|}» (4.18)
- dx)dy) | _ . Jd(y) dx) dx)d(y)
mm{l’pc_yz}_mm{d(x)’d(y)’ ey } (4.19)
. d (P d(v)? ) d?  dW d()Pd (v
mln{l7M}:mln{lv|x(_;]77|x(_yi|qv |_§C)y|p(i2 }, (420)

min{l,W} f_vmin{l,d(x)}pmin{l 40) }q, (4.21)

lx—y| "=yl

and assuming moreover that p+q > 0, we also have

log (1+d(x)pd(y)q> ~ log <2+d(y)> min{l W}. (4.22)

e =y =yl sy

Proof. Case d(x) >2|x—y|ord(y) >2|x—y|
If d(x) > 2|x — y| we also have

d(y) 2 d(x) =[x =yl > d(x) = 3d(x) = 3d(x) > |x—y],
d(y) <d(x)+ |~y < 3d(x).
If, on the other hand, d(y) > 2|x —y| one concludes similarly that
=yl < 3d(y) <d(x) < 3d(y).
Hence, in what follows we may use that
|x—y| <d(x) and |x—y| < d(x) and d(x) ~d(y). (4.23)

This shows that in (£.I8) - (.21) we have that the left hand sides as well as the right
hand sides all satisfy ~ 1. As for (#.22), we have in this case thanks to p+¢ >0

() (220 a1
~ log <2+ |j(_y)y|) ~ log <2—|— |;l(_y;|> min{Lm}.

Case d(x) <2|x—y| and d(y) < 2|x—y|.
As for (@.I8), inequality “>" is obvious, while “=<" follows from

min{l d(y) }N dly) _,d0)

Tyl =yl T T d()
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For |i one uses min{z, %} <1 (for all £ > 0) to prove “>". For “<"one may

observe that
1 4 1 4

< and < .
e—y[F T dx)? T x—y* T d(y)?
In the case considered claims (#.20) and (#.21)) are obvious. Finally, through
d(x)Pd(y)? d(x)Pd(y)? d(x)Pd(y)?
op (1 L0 PO f, a1

jx = y|pta lx— y|pta " x—ylpra
d d(x)Pd(y)?
~ log (2+(y)) min{l,(x)(er)}
=yl [ — y|p+a
we find #22)). O

We are now ready to establish the basic Green function estimates. In what follows
the estimates of G, , from below will be crucial.

Theorem 4.6. (Two-sided estimates of the Green function) In B x B we have

e — y[2mn min{ , T X" |(2,3 } ifn>2m;
Gm,n(x7y) ~ ¢ log <1 ‘2m ) ifn="2m; (4.24)
d(x)""2d(y)""2 mm{ |x y\" ) } ifn <2m.

Proof. According to Lemmait is essential to distinguish the two cases “|x—y| >
1[XY]” and “|x—y| < $[XY]".
Ist case: |x—y| < %[X Y]. Here 1} applies and we have to show

Jox — y [ if n > 2m,
d n’ld m
Gunn(x,y) ~ bg(k+‘§lﬁﬁ>ﬁn=2m, (4.25)
d(x)""2d(y)""3 if n < 2m.

It is not too hard to see that

ac 7LX,:>/‘ mllnva/ 2mn1dv

holds true. According to our assumption we may conclude in this case from formula
for the Green function
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~ |y yy|2m—n Y]/ k=l 2  1ym—1 1-n
Gn(x,y) = |x—y| ] (v =1)""v'"dy
~ |x7y‘2m—n /[XY]/‘Xiy‘ V2m—n—1 dv
1
|x — y|?mn ifn>2m,
XY

~ ¢ log [XY] if n="2m, (4.26)

=yl

[XY]2" " — |x— " ~ (XY if n < 2m.

If n > 2m, statement @#.25) is already proved. In order to proceed also in small
dimensions n < 2m we combine (@.I5) and (@.16). We obtain in this case

[XY] ~d(x) ~d(y).
Hence, (#.23) is now obvious also for n < 2m. If n = 2m, we observe further that
a € [2,0) = loga~log(1+d™). (4.27)

The discussion of the case [x —y| < §[XY] is now complete.

2nd case: [x—y| > F[XY].

dx) 3 d(y)

e—y[ = 7 [x—y]
n =2mor n < 2m, we have to show

In this case we have

< 3. Hence, independently of whether n > 2m,

Gmn(x,y) = [x—y["d(x)"d(y)" (4.28)

When using formula @ for G, we note that the upper integration bound
[XY]/|x—y| is in [1,2]. On this interval one has v™" ~ 1 and may conclude

2m—n el 2 m—1
Gnaly) 2 fe=yP [T 02 =1y vy

2 m
~ |xy|2'"—"( XY] 1) — ey (XYP — = yP)"

—y>
==y (1= ) (1= [y%)" 2= [x =y "d(x)"d ()"
The proof of @.28)), and hence of Theorem[4.6] is complete. O

In the spirit of Theorem 4.6 we also have estimates for the derivatives.

Theorem 4.7. (Estimates of the derivatives of the Green function)
Let oo € N" be a multiindex. Then in B x B we have

|D)?Gm,n(an)| = (%)

with (x) as follows:

1. if || > 2m —n and n odd, or if |at| > 2m —n and n even
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mn—la] d(x)"~1*ld (y)m
|X—y|2 almln{17x_y|2m|a fOr |Ot|<m,
() =
d(v)"
|x—y|2’"*”*‘°‘|min 1, 0) for |a| > m;
e = y[™

2. if |a| =2m —n and n even

log (2+d(y)) min{l,d(x)mad(y)m}for lo| < m,

=y e — [Pl
() =
d dy)"
log (2—|—(y)) min{l, 0) } for |ot| > m;
=yl ="
3. if|ot| <2m—nand n odd, or if || < 2m—n and n even
1 n d(x)2d(y)?
d(x)m_f_la‘d(y)m_f min{l,(r)ﬁyn)} for |la| <m—7%,
xX=y

d(x)m7|a\d(y)n7m+\a|

(%) = d(y)z'"”'“min{l,

}form—; <|a| <m,

o=yl
o ) d(y)n7m+|a\
2m—n—|ot
d(y) min {1, el Sor |a| > m.

Proof. 1. We claim that on {(x,y) € Bx B : |x—y| > 1[XY]} it holds true that

d(x) )'“““""”‘“( d(y)

lx =yl lx —y]

m
IDEGn(x,y)] < [x —y|?m e ( ) . (429

To this end we use the transformation s = 1 — VLZ in formula 1| in order to show
the boundary behaviour of the Green function more clearly. We have

km” m—n
Gm,n(xvy) = 2" ‘x_y|2 fm,n(Ax,y)a (4.30)
where
t
Foun(0) ::/sm_l(lfs)%_m_lds, (4.31)
0
_XYP ==y =P =) dx)d(y)
Ay = PR = XY ~ TR (4.32)

According to the assumption we have
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(4.33)
Here, i.e for 7 € [0, %], we know

[ i (e)] = gmestn=ih, (4.34)

Since d(x) < [XY], by (4.16), for every multiindex 3 € N" one has

DA, = d(y)xy] Pl (4.35)

Application of a general product and chain rule yields

IDEGa(x.y) 2 Y [DEPLx =y
B<a

DL fna(Asy)|

< |x_y|2m7n*|0!\ . ’fm,n(Ax,y)|

B]
+ Z |x_y|2m7n7|06\+\[3| . Z
=1

B<a /.
B#0 |
o d(x)"d(y)"

[Xy]Zm

S rd)d(y) ™ d(y)
+ Y ey [P led Pl Z{([Xy]Zy) Wyjﬂm

B<a j=1
B#0

< |x _y|2m7n7

by @32), @34). @.35)

< Y eyl (;;?})max{mﬁ’o} ([C;(YY)]Y (lJ[CX—Y?I)ﬁ

B<a
by @.16)

= e —y[Pmled <§((xy)]> max{m— (0} (f%)m

by @3) and (@I16).

Thanks to inequality (4.3)) the estimate (#.29) follows.
2. We claim that in {(x,y) € Bx B: |x—y| < $[XY]} one has
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lx — y|Pn=led i || > 2m —n,

e =l
1 if |&| =2m —n and n odd,

XY
log([ }> if || = 2m — n and n even,
=

ID¥Gyn(x,y)| (4.36)

[Xy2r—r=lolif o < 2m—n.

In contrast with the proof of (#.29) here we do not have to discuss the behaviour
of the Green function close to the boundary but “close to the singularity x = y”.
For this reason it is suitable to expand formula @.7) first and then to carry out the
integration explicitly. The integrand contains a term like % if and only if n even and
n < 2m. It follows for suitable numbers ¢; = cj(m,n) €R, j=0,...,m:

m—1
Cm|x_y‘2m7n_’_ Z Cj[Xy]2m7n72]‘x_y|2]
j=0
if n > 2m or n odd,
Gun(x,y) = 4.37)
B [XY] m=1 . )
Cnlx =y Mog =4 Y o XY e —y| Y
|x—y| j=0
if n < 2m and n even.

When differentiating we take into account that |x — y|?/ is a polynomial of degree
2j, whose derivatives of order > 2 vanish identically. Moreover, taking advantage
of [x—y| < [XY], [DZ[XY]| < [X¥]* 1% and [DF[x —y[*| < |x—y*~ 1%

|x_y|2m7n7\a\ + [Xy}menf\a\

if n>2m—|al or n odd,

ID Gun(x,3)] < (4.38)

m—n— XY m—n—
x — y|? “<1+1og|)[ci|>+[xy]2 lod

if n <2m— |a| and n even.

This already proves (4.36)) except in the case where n is even and n < 2m — |¢t|. In
this case, we use a € [1,00) = 0 <loga < a and conclude from (4.38):

DG (,9)] = v =32 x4 [y el < ey nelel

Therefore, (#.36) holds in any case.

3. We conclude the proof of the theorem by using and . Let x,y € B be
arbitrary. According to Lemma4.4]two cases have to be distinguished.

Ist case: |x—y| < J[XY].

Here d(x) ~ d(y), and using Lemma [4.4] we obtain for p,q > 0:

e () (55) =




4.2 Kernel estimates in the ball 107

We have to show that

|x—y|2m’""°CI if || > 2m—n,

d
log (2+ (y)) if |ot| = 2m — n and n even,
IDEGa(x.3)] < =1
if || =2m —n and n odd,
d(y)¥n—n-lel if |a| < 2m—n.

This estimate follows from (4.36)), since d(x) ~ d(y) ~ [XY] according to (4.15]) and
4.16). For the logarithmic term one should observe further (4.27). Making use of
[XY]/|x—y| > 2 and [XY] < 5d(y) we obtain

fog 10 <tog (143270 ) <tog (24 22 ).

lx—y 5l —yl lx—y

2nd case: |x—y| > 1[XY].
According to Lemma 4.4 we have for p,q > 0:

oe (24 400 ) <1

lx =y

mind (5 (5250) 1= ) ()

The estimates for () as in the statement follow immediately from (4.29). O

The Green function for the Laplacian (m = 1,n > 2) satisfies the estimates above
in arbitrary bounded C??-smooth domains, see e.g. [411]. This result is proved with
the help of general maximum principles and Harnack’s inequality. For higher or-
der equations we proceed just in the opposite way, namely, we deduce the above
estimates from Boggio’s explicit formula and, in turn, use them to prove some com-
parison principles.

In general the following estimate is weaker than Item 3 of Theorem [4.7] but still
appropriate and more convenient for our purposes.

Corollary 4.8. For |a| <2m —n and n odd, or,

0| < 2m—n and n even we have

d<x>3d<y>’5}_

|D3Gm,n(an)| jd(x)mi%i‘ald(y)mig min{l, lx—y|"
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4.2.2 A 3-G-type theorem

In Chapter [5| we develop a perturbation theory of positivity for Boggio’s prototype
situation of the polyharmonic operator in the ball. This will be achieved by means
of Neumann series and estimates of iterated Green operators. The latter are conse-
quences of the following 3-G-type result, which provides an estimate for a term of
three Green functions.

Theorem 4.9 (3-G-theorem). Let @ € N" be a multiindex. Then on B X B X B we
have
Gnn(%,2) [DEGma(zy)|
Gm,n (xay) B
|X7 Z|2m—n—|oc\ + |y _ Z|2m—n—\oc| if |a| >2m—n,

3 3
log <> +log <|> if |a| = 2m —n and n even,
y—z

x—2]

IA

(4.39)
1 if |a| =2m —n and n odd,

1 if o] <2m—n.

The proof is crucially based on the Green function estimates in Theorems4.6]and
and a number of technical inequalities and equivalencies which we are going to
prove first.

Lemma 4.10. For s,t > 0 it holds that

log(1+71) t
— L <14 4.4
log(1+s) — Jrs (4.40)

Proof. For s > 0and a > 1 concavity of the logarithm yields
log(1+s) =1 —1(1+a)+(1 1 1) >711 (14 as)
0 s 0 s - . o <
& \a a o ¢ ’

ie. log(1+4 as)/log(1 +s) < o. For 0 < a < 1 it is obvious that log(1 + ais) <
log(1+s). Combining these estimates we have for s, > 0

I
log(1+as) ¢
log(1+s)
The claim (4.40) follows by taking o = £. O

Boggio’s formula is the reason that we can prove the 3-G-theorem .9 only in balls.
The following lemmas, however, hold true in any bounded domain.

Lemma 4.11. Let 2 C R" be a bounded domain. Assume that p,q,r > 0, r < p+gq.
Further let s € R be such that % —p<s<g- % Then, on 2 x 2, we have
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min{l, (P‘f%')[) (;l(_y;)q} = (%)Smin{l,W}g. (4.41)

Proof. We make the same distinction as in the proof of Lemma4.3]
Case d(x) > 2|x—y| ord(y) > 2|x—y|. According to (4.23) we have that

lx—y[ < d(x) and |x —y| <d(x) and d(x) ~ d(y)

which directly yields (&.41).
Case d(x) < 2|x—y| and d(y) < 2|x—y|. Under this assumption we obtain

mi“{l’ (|d(l> <|d(yi|>} = (d(;) <|d(y;|)
- () 550) ) 5

and, since p+s— 5 and g — s — 7 are nonnegative, the estimate in (4.41]. O

Lemma 4.12. Let 2 C R” be a bounded domain. On 2 x Q x £, it holds true that

min{l d(x)d‘(z)}mm{l d(zzzdy(y)}

Qley,2) = mln{l dl(X)dT?} = =1 (4.42)
y
R(x,y,2) == mm{ d(z} { }<1+|y71| 4.43)
S mm{ } T =gl -
I = )mm{ 5} O A
o 1og(1+ ) R '
Ty = oo L (4.45)

x—zllz=y] 7 x—2 |z— yI

Proof. Estimate (#.43)) is an immediate consequence of the triangle inequality. To
prove the remaining estimates we distinguish several cases as in Lemmas [£.3] and
11

Case d(x) > 2|x—y| ord(y) > 2|x —y|. Again, we refer to (4.23):

|x—y| <d(x) and |x —y| < d(x) and d(x) ~ d(y).

This shows that the denominators of Q and R are bounded from below. Estimating
the numerators by 1 from above proves [@#.42) and (#.43). In order to estimate S, we
make also use of #.22) and Lemma[4d.10}
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log (2+ ) L+ 1
S(x,y,2) 2 NS
log (2—1— \x—yl) 1+ =)
d(x)
<2y |x—;| <24 [x =yl <34 y—z
L+ k=2 b=zl

Case d(x) < 2|x—y| and d(y) < 2|x—y|. Under this assumption we have

min{l d<x>d<y>} ~ log <1 . d(x)d(y)) _dd()

T x—y? e—y2 ) x—y*

A further distinction with respect to z seems inevitable.

Assume first that |x —z| > 2|x —y|. Then , , and log(1 +x) < x yield

0(x,y,2) —y[2 dx)d() d()
?ffzz)) S 4Wde) k<P 40

PN

1.

Assume now that |x —z| < 3[x—y|. Then [y —z| > |y —x| — |[x— 2| > 3[x—y|. We
obtain by applying Lemma[4.3]

—y> dx) d(z)d(y)

Qo) = G0dl) a@ b—eP
=y dlx)  dy) | x—yl ly—z]
R(x,y,z) = 409d0) T—e -2 < = =<1 e’
e —yP? dx)\ [ dx) | db)
S(x,y,z) = W‘log (2+X—Z> ~m1n{1, |x_Z| } |y—Z|
=yl o, =4
T2 T =l

O

Proof of the 3-G-theorem[.9) According to Theorems[4.6|and[4.7|several cases have
to be distinguished.
The case: n > 2m.
Gmn (x,2) |DgGm.,n(Z7Y) |
G (%,Y)

ooy a3 (25)" 7 (24)°)

. m m
lx — 22|z — y|rtlel=2m min { 1, %}

1

= g (M) @y )™ (R, )™ = (o)
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thanks to (#.21). We continue by Lemma[.12]to find

(%0) < ! < 1 >n_2m<1+|yz’|)mm{la7m}
T y—zlel \|x—2  |y—2 lx —z]

< |x_z|2m7n|y_z|f|a\ + |y_z|2m7n7|a\
+ |x_Z|2m7n7m1n{\a|,m}|y_Z|7\a|+mln{\a|,m}

+ |x_Z|7min{|oc\,m} |y_z‘2m7n7|oc\+min{|oc\,m}
< |X7Z|2m_n_‘a| + |yiz|2m—n—\(x|'
The case: n =2m and o0 = 0.

Gm,n ()C, Z) Gm,n (Zv y)
Gm,n (x,y)

d d(y .
log (2 + \x(fz)\) log (“ ﬁ) min { LA }mm{ ST }

max {log (2-+ () tog 2+ ;) fmin {1, 4575 |
by virtue of (#.22)

log <2+ Ii(*xz)l ) log (2—|— I‘;Eyz)‘)

" max {log <2+ ‘i(_xy)|) ;log (2+ Ii(—y})'\

(Q(x,y,2)" = (x1).
)} |

If x—z| > 5 |x y|, then log (2—|— E dix )I) =< log (2—|— ‘if}),‘). If, on the other hand,
|x —z| < %|x—y|, then the reverse inequality |y —z| > [x—y| — |x — 2] > $|x—)]|
follows and hence log (2+ b 40 )I) < log (2 + A0 ) Combining this estimate with

=1
Lemmal[4.12] (#.42) yields

o o (24 (127 ) s (24 72 ) v (2 ) i (25 ).

The case: n =2m and |at| > 0.
Gnn(%,2) [DEGn(2, )|
Gn(x,y)
g (142461 Y in {1 4747 Yy {1 0

[x— |x— Z|2m—2 ’ ‘ziy‘mﬁ»max{mf\od,o}

log<1+ ‘() >|y z||a\m1n{l,%}
[y =278 (x,3.2) (Q(x,y,2) ™ (R(x, y, 2 it

by @21)

PN



112 4 Kernel estimates
[y — g\ min{ledom)
< ly—of (1 n H) by LemmafT2]

L S L

The case: n <2m and |ot| < 2m—n,
or: n <2mand 0| < 2m—n and n odd.
Here we use Corollary .8] Together with Theorem &.6| we obtain

Gm,n(xa Z) |D3Gm,n(z7y> ’

Gnn(x,y)
_— I m_t . d)3d)? | . d(x)3d(y)?
d(x)"2d(z)? %ld(y) zmln{l,(lz_z(f)z}mm{LW}
j n n
d(x)"=$d(y)"$ min { 1 }
< d(2)* "1 (Q(x,,2))? X1 due to (@42).

The case: n < 2m and |ot| = 2m —n and n even.

We employ Lemma [4.11] with p = max{m —|a|,0}, ¢ =m, s =m—% and r = n.
In the present case, due to |¢&t| = 2m — n, one has: p+ ¢ = max{n —m,0} + m =
max{n,m}>n=r;q—5=m—5=s=5—(n—m)>5—p.

Gnn(%,2) | DG (2,7))

Gmm(xay)

d(x)m*%d(z)’”*% min { 1, 7[1(}6‘12‘(5)7 }
<
- d m—4% m—4 s d()‘)%d()’)%

(7)™ min { 1, 400244
(a4 80 Y (DY a0y
2=yl "\lz=l 2=y

log <2+ é(_—)})‘) d(Z)m’% min { 1, 7‘1()6&2_‘;‘(5)2 } (%) * min { I, 7‘1(1‘);_6;‘(5)2 }

j n n
by min {1,250
= log <2+ d(yi) (0(x,7,2))? < log (|y3|) by virtue of (4.42).
z— -z
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The case: n < 2m and |ot| > 2m — n.

d(x)"™2d(z)" 7 min

1 d(x)%d(z)%
9 ‘X*Z‘”

1, dx)3d(y)? }

b=yl

— . d(z max{m—|c|,0} d m
X |z —y|? Iamm{l,<|zii|) <|ZEV3)>

d(z)™~ % min { 1, UBENEE }

Gm,n(xaz) |D3Gm,n(zay)‘ =<

G (3:3) A 4d(yy™ S min

Px—z["

by min {1,250

X min{l, (;E?Omax{ma’o} (E(_yi)’"} =1 (%2).

In order to proceed, we have to distinguish further cases.

Z|2m7n7\a\

=y—

In addition, we assume first that || < 2m— 7.

We apply of Lemma [4.3] to the “dangerous” term in (x»). Here one has to
observe that |ot| +-n—2m > 0as wellas 3m —n—|a| >3m—n—2m+5 =m—5 >
0. In a second step we make use of Lemma with p = max{m — |a|,0} > 0,
g=3m—n—|a|>0,r=4m—n—2|a]>0ands=m— 5. Obviously p+g—r=
max{|ct| —m,0} >0,g—5 =5, 5 —p=m—5 —max{|a| —m,0} <s.

mi“{l’ (|zd %)m{m_w} <|j & >}
|ot|+n—2m max{m—|ct|.0} 3m—n—|a|
=minf 1.0 mm{l’(é’%) (=) }

With the aid of this estimate and of Lemma|4.12] we obtain further
(%) = \Y—Z|2m7n7|a\ (Q(Ly’Z))sz%*\al (R(x,y,z))‘a‘”*zm

) |y—z| |ot|+n—2m 5 5
Syl (1 B2 sy g,

Now we assume that additionally |a| > 2m — 5 holds true.

Here one has to deal with the “dangerous” term in (%;) in a different manner. Ob-
viously, one has that |&t| > m+ (m—%) > m. We apply repeatedly Lemma
observing that 5 < m.
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min{h (siz)yl)max{mal,o} (j(_}»;)m} :min{l, (j(_y;om}
d

o125 o {1 22} <L ()

By means of this estimate and of Lemma .12 we further conclude that

n — %
(52) = ly— 2P 1% (R(x,y,2))E < [y — 221 (1 " :y Z|)
X—Z

<[y =TI fy g g

< |y_Z|2m7n7\oc\ + |x_Z|2m7n7\oc|'

To apply Young’s inequality in the last step, one has to exploit the assumption
2m— 5 — |a| < 0 of this case. O

4.3 Estimates for the Steklov problem

In the previous section we considered the higher order operator (—A)™ under
Dirichlet boundary conditions starting from the explicit formula of Boggio and
hence we necessarily had to restrict ourselves to the ball as domain. Under different
boundary conditions the boundary value problem may be rewritten as a second or-
der system. The present section prepares for such a situation so that general bounded
smooth domains are allowed. So we consider the second order Green operator ¢ and
the Poisson operator #" on a general domain €2, that is, w = ¢ f + ¢ g formally
solves

—Aw=f inQ,
w=g on dQ.

For bounded C%-domains the operators ¢ and .# can be represented by integral
kernels G and K, namely

@1@ = [ sy and (Ko = [ Kexyeb)day.  @d6)

Moreover, it holds that

K(x,y) = WG(x,y) for all (x,y) € Q x dQ. (4.47)
Y
According to @), the Green function G in (4.46) should be written as G_x q.
However, since this function is frequently used in this section, we drop the subscripts
for a simpler notation.
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In this section we prove some estimates for the kernels G and K in general
bounded domains 2 such that dQ € C?. These estimates will be intensively used
in Section [5.4] in order to prove positivity properties for the biharmonic Steklov
problem.

Based on several estimates due to Zhao [420,421]] (see also [118,1384]), Grunau-
Sweers [213] were able to show:

Proposition 4.13. Let Q C R” be a bounded domain with dQ € C?. Then the fol-
lowing uniform estimates hold for (x,y) € Q x Q:

forn>4: / G(x,2)G(z,y)dz ~ |x—y|*™" min{l, d(x)d();)} , (4.48)
2 e =l
forn=4: / G(x,2)G(z,y)dz ~ log (l + d()d(y)) (4.49)
=y

forn=3: / G6,2)G(zy)dz ~ /dW)d () mind 1, YLDAOVL ) 50
Q x =]

1
forn=2: /Q G(x,2)G(z,y)dz ~ d(x)d(y)log (2 + o +d(x)d(y)> .(4.51)

We will exploit these estimates combined with the following “geometric” result:

Lemma 4.14. Let Q C R" (n > 2) be a bounded domain with dQ € C*. For x € Q
let x* € dQ be any point such that d(x) = |x — x*|.

o Then there exists rq > 0 such that for x € Q with d(x) < rq there is a unique
x*€dQ.
o Then the following uniform estimates hold:

for (x,y) €2 xQ: |x—y|2dx)+dy)+x* =y, (4.52)
: d(x) , { d(x) }

Jor (x,y) €eQxQ: 20 Td0) + I =7 < min 1’\x—y| , (4.53)

Sfor (x,2) € Q2xdQ: |x—z|~dx)+|x" —z|. (4.54)

And for (x,y,z) € R X Q x dQ:

ifd(y) < d(x) and [x* — '] < d(x) +d(y), then x—2] = d(x) +|y" —2].
(4.55)
Proof. Since dQ € C2, there exists r; > 0 such that Q can be filled with balls of
radius ry. Set rq = %rl. For x € Q with d(x) < rg there is a unique x* € dQ.
Estimate is just the triangle inequality. Estimate follows from the
three inequalities

o=z < =X+ " -2 = d(x) + |57 — 2],
dx) <|x—z|] and |x" —z] <|x* —x|+|x—z] <2]x—2].
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In order to prove {#.33), we first remark that under the assumptions made we
have d(x) > §|x* —y*|. This yields the two inequalities

d(x) + X" —z| <d(x) + X" =y [+ |y" —2] < 3d(x) + [y — 2| <3(d(x) +[y" —z]),
d(x) +|y" =z <d(x) + 5" —y*|+ ¥ —2] <3d(x) + |x" =2 <3(d(x) + [x* —z).

In turn these inequalities read as d(x) + |x* —z| ~ d(x) + |y* — z|. This, combined

with (@.54)), proves (#.53).

To prove (4.53), we distinguish two cases. If [x—y| < 3 max(d(x),d(y)), then
1d(x) < d(y) <2d(x) and |x —y| = d(x) ~d(y). It follows that

d(x) Ll AW
d@WTd)+ e ] {1’|x—y}

and a similar estimate with x and y interchanged. If |x —y| > 1 max (d(x),d(y)), we
use (#352) to find that

dw W mm{l’ (@) }
d(x) +d(y)+|x* =y*| = |x—y] =yl
and a similar estimate with x and y interchanged. U

We are now ready to prove the estimates which are needed for the study of the
Steklov problem.

Lemma 4.15. Let Q C R" (n > 2) be a bounded domain with dQ € C*. Then the
following uniform estimates hold for (x,z) € Q x 0Q:

d(x) [x—z)*™" forn >3,
d(x) log (2+ ! ) forn=2.

le—zf?

| 6.6k (E 2z =~
Q

Proof. Let
H(x,2) = /Q G(x,E)G(E,2)dE  forall (x,2) € @ x 9.

In view of (4.47), and since H(x,z) = 0 for z € dQ, we have

/ G(x,E)K(E,2)dE = g—aH(x,z) _ fim 0271V (4.56)
o v,

t—0 t
Note also that if rq is as in Lemma then d(z —tv;) =1t for all z € dQ and
t < ro. Hence, by (#.48) we obtain for n > 4

td(x)

x—z+1v|*" min{l7 72}
pozttveP d(x) |x— Z|27” .

. H(x,z—1tv .
lim M ~ lim
t—0 1 t—0 t
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For n = 4 we use (#.49) to obtain

td(x)
log (1 + \X*Htvzlz) d

. H —tv ) ? [x—z4tvy|
lim (r,z—1v.) ~ lim =d(x) |x—
t—0 t t—0 t

And finally for n = 2 we use (#.51)) to obtain

1
Hix.7—1t td(x)log (2 +
fim 2= 0V)

t—0 t t—0 t

By @.36) the statement is so proved for any n > 2.
Lemma 4.16. Let Q C R" (n > 2) be a bounded domain with € €
following uniform estimates hold for (x,y) € Q x Q:

/Q /ag /Q Gl K& ’Z)c;\iG(z,w)G(W,y)dédwzdw

d(x)d(y) (d(x)+d () +|x* =y )* " forn >3,
d(x)d(y) log (2+ m) forn=2,

respectively for (x,y) € Q X dQ:

Jo L 6 6(6.0 32 Glemk g o
d(x) [x—y[™" forn>3,
d(x) log (2+ ﬁ) forn=2.

Proof. Setting

2~ lim ~d(x) [x—z]°.
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2

m) =d(x) log 2+ —— .
x— 2|

O

C2. Then the

(4.57)

(4.58)

—d
Roey)= [ [ ] G(x.E)K(E.2) 37 Glew)Glw.y)dEdadw

and using and the estimates from Lemma[4.13] the following holds:

R(xy) SdWd0) [ =" =5 " do,

R(x,y) = d(x)d(y) /39 log <2+ |x—]z|2> log <2+ |y—lz|2> do;

forn > 3,

forn =2.
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Let rq be as in Lemmal[4.14] We distinguish three cases, according to the positions
of x,y € Q.

Case 1: max(d(x),d(y)) > ro.
By symmetry we may assume that d(y) > rq and find for n > 3 that

1 rn72
[ e ey o = e e = [ a1,
20 20 0 (d(x)+r)

and forn =2

/3!2 log <2+ |x—lz|2) log (2+ ﬁ) dw, < /Ollog <2+7(d(x;+r)2)drj 1,

which imply (4.57) since d(y) > rq.

Case 2: max(d(x),d(y)) < rq and |x* —y*| > d(x)+d(y).
In this case, in view of Lemma.T4] we have that (#.54) holds for both x and y. So,
for n > 3 we have

1 1
|x—Z|2in |Z—y‘2ind0) j/ — — do,.
/99 “TJoa (d(x) + |t —2)" R (d) + Iy )

We split this integral as I, + I, where I, is over Q, = {z € dQ;|x* —z| < |[y* —z|}
and I, over 0, = dQ2\dL,. Over dQ, we have

=z + =y < =g+ =2y =2 <3y -2

Hence we find

1 1
Ix j/ * n—2 * * * ”_2dwz
92 (d(x) + [x* —2|)"7 (d(y) + ¥ — 2|+ [x* —y*])

1 ! rn—2 * *|2—n
= n_z/ n_zdr = |x -y ‘
e —y* "7 o (d(x) + )

(d(x) +d(y) + " =y )"

PN

where we used |x* —y*| > d(x) +d(y) in the last estimate.
Similarly, for n = 2 we find

1 1
I </ og (24— Viog(2+ do
= Joa, g( d<x>+|x*—z> g( d<y>+|x*—z|+|x*—y*|> .

1 1 1
<1 24— 1 24— \|d
= °g( +d<y>+|x*—y*|>/o "g( +d<x>+r> ’
1 1
< lo 2+>jlo (2+ >
g( do) + e —y ) = B\ A +dG) + -y

Analogous estimates hold for I,. All together these estimates prove in Case 2.
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Case 3: max(d(x),d(y)) < rq and |x* —y*| < d(x)+d(y).
By symmetry, we may assume that d(y) < d(x). Then we may use both (4.54) and
#@353). So, for n > 3 we find

| el =P o,

—/ 1 n—2 1 thde
Q (d(x)+ |y —2))"" (dy) + [y* —zl)

_</l = 2 1
“ o (dx) )" d) +n)"?
1
=

< gy = A0 I =y )

and forn =2

/810g<2+|1|>1og(2+|y12>dwz
< fatoe (34 g ) o ( a4
j/ollog(Z—i—dx ) ( )dr

= log (“d(l»c)) = log (“d<x>+d<y>1+x*—y*|>'

This proves in Case 3.
For the estimates in (4.58) one divides the estimates in (4.57) by d(y), takes

the limit for d(y) — 0, and uses (4.54), namely that d(x) + |x* —y| ~ |x—y]| for
y€IQ. O

4.4 General properties of the Green functions

In this section we collect some smoothness properties of biharmonic functions and
derive some preliminary pointwise estimates. That is, we first give a more precise
statement concerning the smoothness of the Green functions simultaneously with
respect to both variables. Next we will show some pointwise estimates for the Green
function that follow almost directly from its construction through the fundamental
solution.
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4.4.1 Regularity of the biharmonic Green function

For brevity we here write G = G2  for the Green function in the domain £2, see

@3).

Proposition 4.17. Let  be a bounded C*Y-smooth domain. Let G be the Green
function for the biharmonic Dirichlet problem. Then

GeC* (@ xQ\{(xx): xe Q}).

Proof. Suppose a € N" with i = |a| <3 and let p € (n,n+1). In particular it holds
that 4 — 2 > i. Let ¢ € C7(£2) and consider y € C*7(Q) such that Ay = @ in Q
and ¥ = ¥, =0 on JdQ. It follows from Theorem and Sobolev’s embedding
theorem 2.6] that

1Wliciu@) < Clvliwer@) < CllPlr @)

forall u € (0,1) withi+pu <4— 5~ Since y(x) = [o G(x,y)@(y)dy, we get that

| (DG~ DEG ) 00} | < Cll ol x| forall < 2.

By duality, we then obtain y — D*G(x,y) € L1(Q) for all g € (%, -+ ) and more-
over, forall p <4—i—n+ 2 with y € (0,1), that

ID¥G(x,.) —DIG(X, )|l < Clg) |x— x| forall x,x’ € Q.

Since the functions y — G (x,y) are biharmonic in Q \ {x}, so is y — D¥G(x,y).
Fix x and consider y — D%G(x,y). Since D¥G(x, .) = %D,?G(x, .)=0o0ndQ,

regularity theory, as one may find in Theorem|[2.19] gives that D¥G(x, .) € C*7(Q\
{x}). Moreover, for all § > 0 there exists C(8) > 0 such that

HD{?(}(X7 ) _Dg(;(x/7 ')HC4‘V(§\(BE(X)U35(X/))) S C(6) |x_x/"u fOI‘ all x,xl c Q

This is valid for |a| < 3. Using the symmetry of the Green function, we have a
similar result for |a| = 4 with respect to the C37(Q \ (Bs(x) UB5(x")))-norm. So,
all derivatives of order 4 are covered and we find that G € C*?(Q x Q\ {(x,x): x €
a}). O

4.4.2 Preliminary estimates for the Green function

We start with a relatively straightforward application of the Schauder theory to the
construction of Green’s functions.
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Lemma 4.18. Let Q C R” be a bounded C*"-smooth domain and let d(.) be as in
@). Then for the biharmonic Green function G2 ¢ the following estimates hold
true:

=3[+ max{d(x),d ()} ifn>4,
(Gaz ()] £ C(2) -4 tog (14 [x =y~ 4+ max {d(x),d ()} ") ifn =4,
1 ifn=2,3.
(4.59)

Forn=2,3,4 also the following gradient estimates hold true:

e —y| 7!+ max {d(x),d(y)} " ifn=4,

(4.60)
1 ifn=2,3.

|VxGA2,Q (xvy)| <C(R2)- {

By symmetry also holds for |VyG 42,0 (x,y) ’ The dependence of the constants
C(Q) on Q is explicit via the C*-properties of dQ.

Proof. For brevity we write G(x,y) = G2 o (x,y). We recall a fundamental solution
for A? on R™:
Gl ifng (2,4},

F(x) = ¢ —2caloglx| ifn=4, (4.61)
2¢5|x[*log|x| if n =2,
where ¢, is defined through ¢, = |B| and

1

if 2,4
2(n—4)(n—2)ne, ifng {24},
Cn= |
if 2,4},
Sne ifne{2,4}

The Green function is given by G(x,y) = F,(|Jx —y|) + h(x,y), where h(x,.) is a
solution of the following Dirichlet problem:

AZh(x,y) =0 ino,
h(x,y) = —F,(]x—yl|) fory € 99, 4.62)
aiVyh(x’y):_aivanUX—yD fory € 9Q.

We first discuss extensively the generic case n > 4. At the end we comment on
the changes and additional arguments which have to be made for n € {2,3,4}.

Case n > 4. In (4.62), the C!"Y-norm of the datum for A(x;.)|5¢ and the C%Y-norm
of the datum for h(x, .)|oq are bounded by C(9Q)d(x)*>~"~7. The dependence of
the constant C(d2) on d€Q is constructive and explicit via its curvature properties

and their derivatives. According to C'"?-estimates for boundary value problems in
variational form like (4.62)) we see with the help of Theorem that
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11, )l crrg) < C(AR2)d(x)* 7. (4.63)

One should observe that the differential operators are uniformly coercive, so that no
h(x,.)-term needs to appear on the right-hand-side of (4.63).
As long as d(y) < d(x), (4.63) shows h(x,y) < C(dQ)d(x)*~" and hence that

|G(x,y)| <C(9Q) (|x—y* " +d(x)*™). (4.64)

For d(y) > d(x), we conclude from (4.64) by exploiting the symmetry of the Green
function:
G(x,)| = [G(y,x)] <C(AQ) (|x—y[* " +d(»)*™). (4.65)

Combining (#.64) and (#.63) yields (#39) for n > 4.

Case n = 4. As above we find that
1n(x, llrr(g) < C@Q)d(x) . (4.66)
As long as d(y) < d(x), shows that
[VyG(x,y)| <C(0Q) (x—y| ' +d(x)7"). (4.67)

In order to exploit the symmetry of G(x,y) we need a similar estimate also for
|VxG(x,y)|. To this end one has to differentiate (4.62)) with respect to x being con-
sidered here as a parameter and obtains as before that for d(y) < d(x)

V.G (x,y)| < C(aQ) (|x—y| ' +d(x) 7). (4.68)
By symmetry G(x,y) = G(y,x), and shows that for d(x) < d(y) one has

[V,G(x,y)| < C(9Q) (Ix—y| ™" +d(»)™) (4.69)
while [@.67) yields

ViG(x,y)| <C(0Q) (|x—y"" +d(») 7). (4.70)

Combining (#.67)-(@.70) proves (@.60) and hence (#.39) in the case n = 4.

Case n = 3. As in the previous cases one comes up with
18 (x. llrv(ar) < C(Q)d ().

Proceeding as for n = 4 yields (#.60) and hence {.39) also in the case n = 3.
Case n = 2. Here, one directly finds that

1)l @y < C00)

and the claims (#.39), (4.60) immediately follow. O
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4.5 Uniform Green functions estimates in C*”-families of
domains

Later on we will need convergence properties of Green functions defined on a con-
verging family of domains. For the sake of simplicity we restrict ourselves also in
this section to biharmonic operators. Moreover, in order to avoid too many techni-
calities, we restrict ourselves to special families of bounded domains that may be
parametrised with the help of global coordinate charts over the closure of a fixed
bounded smooth domain.

To be more precise: we will consider the family of the biharmonic Green func-
tions Gy = G2 o, and G = G2  in & and € respectively, where (), is a
family of domains converging to a bounded domain 2 C R" in the following sense.

Definition 4.19. We say that the sequence (£2),.y is a C*7-perturbation of the
bounded C*7-smooth domain €, if there exists a neighbouglood E of Q and for
each k € N a C*7-diffeomorphism ¥ : U — ¥ (U) with ¥(2) = € such that one
has

]}grolo |l1d — lPk”cét,y(v) =0.

The remaining section is divided in a part without and a part with boundary terms
and we finish with some results on the convergence of these Green functions.

4.5.1 Uniform global estimates without boundary terms

As for the diffeomorphisms ¥, we refer to Definition

Theorem 4.20. Assume that (Qy)cy is a C*-perturbation of the bounded C*?-
smooth domain  CR" and let Gy = G 52 ¢, be the biharmonic Green function in £
under Dirichlet boundary conditions. Then there exists a constant C = C((&k)en)»
which is independent of k, such that for all k € N and o, f € N" with |ot| + |B| < 4:

o Iflo|+|B|+n>4:

DeDb Gk(x7y)‘ < C x—y[*" 1Bl for all x,y € . @71

o Ifla|+|B|+n=4andnis even

DngGk(x,y)‘ <C log (1 + |xfy|_1> forall x,y € &. (4.72)

o Ifla|+|B|+n=4andnisodd orif|al+|B|+n <4

Dng Gk(x,y)‘ <C forall x,y € . (4.73)
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This kind of estimates was given by Krasovskii [255, 256] in a very general
framework. Here we provide an independent proof, which is simpler but never-
theless still quite involved. We shall proceed in several steps, where the proof of
Proposition #.22]is the most important part.

Lemma 4.21. Assume that n > 4. Let () oy be a C*V-perturbation of the bounded
C*Y-smooth domain Q. Let Gy denote the Green functions for A% in Q under
Dirichlet boundary conditions and d(.) the distance function to the boundary 9.
For any q € (n T e 4) there exists C(q) > 0 such that for all k and all x € Qy, we
have

1Gk(x, )0 < Cla) d(x)* 4. (4.74)

The constant C(q) can be chosen uniformly for the family (£;)en-

Proof. We proceed with the help of a duality argument. Let y € C°(€2) and let
@ € C*7(£) be a solution of

Alp=vy ing,
©=0¢,=0 ond.

Letg € ( Pt 4) and let ¢’ = ql be the dual exponent, so that in particular § <

g’ < %. It follows from Theorem (in particular, Corollary [2.21) that there exists
C; > 0 independent of ¢, y and k such that

10llwss (0 <GVl (a) -

The embedding W44 (£;) C CO* () (see Theorem withyy=4— % =4—n+
2 bemg continuous uniformly in k£ shows that there exists C4 > 0 1ndependent of ¢
and k such that ||@|| -0 @) <Ca ||(p||W4~q’(Qk)' Let x € € and x’ € d Q. We then get
that

90| = @) = ()| < 1@l conimp [x =¥ " <CCallWll g g [x ="

Moreover, it follows from Green’s representation formula that

/ Gi(x,y)w(y)dy for all x € €.
Therefore, taking the infimum with respect to x' € d£2;, we have that

| Gl n)W0) o] < AWl 1, 40

for all y € C°(€2;). Inequality (4.74) then follows. O
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4.5.1.1 Zero and first derivative estimates

Proposition 4.22. Let (Qy),cy be a C*Y-perturbation of the bounded C*"-smooth
domain Q. Let Gy be as in Lemma Then there exists a constant C; > 0 such
that for all k and all x,y € Q with x # y one has that

e —y[*" ifn>4,
Gi(x,y)| <C1-< log (1+|x—y|7")  ifn=4, 4.75)
1 ifn=2,3.

Moreover, for n =2,3,4 and for all k € N and x,y € Q withx #y

1 . -
IV.G(x,y)| < Cy - { b= ifn=4, (4.76)

1 ifn=2,3.

By symmetry the last estimate also holds for |Vka(x, y) ’

Proof. If n=2,3, the statement of Lemmal4.18]is already strong enough and nothing
remains to be proved.

We start with the case n > 4. We use an argument by contradiction and assume
that there exist two sequences (x)ken, (Vk)ken With xg, yx € £, for a suitable se-
quence (¢;) C N such that x; # y; for all k € N and such that

Jim =yl |G (e, i) | = +eo 4.77)
It is enough to consider ¢, = k; other situations may be reduced to this by relabeling

or are even more special. After possibly passing to a subsequence, it follows from
[@.59) that there exists x.. € dQ such that

d
lim x; = X and lim (%) =
koo k—too | X — V|

(4.78)

We remark that the constant in (4.59) can be chosen uniformly for the family

(L2¢)ken-
Next we claim that if (4.77) holds, then

lim |xk —yk| =0. (4.79)
k— oo

Assume by contradiction that |x; — yi| does not converge to 0. After extracting a
subsequence we may then assume that there exists § > 0 such that for all X we have
X € Bs (%) and y € 4 \ B3s(x). We consider ¢ as in Lemma In particular
we know that ||Gi(x, .)|| 19(,) < C uniformly in k. By applying local elliptic esti-

mates (see Theorem [2.20) combined with Sobolev embeddings in € \ Bys(x-) We
find that

1Gk (ks ) = (@\Bry ) = €145 0)

uniformly in k. In particular, we would have
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|Gy <C(q,8)  and o — ™ *|Gr(w )| < C(g,8)

independent of k. This contradicts the hypothesis (4.77) and proves the claim in

“.79).
Let @ : U — R", ®(0) = x.. be a fixed coordinate chart for Q around c. We put
@, := ¥, o & and have that

@ (UN{x; <0}) = B (U) N2 and P (UN{x; = 0}) = B (U) NI

Let x; = Pi(x;) and yi = Py (y},). Therefore, (4.78) rewrites as

/
lim x; =0 and lim Bl

Jim Jim =0. (4.80)

We define for R and k large enough
Gi(2) =[x — i ‘n_4 G (Pr(xp), Pr (x4 + 3 — i | (z— peer)))

/
in Br(0) N {x; < 0}, where p; := |x,xkf;,| and e, is the first unit vector. The bihar-
k Tk

monic equation A2Gy(x, .) = 0, complemented with Dirichlet boundary conditions,
is rewritten as

A;kék =0in (Br(0)N{z1 <0})\{pre1}, Gy =09:G,=00n {z1 =0}.

Here, gi(z) = ®; (&) (x}, + |x;, — v;|(z— per)), & = (8;;) the Euclidean metric, and
Ay, denotes the Laplace-Beltrami operator with respect to this scaled and translated
pull back of the Euclidean metric under @. Then for some g € (n 3 e ) and7>0
being chosen suitably small, it follows from elliptic estimates (see Theorem [2.20)
and Sobolev embeddings that there exists C(R, T,q) > 0 such that

G(2)| < C(R,q,7) ||Gi (4.81)

HL‘I(BR<0>\BT(O))

for all z € Bg/»(0) \ B2z(0), z1 < 0. In order to estimate the L?-norm on the right-
hand side we use and obtain that

~ n—4)—n
/ GO < Cli—y " [ |Gyl dy
(0)n{&1<0} o2

d(x ) n—q(n—4)
n—4)—n —n)g+n
< C =y | g SC(M —ky’k\> :

Therefore, with ( we get that limg_, | ||Gk|| L9(BR(0)\B=(0)) — 0, and

yields

kglgmék — 0in C°((Brya(0) \ Baz(0)) N {z1 < 0}).

In particular, since limg_, . px = 0, we have that
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’ /
. ~ Vi —X
lim Gy % +prer | =0.
ke [ = Y]
This limit rewrites as

kEToo e — " |Gre(xe; yie)| = 0,

contradicting (4.77). This completes the proof of Proposition[d.22]for the case n > 4.

Now let us consider the case n = 4. Here it is enough to prove for V,,
exploiting the symmetry of the Green function. We argue by contradiction and, as in
the proof for n > 4, we may assume that there exist two sequences (X )reN, (Vi )keN
with xg, yx € € such that x; # y; and

Jim i — il [VyGi (e, )| = +oe. (4.82)

After possibly passing to a subsequence it follows from ([@.60) that there exists xo, €

2 such that J
lim x; =x. and lim (%) =
k—+oo k—too |xk 7yk‘

(4.83)

Lemma .21 may be applied with some g > 4. The analogue of (&.79) is proved
in exactly the same way as above. Like above we now put for R and k large enough

Gi(z) = G (Pu(xr), i (g + |5, — V| (z— prer)))

in Br(0) N {z1 < 0}, where x; = ®(x}), vk = B(Y}), pr == k- As above we

T gl
find for T > 0 small enough that there exists C(R, 7,q) > 0 such that

[VGL(z)| <C(R.q,7) HGkHLq(BR(O)\BT(O))

for all z € Bg/>(0) \ B2z(0), z1 < 0. Using (4.74) we obtain that

~ 4
/ Gu(©)I7aE < Cli—i| ™ [ 1Geluen)l7dy
Br(0)n{&; <0} [oN

In the same way as in the generic case n > 4 this yields first that

Jim VG =0in C*((Bry2(0)\ B22(0)) N {z1 < 03)

and back in the original coordinates

klglolo bk — vel | VyGr (e, ) | = 0.
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So, we achieve a contradiction also if n = 4. This proves (4.76). By integrating
we get (4.75)). The proof of Proposition f.22]is complete. O

4.5.1.2 First and higher derivatives for n > 3

Proposition 4.23. Suppose that n > 3 and let (24),c be a C*V-perturbation of the
bounded C*Y-smooth domain Q. Let Gy be as in Lemma Then there exists a
constant C > 0 such that for all k, all a,p € N" with 1 < |a|+ |B| < 4, and all
X,y € Qi with x # y one has that

DEDP Gy (x,y)| < C-[x—y[*1I=IPI, (4.84)

Proof. For |a|+|B| =1 with n = 3,4 the result is found in (4.76).

To obtain estimates for (higher) derivatives we will use the following local esti-
mate, see (2.19) for biharmonic functions. This local estimate is fundamental. More-
over, it also holds near the boundary part where homogeneous Dirichlet boundary
conditions are satisfied. For any two concentric balls Bg C Byg and |¢t| < 4 we have

C
[D%V| 1= (Brrgy) < W|\VHL°°(BZRka)~ (4.85)

The constant is uniform in k and R. The behaviour with respect to (small) R is
obtained by means of scaling.

Case n > 4. Keeping x € Q; fixed, for any y € € \ {x} we choose R = |x —y|/4
and apply and of Proposition[4.22]in Bg(y) C Bag(y) to G(x, .). This
proves for || = 0. By symmetry the same estimate holds for |¢t| > 0 and
|B| = 0. Since also D¥Gy(x, .) is biharmonic with homogeneous Dirichlet boundary
conditions we may repeat the argument to find estimates for mixed derivatives.

Case n = 3,4. The result follows from a similar argument as above but now
starting with the first order estimate in (4.76). U

4.5.1.3 Second and higher derivatives for n = 2

Lemma 4.24. Let n =2 and 8 > 0. Then there exists a constant C = C(8, () cy)
such that for o, B € N? with |a| +|B| =2

%y € max{d(x),d(y)} = 8 = [DEDEGy(x,y)| < Clog (14]x—/™").

Proof. The Green function can be written as G(x,y) = F,2(|x —y|) + h(x,y) with
h(x, .) the solution of (4.62). For d(x) > 6 one finds as a direct consequence of
Schauder estimates that [|(x, . )| n @ <C (8,m) for any m € N and uniformly for

all x with d(x) > 8. Hence, for |3| = 2 one obtains
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DEG(x,)| < €1 [DE 2 (x.3)| +C(8),

which shows the estimate in Lemma4.24| for o = 0. For || < 2 and hence |o| > 0
one considers the function D%A(x, .) and proceeds similar as before. So one has
found the estimates in Lemma [4.24] for d(x) > 8. Since the Green function is sym-
metric one may interchange the role of x and y and a similar result holds when
d(y) > 9. O

Proposition 4.25. Let n = 2. There exists a constant C = C(()cy) such that for
«, B € N? with |a| +|B| > 3

DEDEGy(x,y)| < Clr—y 1Pl

The proposition requires a somehow technical proof which will be performed in
several steps. However, combining the lemma and the proposition obviously gives

a proof of the remaining cases of (4.72)-(.73) and the proof of Theorem will
then be complete for n = 2.

As a starting point we prove an L?-estimate for second derivatives of the Green
functions.

Lemma 4.26. Let n = 2. For any q > 2, there exists a constant C = C(q, () en)
such that

||V§Gk(x’ ')||Lq(Qk> = Cd(x)z/q; (4.86)

VY36, )| g, < € A9 (4.87)

Proof. We argue along the lines of the proof of Lemma to which we refer for
more detailed arguments. We prove first lb For w € L7 (&), ¢ = (/%] € (1,2)

let @ € W24 () be the solution of

A’ =V?y  in,
©=¢,=0 ondQ.

For biharmonic equations in integral form L7 -estimates (see Theorem ) yield

olly2q <Cliwll -

Since ¢’ € (1,2) we have that 2 —2/4’ € (0,1) and employing also Sobolev’s em-
bedding theorem gives

lp(x)| < Cllwl, 0 dx)?2. (4.88)

We observe the following representation formula, homogeneous Dirichlet boundary
data of the Green functions and integrate by parts:
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00) = [, GEVYOIdy = [ VG ey dy.

Together with (4.88)) and 2 — 2 /¢’ = 2/q this shows (4.86).

In order to prove (4.87) we solve
A’o=Vy inQ,
0=¢,=0 ondQ.

and get
lellyss < Cllwlly -

We proceed similarly as above and find
Vo) < Cllyll,y d(x)* 2
as well as i
Vol = [ V.¥,Gilx)y0)dy
k
and so, finally, (4.87). O

Proof of Proposition We first prove the statement for DE Gy (x,y) with |B] = 3.
We assume by contradiction that, after suitably relabeling, there exist sequences
(x)s (vx) with xg, v € €4 and x; # yy, such that

Tim [ — yi| Df G (i, i) = . (4.89)

As in Proposition[4.22] local elliptic estimates show that

lim g —yi| =0.

Hence, we may assume that there exists X, € 2 With xe = limy_ ., x; = limg_.. yi.
This shows that local elliptic estimates around x; and y; may be rescaled and hold
with uniform constants.

First case: d(x;) < 2|xx — yx|. Here we work in By, | (Xx) \ Blg,—y,|/2(X),
which certainly hit the boundaries d€2; where we have homogeneous Dirichlet
boundary data for Gi(xg, . ). These allow to apply local rescaled elliptic estimates
and a localised Poincaré inequality to show that

‘DgGk(xkaykM < Clx *)’k‘_3_2/q||Gk(xk’ ')HLq(Qﬁ(Bzuxryk\(Xk)\B\xkﬂvk\/z(xk)))
< e =3el ™ V3G (s ) (@ (B 50\ By 250

< Clae— i ™ 9d ()9 < Clage— i 7,

where ¢ > 2 is some arbitrarily chosen number. This inequality contradicts the as-

sumption (#-89).
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Second case: d(xi) > 2|x; — yx|. We change our point of view and consider now
yk as parameter and the boundary value problem for the regular part of Vi Gi( ., yk)-
Arguing as in Lemma[4.18|and integrating local Schauder estimates yields

1 d(xk>1”> |

_|_
e =yl d(ye)*Y

1D Gie(xie, )| < C( (4.90)

By assumption we have d(x;) > 2|x; — y|, which implies that

() < v~ el +d(3) < () +d (),

= d(xk) < Zd(yk).

Inserting this into (#.90) gives

1 1 1
DB Gy (xe, i) < € ( + ) <C ;
e — il d(xx) |k — yxl

again a contradiction to the assumption (4.89).

We comment now on how to prove the statement for VXV§ Gy(x, .). The remain-
ing cases then follow by exploiting the symmetry of the Green functions. We assume
by contradiction that — after a suitable relabeling — there exist sequences (xi), (&),
with x;, yx € € and x; # yy, such that

Jim ke — Ykl - Vi VG (o, yi) = oo (4.91)

As for (@.79), local elliptic estimates show that

klim \xk —yk| =0.

Hence, we may assume that there exists X, € Q With Xeo = limy_ e X = limg_.. yi.
This shows that local elliptic estimates around x; and y; may be rescaled and hold
with uniform constants.

First case: d(x) < 2|x; — yi|- As above we work in By, _y, (%) \ Blx, —y,|/2(Xk)
and find that

[VaV3 Gl )| < Clie= el > 2 VaGr st )o@ B,y 50\Bug 32500

< Clx _yk|*1*2/‘1||VxVka(xk, ')HL"(QQ(BA;\XFM\(Xk)\B\xryk\/z(xk)))

< Clag —yi| 71 729d (x) ¥ < Clag — | 7,

where ¢ > 2 is some arbitrarily chosen number. This inequality contradicts the as-
sumption @.9T).

Second case: d(xi) > 2|x; — yi|- Again we change our point of view and con-
sider now y; as parameter and the boundary value problem for the regular part of
Vf Gy(.,yx). Arguing as in Lemma , integrating local Schauder estimates yield
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1 d(xe)”
V. V2Gi(xe,y1)| < C . 4.92
| xVy k(xk yk)| = <|xk_yk| + d(yk)pry ( )

As above we may insert d(x) < 2d(yx) into (4.92) and obtain

1 1 1
V. V2Gr(xe )| < C( + ) <C ;
Va¥y Gyl < C\ o=+ a0y ) < o

again a contradiction to the assumption (#.97).
Once the estimates for |a| + || = 3 have been derived, we may proceed as in
the proof of Proposition to obtain the estimates for ||+ |B| = 4. O

Proposition 4.27. Let n = 2. There exists a constant C = C((£;)cn) such that for
«, B € N? with |a| + |B| =2

DEDEGy(x,y)| < Clog (1+x—y™").

Proof. For x or y away from the boundary the result is found in Lemma [4.24] For
6 > 0 small enough take yo € £ with d(yp) > 28 and assume both d(x) < § and
d(y) < 8. Let rg > 0 be small enough such that £ \ By, (z) is still connected for
each z € €. Using the estimate from Proposition .23]and integrating along a path
v from yy to y that avoids B,(x) with » = min{ro, |x — y|}, one finds

DEDEG(x,)| <

DEDE Gy (x,y0)| + /y DEV,DP Gy (x,7(5)) | ()

M
gc<1+/| Irldr> <C'log(1+1]x—y["),
Jlx=y

which shows the claim. O

4.5.1.4 The proof of the uniform estimates

Proof of Theorem For n > 3 and |ot| + |B| +n > 4 the estimate in fol-
lows from Propositions #.22] and [4.23] For n = 2 the estimate (@.71)) follows from
Proposition[d.23] The estimate in (.72) is stated in Propositiond.22|for n = 4 and in
Proposition[#.27]for n = 2. The estimate in (4.73)) is contained in Proposition[#.22] (]

4.5.2 Uniform global estimates including boundary terms

Theorem 4.28. We assume that (), is a C*"-perturbation of the bounded C*?-
smooth domain Q C R". Let Gy = G2 o denote the biharmonic Green func-

tion in € under Dirichlet boundary conditions. Then there exists a constant
C = C((k)en ). independent of k, such that for all k € N it holds that
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DEDEGY (x,y)| <€ (4), (4.93)

where (x) is as in Table In this table the following abbreviations are used:

d(x) =d(x,0) and d(y) =d(y,0),
Wx:min{l, d(x) } and Wyzmin{l,d(y)}.

lx—y lx—y]

Table 4.1 Expressions to be inserted into (x) of lb

lo| = |B| =2:
b=y ™"

ja = Tand || =2: |[ |a/ =2 and |B] =1

- -
=yl " Wy be—y[ "Wy
o =0and [B|=2: o =|B]=1: || =2and [B|=0:
[x—y[*"W2 forn>3 b=y > "W,W, forn>3 lx—y[>" W} forn>3
d(x)? ) _ ( d(X)d(}‘)> _ < d(y)? ) _
log (1 M) forn=2 || log (144244 ) forn=2 || log (1+ 20 ) forn=2
la|=0and |B| =1: || =1and |B]=0:
be—yP"W2W, forn>4 || [x—y>" W, W2 for n > 4
W2W, forn=3 W W2 forn=3
d(x)W,W, forn=2 d(y)WW, forn=2
loe| = B[ =0:

be—y|*" W2w? forn>5

d()’d(y) _
log (1 + - ) forn=4

d(x)l/zd(y)l/zwf/zm?/z forn =3

d (x)d (y) W, W, forn=2

Proof. The ingredients of this proof are the estimates in Theorem[4.20} the construc-
tion of appropriate curves connecting x with a boundary point x* that avoid singular
points, and integral estimates along these curves. The C*Y-smoothness only comes
in through the constant that appear in Theorem [4.20] So we may suppress the de-
pendence on k in the present proof.

Claim 1: Let x,y € Q. There exists a piecewise smooth curve I connecting x with the
boundary 0Q such that d (I,y) > % |x —y| and if we parametrise I; by arclength,
it holds that:
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%s <|Li(s) —x| <s, (4.94)
IG(s) =y > s lx—y|+ 5 1I(s) —x] . (4.95)

Let x* be such that d(x) = |x—x*|. If the interval [x,x*] does not intersect
B%‘Xiy‘ (), then we take I, = [x,x*]. If the set [x,x"] ﬂB%|x7y| (y) is nonempty while
B%‘x_y‘ (y) N dQ is empty, one modifies I by replacing [x,x*] HB%IX—yI (y) by a
shortest path on dB 1xmy] (v) that connects the two points of [x,x*] N dB Loy ).
If both [x,x*] N B%‘xiy‘ (y) and B%‘x7y| (y) N dQ are nonempty, the part of [x,x*] N
B 1xmy (y) is replaced by the shortest path on dB Ly (y) that connects with the
boundary, see Figure[d.1]

Fig. 4.1 Curves connecting x with the boundary by a path of length less than %d (x) that avoid the
singularity in y by staying outside of B 1y ).

Geometric arguments show that s < 1 (7 +1)|L(s) —x|. Using § (m+1) < 3,
follows. Moreover, writing z = I(s), we have |z—y| > %\x—y|. So, if
lz—x| <2]x—y|, then |z—x| < 4|z—y|. If [z—x| >2|x—y|, then [z—y| > |z — x| —
|x—y| > 1 |z —x|. Combining we obtain (4.95).

Claim 2: Let k > 2 and vi,v, > 0. If H (x,y) =0 forallx € dQ and y € Q and if
for some C € R

d Vi
va<x,y>|<c|x—y|’<mm{1,<x>|} min{l,
X—=y

d(y)
lx =l

V2
} forx,y € Q,

then there is C € Rt such that

5 d vi+1 d %)
H (x,y)| < € |x_y|1kmin{17 |x86§}|} min{l,x(_yil} forx,y € Q.

Let s — x(s) parametrise I as above by arclength connecting x* € dQ with x.
Then

H(x,y)=H (x",y)+ 8 V. H (x(s),y) -t (s)ds (4.96)

and using Lemma &3]
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H )| < [ IV (x(5) )] ds

< /1}C|X(S) y|_kmin{1, W}ds

It follows from (4.93) that

3d(x) v v
|H(X,y)|§C1/2 (|x—y|—|—s)kmin{l’d(x)d(y)}ds
0

(he—y|+s)"
3 d()

_ 1—k [2T=1 k. d(x)Md(y)"?
=ci1|x—y| /0 (1+1) mm{la(1+t)vl+vz|x_yvl+v2 dt.

We distinguish two cases. If d(x) < |x —y|, then

3 d(X), v v
H(x,y)| <cilx—y/*k 2R min 1,761()6) a0) dt
0

|x_y‘V1+V2

ﬂ@“ﬂw”}d@)

=y ) =yl

d(x)"*1d(y)" } .

1-k_ .
< espr— mm{l’wmw

<o |X—Y|1kmin{1,
4.97)

If d(x) > |x—y], then

1)
o

(x
= _ , d(y)*2
H (x,y)| < e1 |x—y|1*k/2‘ T4 kdt-mln{l, 0) . }
0 e —y[*
. d(y)"
<erlx—y/ ™ mind 1, 0) -
b —y|*

d(x)"*d(y)" } |

|)C 7y|V1+V2+1

<c3 |)c—y|1_kmin{17

Claim 3: Let vi,v, > 0. If H (x,y) = 0 for x € dQ and for some C € R"

Vi V2
|VH (x,y)| < C |x—y1min{17 d(x) } min{l,d(y)} forx,ye Q,
[x =yl =yl

then there is C € R such that for all x,y € Q

IH(nw|<Ch%(2+‘“mi>mm{l,dQ)}W+zmn{1 d@)}w.

x—y] x—y "=yl

The steps of Claim 2 remain valid until
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d(x)

Hel<a [0 +t)—1mm{1, : d(x)"'d(y)" }dt’

l+l)v1+v2 |x_y|V1+V2

and inclusive (4.97). For d(x) < |x —y| the claim follows. If d(x) > |x —y|, then

d(x)

.Agx>10—+01nnn{1% d(x)"d(y)* }dt

1+t)V1+V2 |x7y|V1+V2

<log (2+d(x)) min{l’W}

=l
dlx) \ . d(x)"*d(y)”
Slog(2+|x_y|)mln{1,|xy|vl+v2+1 .

Claim 4: Let k > 2 and vy, vy, 01,0 > 0. If H (x,y) = 0 for x € dQ and for some
CeR*

|V.H (x,y)] §Cd(x)°"d(y)“2min{1,d(x)} Imin{l,d(y)} 2forx,ye Q,
=yl e —yl

then there is C € Rt such that

Vi A\ %)
|H(x,y)Séd(x)a‘Hd(y)azmin{l,lj(ji}'} min{l,;(_y;'} forx,y e Q.

This is a direct consequence of (@.96)), (#.94) and (@#.93).

Claim 5: Let k > 2 and vy,v2,01,0p > 0. If H(x,y) = 0 for x € dQ and if there
exists C € RT such that

IVﬁumwgcu%<2+d0*m”>mm{l d@)}“mm{l d@)}w

lx—y[? Tx =yl "=yl

for x,y € Q, then there is C € RT such that

|H (x,y)| Séd(x)min{l,d(x)} lrnin{l,d(y)} i forx,y € Q.
x—y x—yl

We first observe that
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If \i@\ < 1, then log (2 + ‘ig‘) is bounded and the result is again a direct conse-

quence of (4.96), (4.94) and (4.95). If %L > 1, then for z € I,

[x—y]

dx) _ 8d(2)
x—z] = [x—y[+s

and one finds

|vg1u@»yMSC1mg(z+d“>) mmn{l a0)™ }.

lx—y|+s Tx—y”

Hence

|H (x,y)] < ci /O%d(X)IOg <2+xd(x)> dS~min{17 d(y)" }

e —y]*

d(y)”

< ¢od(x)min{ 1, (y)v .
o=y

In order to complete the proof of Theorem [d.28] one starts from the estimates of
Theorem [.20] We find, using the Claims 2 to 5 and working our way down, the
estimates as in Table 4.1| except for n = 3 with ||+ |B| < 1. Suppose a = 0 and
|B| = 1. Then

wfcin] <o mn1 20 o1 40

lx—y] lx—y]

implies

‘DﬁG(x,y)‘ <Clog <1+d(x)2d(y)> .

e—y/°
Together with (#.76) we obtain
d(x) \? d
’DfG(x,y)‘ < Cmin{l (x) } min{l ) } .

"=yl "=yl

For the zeroth order in case n = 3 one finds through

’WG@JHSCmm{L;f;me{ld@)}

"=yl

that

IG(x,y)|<Cd(y)min{1 d(x) }zmm{l d(y) }

"=yl =yl
and through the similar estimate for |V, G (x,y)| that
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ﬂmaw}

|G (x,y)] <CM (x,y)min< 1, -
x =y

with

M(x,y) _min{d(y)min{l, d(x) },d(x)min{l,d(y)}}.

lx —y] lx—y]

3/2
Since M (x,y) < /d(x)d(y) min { 1, %} the proof is complete. O

In a similar way one may derive estimates for the Poisson kernels. Consider

{Azu:f in Q,

" (4.98)
uso =y, —%bg =0.

If G = G2 g 1s the Green function for this boundary value problem, then the solu-
tion of @.98) is written as

ux) = [ G 0 v+ [ Ky)wh)doy+ [ Lwy)e0) da,

with K,L: Q x 02 — R defined by

0
K(x,y) = 5-A,G(x,y),
avy "
L(X,y) = A):G()C,y).

Theorem 4.29. Let (£),.y be as in Theorem and let Ko, and Lo, be the
corresponding Poisson kernels. Then there exists C = C ((Qk) keN) such that for all
(x,y) € Q x dQ:

d(x)* d(x)’
|ng (X,y)’ S Cm and |L~Qk (X,y)| é C|x_y|n .

For n = 2 one obtains |Lg, (x,y)| <C.

4.5.3 Convergence of the Green function in domain
approximations

Proposition 4.30. Let x; € Q; and assume that limy_... x;, = X € Q. Then we have
Gi(xk, -) = G(Xeo, - ) in Cppe (2 \ {x}),

Gi(xx,.) — G(xw, .) in L' (R™),
Gk(xka )Oqlk - G(x‘x’v ) in Ioc(ﬁ\{x“’})'
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If n = 3 we have in addition that
Gil(.,.) = G(.,.)inC (2 xQ).

loc

Proof. According to Theorem {.20| we know that

x —y|*" ifn>4,
|Gk(x,y)| < C S log (1+|x—y|7") ifn=4, (4.99)
1 ifn=73;

uniformly in k. This shows that in particular
Gk (x, )ll11(q,) < C uniformly in x and k.

Moreover, since x; — X, we may assume that all x; are in a small neighbour-
hood around x... Let 2y CC 2 be arbitrary; local Schauder estimates (see Theo-
rem show that (G (xk, .))sey is locally bounded in C}!,. (20 \ {x.}). Hence,
after selecting a suitable subsequence we see that for each such ¢ CC Q one has
Gi(xe,.) = @ in Gl (Q0\ {x}) and Gi(xg, .) oW — @ in G} (2 \ {xeo}) with a
suitable ¢ € C*Y(Q \ {x..}). Thanks to this compactness and the fact that in any
case the limit is the uniquely determined Green function, we have convergence on
the whole sequence towards G(xe, . ).

Finally, since we have pointwise convergence, (4.99) allows for applying Vitali’s
convergence theorem to show that

Gi(xz, .) = G(Xw, .) in L'(R).

The statement concerning Cg} (£ x Q)-convergence in n = 3 is a consequence of
[VGi(.,.)| <C, see (.60). O

In order to have enough smoothness to conclude also for the last case in Theo-
rem we also need a convergence result simultaneous in both variables.

Proposition 4.31. We have that
Ge(., )o(Hx¥)—G(.,.)in ,M(ﬁxﬁ\{(x,x);xeﬁ}).

Proof. We combine the ideas of the proofs of Propositions and One
should observe that Theorem guarantees uniform L'-bounds for Gy as in the
proof of Proposition .30 O

4.6 Weighted estimates for the Dirichlet problem

As a side result the estimates in the previous section for the homogeneous bihar-
monic Dirichlet problem allow weighted L”-L? estimates for elliptic boundary value
problems under homogeneous boundary conditions with d (. )9 as weight function.
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Here we will restrict ourselves to the biharmonic case. A more general version of
this theorem is found in [|118]].
If u and f are such that

A’u=f inQ,
{uzuv:OOn 290, (4.100)

then we have

Theorem 4.32. Let Q be a bounded C*Y-smooth domain and let u € C* (5) fe
C (E) be as in . Then the following hold:
1. For n < 4 there exists C = C(2) such that for all 6 € [0,1]:

Hd(.)""*zu (4.101)

<CHd —(1=6)n

L~(Q L@’

2. Foralln>2if p,q € [1,00] are such that 0 < % — é <a<min{l, %} then there
exists C = C (Q, ) such that for all 0 € [0,1]:
e

=<c Hd (1= g (4.102)

L4(Q Lr(Q)’

Remark 4.33. Notice that the shift in the exponent of d (. ) in (4.102)) is 4 — not with
a > 0. If p = g this shift can be arbitrarily close to 4 but will not reach 4.

Before proving this theorem we recall an estimate involving the Riesz potential
(Kys ) @)= [ =y )

We prove a classical convolution estimate which can e.g. be found in [231} Corol-
lary 4.5.2].

Lemma434 Let Q C R" be bounded, y € (0,n) and 1 < p,q < co. If% < } =
mln{l 1 —|— - — 7} then there exists C = C (diam(Q),n— yr) € R such that for
all £ € 12(2):

HKY*fHLq <C Hf”u . (4.103)

Proof. We let p’ € [1,0] denote the conjugate of p € [l,oo]: ; = 1 etc. Set

1
+P

1
P

Co, =max||[x— .||

e O |L1(Q)

and notice that Cg  is bounded for s < n.
If g =1, then r = 1 and a change in the order of integration gives

ISl < [, ([l 7an) 150 ay

<Coylflleia) <C I flra)- (4.104)
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If p> g, thenr =1 and

Zq(g) = /Q ‘/Q b=y 77 f(y)dy '
< [ (L) ([ s i) as

C?z/qyrHKV* AL

dx

HKV*f

and one continues with (#.104).
One finds for 1 < p < g < o, since %—1—#4—% =1, that

| (Ky*f) ()] <

= (/g f(y)pdy)rll (/g |x_yrydy>pll (/g |x_yry|f(y)|”dy); (4.105)

and, by changing the order of integration and using pg/r + p = g, also

I ey = 11 €85 [ ([ oot a1 ay

< C 7 flE - (4.106)

For g = oo and has r = p’ and the proof reduces to

| Ky ) @] < = 17 ) 1 1lm2) < Ceh 1 lmi

For p = 1 one replaces (#.103) by

&) 0] = ( [ 1) dy)"'/ (/Qxyrqnf(yndy)g’

and continues similar as in (#.106) by changing the order of integration. O

Proof of Theorem Again we use the notation (@.I). The estimate that we will
use repeatedly is a consequence of Lemma 4.3}

1-s
min dx)d(y) d(x)d(y) d(y) 5(20—1) .
{1’ e —y|? }§C< x—yP ) (d(x)) for all ,96[2;11]0,7)

To prove Item 1 in Theorem .32 we apply this estimate for s = 1 to find for n < 4

(@

1 1 1n(20-1)
Gl < Cat? a4 (GE) 7 =t a0
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and a straightforward integration shows @.101).

For Item 2, we need Lemma > 4 we use from Theorem[4.28|the estimate

for the Green function itself, and (4.107)) for s = %na, which is allowed since 0 <
%na <1,

2
d<x>d<y>}

G(x,y)| <Clx—y/* "min{ 1,
2
e =yl

<Clx—y™ (d(x)d(y))z(l_‘l‘"a) (d(y)) Ina(20-1)

e —yI?
:C‘x_y|n(oc—l)d(X)Z—emxd(y)z—(l—e)na.

For n = 4 it holds that

2
KﬂxwScmg<L+d@ydgy>fgcx_y|ﬂmn{ld@ﬁﬂﬂ}

? 2
lx—y lx—y

and we may continue as before if we choose € small enough such that o0 — %8 >
1_1

P
If n =3, one has for a, 0 € [0,1]

d<x>d<y>}3

|G<x,y>|scﬂx)%d(y)%min{u| :
X—=y

1 1 . 3(1-a) Ja(20—1)
<Cd(0)td(y)? <d( Wy)) (d(y))

=y d(x)
:C|x_y|f3(17a)d(x)zfmed(y)zfsa(lfe).

Similarly, if n = 2 one finds for c, 6 € [0, 1]
G (ey)] < Clr—y| 1 d (2?7250 d (3?2079
We have found for all n # 4 (and with a minor change for n = 4) that
4007 Pu(w)| < c\ /| x—yl"““>d(y)2_(1_9>”°‘f(y)dy‘-
By Lemma[4.34] we have

Hd(.)ena—Zu

o) <C Hd( . )2—(1—0)nocf

L4 ‘LP(.Q)

whenevera>%—éandwithag%nforn24anda§1f0rn<4. O
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4.7 Bibliographical notes

Characterisations of Green’s functions like in Section are well-known by now
in the context of second order problems on arbitrary smooth domains. Estimates
from above go back to works of Griiter-Widman [215} 411]. The two-sided sharp
estimates for the Green function of the Dirichlet-Laplacian are due to Zhao in
[419] 420} 421]]. Hueber-Sieveking [233]] and Cranston-Fabes-Zhao [114] proved
bounds for the Green function for general second order operators based on Harnack
inequalities. For the importance of so-called 3-G-theorems in the potential theory
of Schrodinger operators and the link with stochastic processes we refer to [97]]. A
first place where the optimal two-sided estimates are listed is [384].

For the higher order problems considered here the situation is quite different,
namely, no general maximum principles and in particular no general Harnack in-
equalities are available. In the polyharmonic situation the starting point is Boggio’s
explicit formula for the Green’s function in balls [63] from 1905, see (2.63). His
formula led to optimal two-sided estimates for the polyharmonic Green function in
case of a ball and inspired the estimates for the absolute value of the Green function
in general domains. The subsequent estimates and 3-G-theorems were developed by
Grunau-Sweers [210]]. For further classical material on polyharmonic operators we
refer to the book of Nicolesco [323]].

As for the biharmonic Steklov boundary value problem in Section[d.3] we follow
Gazzola-Sweers [191]. Proposition @] is taken from [213, Lemmas 3.1 and 3.2]
and is based on previous estimates by Zhao [420, 421], see also [118] 384]. Some
of the results in Section can be obtained under the assumption that dQ € C L1
see [191]).

Estimates of Green’s functions for general higher order elliptic operators are
due to Krasovskil [255]1256]. However, due the general situation considered there,
high regularity was imposed on the boundary. Since we restrict ourselves to bi-
harmonic Green’s functions and for the reader’s convenience, we give a more ele-
mentary derivation of such estimates which only need to refer to Agmon-Douglis-
Nirenberg [3], i.e. to Section [2.5]of the present book. The actual estimates are based
on Dall’ Acqua-Sweers and Grunau-Robert [118|207]. For generalisations of Green
function estimates to nonsmooth domains see also Mayboroda-Maz’ya [286].






Chapter 5
Positivity and lower order perturbations

As already mentioned in Section [I.2] in general one does not have positivity pre-
serving for higher order Dirichlet problems. Nevertheless, in Chapter [6] we shall
identify some families of domains where the biharmonic — or more generally the
polyharmonic — Dirichlet problem enjoys a positivity preserving property. More-
over, there we shall prove “almost positivity” for the biharmonic Dirichlet problem
in any bounded smooth domain 2 C R".

As an intermediate step, taking advantage of the kernel estimates proved in Chap-
ter[4l we study lower order perturbations of the prototype ((—A)™, B C R") where
B is again the unit ball. In Theorem[5.1| we prove positivity for Dirichlet problems

Lu:=(-A)"u+ Y agx)DPu=f inB,
IBl<2m—1 (5.1
D%ulyp =0 for o] <m—1,

with “small” coefficients ag. Its proof is based on Green’s function estimates, esti-
mates for iterated Green’s functions via the 3-G-theorem 4.9, and Neumann series.
With the help of Riemann’s theorem on conformal mappings and a reduction to nor-
mal form, this result will be used to prove the more general Theorem [6.3| where this
approach permits to consider also highest-order perturbations in two dimensions.

If we remove in (S5.1) the smallness assumptions on the coefficients ag, we are
still able to prove a local maximum principle for differential inequalities, which is
true also in arbitrary domains £, see Theorem[5.19]

In the same spirit we study in Section [5.4] positivity preserving for the Steklov
boundary value problem

APu=f in Q,
u=Au—auy, =0 ondQ,

with data a € C°(dQ) and suitable f > 0. It turns out that when a is below the corre-
sponding positive first Steklov eigenvalue (see (3.40)) and above a negative critical
parameter, one has positivity preserving, i.e. f > 0 = u > 0. This critical parameter
may also be —eo. This issue is somehow related to positivity in the corresponding

145
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Dirichlet problem. As an application we will see that in a convex planar domain the
hinged plate described by (I.10) satisfies the positivity preserving property, namely
upwards pushing yields upwards bending.

It is another interesting question to ask which is the role of nontrivial Dirich-
let boundary data with regard to the positivity of the solution. We look first at the
inhomogeneous problem for the clamped plate equation:

Au=0 in Q,
ou 5.2)
ulpo =V, —Ebngp-

One could think that, at least in the unit ball B, nonnegative data y > 0, ¢ > 0 yield
a nonnegative solution u > 0. Actually, for B this is true with respect to ¢ in any
dimension and with respect to y if n < 4. But for n > 5, the corresponding integral
kernel changes sign! This issue will be discussed in detail in Section [5.2] A per-
turbation theory of positivity, allowing also for highest order perturbations, can be
developed also with respect to ¢ in the special case y = 0. This can be generalised to
equations of arbitrary order, see Theorems|[5.6/and[5.7]and Remark[6.8] With respect
to ¥ we can prove only a rather restricted perturbation result, see Theorem [5.15]

5.1 A positivity result for Dirichlet problems in the ball

In order to avoid unnecessarily strong assumptions on the coefficients, a reasonable
framework for the positivity results is L”-theory. For existence and regularity we
refer to Chapter[2] The next statement should be compared with Corollary [5.5|below
for the necessity of the smallness assumptions on the coefficients.

Theorem 5.1. There exists € = &(m,n) > 0 such that if the ag € C°(B) satisfy
the smallness condition |lag||co) < €0, |[B| < 2m — 1, then for every f € LP(B),
1 < p < oo, there exists a solution u € W?™P N Wy""(B) of the Dirichlet problem
. Moreover, if f 2 0 then the solution is strictly positive,

u>0inB.
To explain the strategy of the proof, we rewrite the boundary value problem (5.1

* { (A" + A yu=f in B,

D%u|35 =0 for | <m—1 e
JdB = )

where we put

du= Y ag()DPu(.),  apeC’(B).
|Bl<2m—1
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We recall from Section EZ | the definition of the Green operator %, ,, for the bound-

ary value problem (5.3) with <7 = 0. In order to prove Theorem [5.1} we write the
solution of (5.3) in the form

U= (I +Gpn?) " G f,

where .7 is the identity operator, and we shall estimate

(I +Gun) " G > =G

al—

For this purpose we introduce the following notation.

Definition 5.2. For two operators ., .7 : LP(B) — L”(B) we write
S >T,

if for all f € L”(B) satisfying f > 0, one has that & f > .7 f.

Lemma 5.3. Let | < p < o. Then G, ./ : W?™P AW, (B) — WP N Wy""(B)
is a bounded linear operator. Furthermore, there exists €, = € (m,n) > 0 such that
the following holds true.

Assume that |lag||cog) < € for all |B| <2m—1. Then I + G o : w2mp 0

Wy (B) — WP N Wy""(B) is boundedly invertible. For each f € LP(B) the
boundary value problem (3.3)) has precisely one solution. This solution is given by

u= (I +Gun) " Gonf. (5.4)
The Green operator for the boundary value problem (3.3)
(I + %) Gy LP(B) — WP WP (B) C LP(B)
is compact.

Proof. This is an immediate consequence of Corollary Gy LV (B) — W2mp 0
W, (B) is a bounded linear operator. O

The Green operator for (5.3) is studied with the help of a Neumann series. The-
orem [3.1] then follows from the next result.

Theorem 5.4. Assume that 1 < p < . There exists & = &(m,n) > 0 such that if
llagllcom) < €0 for all |B| < 2m—1, then the Green operator

g’"?”ad = (‘ﬂ“i’fgm,nﬁf)_l gmﬁ ZLP(B) — W2m~l7 OW(;'LP(B)

for the boundary value problem (3.3)) exists. The corresponding Green function
Gmpn.er - Bx B — RU{eo} is defined according to:

(gm‘n,g{f) ()C) = [';Gm,n,ﬂf ()C,Y)f(y) dy
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and satisfies the following estimate with a constant C = C(m,n) > 0:

1

Egm,n < gm,n,p/ < Cgm,rr (55)
On B x B, this reads:

1
E Gm,n(xay) < Gm,n,,of(xay) < CGm,n(X,}’)~ (56)

Proof. Let € := max|g|<om-1 ||ag|lcogp)- If € < &, then according to Lemma 5.3|
%n.n.cy €Xists and enjoys the properties listed there. If we choose moreover € sma
enough such that ||, ,<7|| < 1 in the sense of bounded linear operators in W2"-» N
Wy"" (B), we may use a Neumann series to see that for all f € L?(B)

gm,n,.ﬁz{f (j +gm niz{ mnf Z gm nd m,nf~

Here, with the aid of the Fubini-Tonelli theorem and analogously to [197, Lemma
4.1], we conclude:

GO = (=) (G ) Gpnf
—l)i/ Gm,n(-7Zl)%1/Gin,n(zl712)%2"'
B B

., /B Gon(ziy) () dydzi...dzy

B /B{(‘1)i/3"'/]3Gm,n<-,Z1)(%Gm.n(zl,zz))...

(G (z1,9)) d(z, - ,2) | F(5)

= /G(i)(-,y)f(y) dy
B

We use the following version of the 3-G-theorem 4.9}

dz < eM < oo

/ Gm,n(x7 Z) |%Gm,n(Zay)|
B Gm,n(xvy)

where M = M(m,n) > 0 is independent of € and obtain:

o
mn x Zl vQ{zl Gmn(ZI,ZZ)) Gm,n(xaz2) (vQ{zsz,n(ZZvZ3))
mrz x Z2) Gm,n(xvz3)

Gy, n(xazz) (o@z‘Gm.n(Zi;y))
.. 9! 1 3 . . <
Gn(7) Gun(x,y)d(z1,...,z)| <
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m,n(‘gvzj) |JZfszm,n(Zj7n)|
mn x y sup <j
jI_I1§neB Gmn(8:M) !
< (M)’ Gn(x,y). (5.7)

For éM < 1, thanks to Y o (eM)" = (1 — eM)~! < o, we have absolute local uni-
form convergence in x # y of

Gy (1,3) 1= ¥ G (x,y). (5.8)
It follows that

|Gmnmf X,y |7 1— Gmn( ) (59)

On the other hand, Lebesgue’s theorem ylelds

(et ) ) = X (497 z/ny

i=0
—/<ZG () f )dy /Gmmxy)f(y)dy

Finally, thanks to (5.7) we have

Gm,n,ﬂ(xay) = Gm,n (x,y) + Z G<l> (xvy)

i=1

- ; 1—-2eM
> Gup(x,y) — <Z(€M) > Gn(x,y) = T—eM

i=1

Gm,n(an)'

Choosing & < 1/(4M) yields the crucial part of the estimate (5.6) from below for
the Green function of the perturbed boundary value problem (5.3)), provided € €
[0, 80]. O

If we confine ourselves to perturbations of order zero, we may show the necessity
of the smallness conditions in Theorem[5.1] Consider the problem

{ (—A)"u+a(x)u= fin Q,

(5.10)
D%y =0 for || <m—1,

where 2 C R" is a bounded C?™Y-smooth domain. For coefficients a € C°(Q),

where we have uniqueness and hence existence in , let %, o 4 be the corre-

sponding Green operator. In case of a constant coefficient a, 4, g , is the resolvent

operator. Recalling the meaning of the symbols

$>0, ¢£0, ¢=0,
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in the Notations-Section, the positivity properties of Dirichlet problem (5.10) may
be summarised as follows.

Corollary 5.5. Let m > 1 and let 2 C R" be a bounded smooth domain such that
the (Dirichlet-) Green function for (—A)™ is positive in 2 x Q. Let Ay, | denote the
first Dirichlet eigenvalue of (—A)" in Q.

Then there exists a critical number a. € [0,00) such that for a € C°(Q) we have:

1. Ifa > a. on Q, then %n.0 a does not preserve positivity:
there exists f Z20: Yy aqf 20. (5.11)
On the other hand we have:

forall f Z0: 9, q.f £0, (5.12)
there exists f 2 0: 9, 0 qof > 0. (5.13)

2.If —Am1 <a < ae (or —Ap < a < ag, respectively), then 4, g , is positivity
preserving (or strongly positivity preserving, respectively), that is,

forall f Z0: 9y, 0.f >0 (or 9y qaf >0inQ, respectively).  (5.14)

3. Ifa=—Ap1 and f 20, then (@) has no solution.
4. If a < —Ay1, then (@) kills positivity, that is, if f = 0 and u is a solution to

(@, thenu 2 0 in Q.

For a proof, the strategy of which is related to — but simpler than — the arguments in
Section [5.4] we refer to [210} Section 6] and [212, Lemma 1].

Case 1 does not occur in second order equations. This different behaviour may be
responsible for the difficulties in classical solvability of semilinear boundary value
problems of higher order, see e.g. [209} 1395|1404 405]]. If m > 1, we have that for a
large enough the resolvent is always sign changing, see e.g. Coffman-Grover [111]].
As was noted e.g. by Bernis [51]], this is equivalent to instantaneous change of sign
for the corresponding parabolic heat kernel, see also related contributions to local
eventual positivity by Ferrero-Gazzola-Grunau [164} 183} 184].

5.2 The role of positive boundary data

This section is devoted to the role of nonhomogeneous boundary data with regard
to the sign of the solution. As already mentioned in the introduction this problem is
rather subtle. In general we cannot expect that fixed sign of any particular Dirich-
let datum leads to fixed sign of the solution. It seems that a perturbation theory
of positivity (analogous to that above with regard to the right-hand side) exists in
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general only for the Dirichlet datum of highest order. As a dual result we obtain
also a Hopf-type boundary lemma in the ball for perturbed polyharmonic Dirichlet
problems.

With respect to lower order data, only much more restricted results can be
achieved, see Theorem [5.15] below.

5.2.1 The highest order Dirichlet datum

Here, we consider the following boundary value problem:

(“A)"+)u=f in B,
Dau|aaB:O for o] <m—2, 5.15)
—$A<m/2)_1u|alg:(p if m is even,
A<m’1)/2u|agz(p if m is odd.
Here f € C°(B), ¢ € C°(dB) and
=Y ag(.)DP,  ageclFi(B), (5.16)

|B|<2m—1

is a sufficiently small lower order perturbation. For existence of solutions u &
WP (B)NC™ 1 (B), p > 1, we refer to the local LP-theory in Theorem and the
lines following it and to the Agmon-Miranda maximum estimates of Theorem [2.25]
The latter already require the strong regularity assumptions on the coefficients ag.

These have to be imposed whenever the adjoint operator (—A)™ + .o7* is involved.

Theorem 5.6. There exists €y = €y(m,n) > 0 such that the following holds true.
Iffor all |B| < 2m— 1 the smallness condition ||ag ”CW(E) < g is fulfilled, then for

every f € C°(B) and ¢ € C°(9B) there exists a solution u € Wli':"p (B)nC™'(B),
1 < p < oo, 10 the Dirichlet problem (5.13). Moreover, f > 0 and @ > 0, with f #0
or ¢ £ 0, implies that u > 0.

If m = 1, we recover a special form of the strong maximum principle for second
order elliptic equations. The next result, in some sense dual to the previous one, may
be viewed as a higher order analogue to the Hopf boundary lemma.

Theorem 5.7. Assume ag € C°(B), |B| < 2m — 1. There exists & = &(m,n) > 0
such that the following holds:

If llagllcom) < €0, |B] < 2m— 1, then for every f € C%(B) the Dirichlet problem
has a solution u € W?™?(B)NC*"~1(B), p > 1 arbitrary. Moreover 0 % f >0
implies u > 0 in B and for every x € dB
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AM2y(x) >0 if m even,
5.17)
—;—VA(mfl)/zu(x) >0 ifmodd.

The common key point in the proof of both theorems is the observation that the
corresponding Green function G, , .» vanishes (in both variables) on dB precisely
of order m, see Theorem [4.7] and estimate (5.6). In the proof of Theorem [5.6 we
observe further that, for x € B, y € dB, the Poisson kernel for ¢ is given by

Ay / 2Gm’,,7£{ (x,y) if m even,
d  (m—
<8VA§," ”/2) Guner(x,y)  if modd.
y

In order to prove the theorems we need a precise characterisation of the growth prop-
erties near dB of the Green function G, , s for the boundary value problem .
These estimates were proved in a more general setting but under more restrictive
assumptions on the coefficients by Krasovskii [255) 256], see also Theorem
In the present special situation we provide an elementary proof which combines
Theorems [4.6]and [5.4] Moreover, we need to verify suitable smoothness.

Lemma 5.8. We assume that ag € CO(B). Then there exists & = € (m,n) > 0 such
that the following holds true.

If llagllcom) < & for all |B| < 2m—1, then the Green function Gy p.q (., .) for
the boundary value problem exists. For eachy € B, Gy p o7 (.,y) € C*1(B\
{»}). Furthermore, there exist constants C = C(m,n) such that for |B| < 2m—1,
x,yE€B

Gunor(-,y) € CPI(B) if0<|B| <2m—n,

DEG,, 0 (x,y)| <C if0< |B| <2m—n,

DGinorion)| < Clog (12} ilBl=2m-nandneven, (s
DE G, (x,y)| <C if |B] = 2m —n and n odd,
DBGppr(x,y)| <Clx—y" Pl ifom—n < |B| < 2m.

Moreover; one has DP G, € CO(BXxB\{(x,y) : x=y}).

Proof. We come back to Theorem making use of the notations and formulae in
its proof. The following holds true, provided &; is chosen sufficiently small.
The Green function G, , . exists, and one has

=)

Gm,m% (x7)7) = Z G(l> (xvy)a
i=0
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where

G9(x,y) = Gua(x,y),

GOxy) = (<1) [ oo [ Gn(r.20) (5, Ga(21.22)
X .o (e Gun(ziny)) d(z1,- .., 2i).
In particular, we have G (.,y) € C2"~1(B\ {y}), GY(.,y) € CIBI(B) for 0 < |B| <

2m—n.If |B] <2m—1and i > 1, one has with constants C; = C;(m,n) which are
independent of i

DG (e )

<[]

< cj“/B.../Brux—mD =2 =y 7).

DE Gna(20)| | Gonn(21,22)] - | G| d 120

Here, in view of Theorem[4.7] we define
1 it 0<|Bl<2m—n,
log (3> if |B|=2m—n and n even,
Feyi=y ) MWy IB| = 2m —n and n odd,
p2m =Bl if B > 2m —n.

Applying repeatedly [5|& —z|' ™" |z—n|' 7" dz < C2|E —n|'™", we conclude:

DEG“)(x,y)‘ < e{C’i“Cé‘l/BFdx—mI)\m—yll_”dm

G if |B| <2m—n,

< i i1 ~i—1
sa6 G n-n-lp

Colx—y if 2m—n <|B| < 2m.

For sufficiently small £ > 0 we achieve absolute uniform convergence of the series
Y2 DGO (. y)in Bif |B| < 2m—n, and in B\ Bs(y) otherwise, where 8 > 0 is
arbitrary. Taking the properties of G(*) = G » into account we obtain the estimates

for DE G, as well as the stated smoothness. O

Lemma 5.9. We assume that ag € CIBI(B). Then there exists & = & (m,n) > 0 such
that the following holds true.

If ||aﬁHc\ﬁ\(E) < & for all |B| < 2m — 1, the Green function Gy, (., .) for
the boundary value problem (3.13)) exists. Moreover, for each x € B we have
Gunor(x,.) € C*""Y(B\ {x}). Furthermore, for |B| < 2m— 1 one has with con-
stants C = C(m,n) being independent of x,y:
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G (x,.) € CPI(B) if0 < |B| <2m—n,
DP Gy (x,y)| < C if0<|Bl <2m—n,
Dme,nM(x,y) <Clog (|xiy|> if|Bl=2m—nandneven, (519

Dyﬁma,n,,Qf(xay) <C lf|ﬁ| =2m—nand n odd,

DBGp o (x,)| < Cla—yP" Bl if2m —n < |B| < 2m.

Moreover, Df Ginn,or 1s continuous outside the diagonal of B x B.

Proof. Thanks to the strong differentiability assumptions on the coefficients ag we
may consider the adjoint boundary value problem

{(A)mu+,ef’*u_f in B,

D%y =0 for o] <m—1,

where (& u) (x) = ¥gj<om—1(— 1)1BIpB (ap(x)u(x)).If & is small enough, the cor-
responding Green function G, , o+ exists and satisfies G, o7 (X,¥) = Gy p o7+ (1, X).
This observation allows us to apply Lemma|[5.8]and the claim follows. U

Proof of Theorem [5.6] Let & > 0 be sufficiently small so that Theorem [5.4] and
Lemma [5.9]are applicable.

The required smoothness of the Green function G, , v has just been proved in
Lemmal[5.9] For solutions of the boundary value problem (5.15) we have the follow-
ing representation formula:

[ G ey + [ AT G () 0) d0(y)
B JB

if m even,

- d -
JGmaner i) 101+ [ (=578 ) G r3) 0000
B B\ JVy
if m odd.

u(x)

We keep arbitrary x € B fixed and consider y “close” to dB. Then an application of
Theorems [5.4] and [£.6] yields

Gon,er (%,9) = G (x,y) = [x —y[7"d(x)"d(y)" = d(y)".
It follows for each x € B that

A;,"/sz‘n_,%(x, o >0 for even m,

_ 9 pmig

aVy y m,n, (x7 ')|8B > 0 for odd m.
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Together with the positivity of G, , ¢/, the claim of Theorem@ is now obvious. []

Proof of Theorem This proof is “dual” to the previous one. Let & > 0 be suffi-
ciently small. Differentiating the representation formula

u(x) = /BGm,n,%(xay)f(y) dy
gives for x € dB:
APu() = [ (A1 Gar (29)) £0)dy m even,
B

0 im_ d . (m-
—EA(m 1)/21,{()() = /B <_8V A)E 1)/2Gm,n,,ﬁz/(xay)) f(y) dy m odd.

Keeping an arbitrary y € B fixed, we see that for ¥ “close” to dB
Ginnet (%,Y) = Gua(X,y) = [E—y["d(X)"d(y)" = d()"
and consequently for x € dB,y € B

A)'C"/ZG,"%_Q{ (x,y) >0 for even m,

9
A

A)Sm_l)/sz,n,d(x»Y) > 0 for odd m.

Now it is immediate that A”/2u(x) > 0 or —2 A=D/2y(x) > 0, according to
whether m is even or odd. t

5.2.2 Also nonzero lower order boundary terms

Now we turn to investigating further conditions on ¢ > 0 and y > 0 such that the
solution u of the Dirichlet problem

A’u=0 inB,
du (5.20)
ulop =V, 3y los = @,

is positive, i.e. u > 0. We recall that we have the following explicit formula for the
solution u of (5.20), see [323] p.34]:

u) = | Kaney)y()do0)+ [ Laa(xy)o0)dow). xeB (2D

where
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L (1= xP)? 2
Ko p(x,y) = Dnen k"2 2+ m—4)x-y—(n=2)*), (5.22)
232
Lo p(x,y) = L Ul (5.23)

2ne, |x—y|"

with x € B, y € dB, and ne, = |dB|. Evidently L, , > 0 for any n, while K, > 0
only for n < 4 and K; ,, changes sign for n > 5.

We will show that the Dirichlet problem (5.20) may be reformulated in such
a way that we have a positivity result with respect to both boundary data in any
dimension. Moreover for n < 3 and in particular for n = 2 the above mentioned
result may be sharpened so that if y(x) > 0 for some xy € dB. Also negative values
for ¢ near xo are admissible.

Finally, we switch to polyharmonic Dirichlet problems of arbitrary order 2m. We
will admit some “small” lower order perturbations of the differential operator. Posi-
tivity with respect to the Dirichlet data of order (m— 1) and (m — 2) will be shown in
any dimension n, provided the other boundary data are prescribed homogeneously
and the positivity assumption is posed in a suitable way.

5.2.2.1 The appropriate positivity assumption for the clamped plate equation

In order to find the adequate positivity assumption on the boundary data in the
Dirichlet problem (5.20), one may observe that adding a suitable multiple of Ly,
to K> ,, yields a positive kernel.

Lemma 5.10. Lets € R, s > %(n —4). Then for
1327,17S(x,y) =K (x,y)+ 5Ly n(x,y), x€B, y€dB, (5.24)

we have
K2,n,s(x7y) > 0.

Proof. We observe that for x € B,y € dB (i.e. |y| = 1) we have

1 (1—|X|2)2 n 2 1 2
Kz,n(x»)’)ffnen 7|x—y|"+2 5(1—|X| )—E(n—4)\X—)’|
I (1=x?3 1
——( ) —=(n—4)Ly,(x,y), ne,=|dB|. O

T dey [x—y|"t2 2
Proposition 5.11. Let ¢ € C°(dB), y € C1(9B) and s > L (n—4). If we assume that
y(x) >0 and @(x)>sy(x) forx€dB,
then the uniquely determined solution u € C*(B) NC'(B) of the Dirichlet problem

(B-20) is positive:

u>0 inB.
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Proof. From (5.21)) and (5.24)) we obtain:

ux) = [ Kaale)W0)do0) + [ Lau(xy)p0)da()
= [ Rnster)y0)do0)+ [ Lo (00) —sv) doy). O

One may observe that for n = 1,2, 3 also negative values for s are admissible. On
Bg(0) the condition on s is s > 5= (n —4).

We are interested in whether this positivity result remains under perturbations of
the prototype problem (5.20). Since in higher order Dirichlet problems quite similar
phenomena can be observed, we develop the perturbation theory for the biharmonic
Dirichlet problem as a special case of the perturbation theory for the polyhar-
monic Dirichlet problem below.

5.2.2.2 Higher order equations. Perturbations

In this section we assume m > 2.
First we consider the polyharmonic prototype Dirichlet problem:

(—A)"u=0 in B,

o\’
(—) u=0 ondB for j=0,...,m—3,
)mz (5.25)

No uniform positivity result can be expected with respect to the boundary data of
order 0,...,m — 3, as we will explain below in Example [5.14] So, these data are
prescribed homogeneously. Such behaviour is in contrast with the radially symmet-
ric case u = u(|x|), where (—A)"u >0 in B, (—1)/ul)(1) >0 (j=0,...,m—1)
implies that # > 0 in B, see Soranzo [3735} Proposition 1, Remark 9].

After some elementary calculations we find from Boggio’s formula (2.63)) (see
also [158]) that for ¢ € C°(dB), y € C'(dB) the solution u € C*"(B)NC™" ! (B) to
the Dirichlet problem (5.23)) is given by

u(x) = /a Knalx )W) do(y) + /a Lua(v)p()do(), xeB. (526

Here, the Poisson kernels are defined by
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1 (1= [x?)" 2 2
Kon(x,y) = = 2 ne, x—y ]2 (n(1=[x]*) = (n—2=m)|x—y|*), (5.27)
! (1= x>y
L = 5.28
m,n(-x7y) 2’"71(m— 1)!116” |x_y|n k) ( )
with x € B, y € dB. The following result generalises Lemma
Lemma 5.12. Let s € R satisfy s > %(n —2—m)(m—1). Then for
Kps(%,Y) = Kpn(x,) +sLnn(x,y), xE€B, y€IB, (5.29)
we have
Knpns(x,y) > 0.
Proof.
> ! (1= )"
K =
s (%:) 2m (m—2)ne, |x—y|t2
) (5.30)
X <n(1 —x[») + <m_s T (n—2—m)) x—y|2> .
(|

Proposition 5.13. Let ¢ € C°(dB), y € C'(dB) and s > L (n—2—m)(m—1). If
y(x)>0 and @(x)>sy(x) forxe€dB,
then the uniquely determined solution u € C*"(B) NC™~1(B) of the Dirichlet prob-
lem (5.23) is positive:
u>0 inB.
Example 5.14. In the triharmonic Dirichlet problem
(-APu=0  inB,
on dB,

the solution is given by

ux) = [ ez dom)+ [ Ky dok)

+/aBL37n(x,y)<P(y)dw(y), x€B.
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The kernels K3 , and L3, are defined above and

L (=R’
16ne, |x—y|"t4

~2n(n=T)(1 = )by ~ dnlx )

Hyp(x,) = ((n+2)(1 = )2 + (1= 4) (0 = 8) e = yI*

with x € B, y € dB. For any n, x — y, x “very close” to the boundary, H3 ,, takes on
also negative values. By adding multiples of L3, and K3 ,, only the terms |x — y|4
and (1 —|x|?)|x — y|? in the curved brackets could be effected. In any case the most
dangerous term —4n|x — y|* remains.

Theorem 5.15. Let s > 1(n—2 —m)(m— 1). Then there exists &y = &(m,n,s) >0
such that the following holds.

If lagllcipiz) < €0 for |B| < 2m—2, then for every ¢ € C°(dB) and y € C'(dB)
with

y=>0
} ondB, wZ£0Qor @ #£0,
©=>sy
the Dirichlet problem
(—A)"u+ Z aﬁ(x)Dﬁuzo in B,
B|<2m—-2
o \/
(av) u=0 ondBjor j=0,....m—3,
( 5\ "2 (5.31)
_ = 0B
9v> u=y on dB,
m—1
(_88\/> u=q on dB,

has a solution u € Wlircn’p (B)yNC™Y(B) (p > 1 arbitrary) which is strictly positive:
u>0inB.

In order to prove this result we first need to describe the essential properties of

A

the integral kernels K, ;, ¢ and Ly, .

Lemma 5.16. 1. Let s > 1(n—2—m)(m—1). On Bx 9B (i.e. for x € B, y € IB)

we have |
N ==y d(x)",
Kinn,s(x,y) I 1 (5.32)
E |x _y‘ d(x) )
Ly n(x,y) = [x —y|™"d(x)"™. (5.33)

2. If we assume additionally that s > %(n—2—m)(m— 1), then we have on B x B:
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R <=y ),
Kppns(x,y (5.34)
mn,s( ){t |X7y|_nd(x)m.

Proof. The claim follows from 1 — |x|?> ~ d(x), d(x) < |x — y| and the expression in
(.30). m

Remark 5.17. 1. The estimation constants in (5.34) depend strongly on s.

2.1f s = $(n—2—m)(m— 1) then we have Ky, 5(x,y) = [x —y| " 2d(x)"+!, i.e.
forx — dB\ {y} we have a zero of order (m+ 1). We would have expected, and
actually need in order to prove perturbation results, a zero of order m. Conse-
quently in what follows we have to assume s > % (n—2—m)(m— 1). The estimate
is more appropriate. But as Ky 5(x,y) % [x —y| ™"~ 'd(x)™ our perturba-
tion result Theorem [5.15] below is less general than the corresponding results in
Theorems [5.1] [6.3] and [6.29] In particular, domain perturbations are not consid-
ered.

For our purposes the following “3-G-type” estimates are essential. We recall that
Gmn = G(_pyn g denotes the Dirichlet Green function for (—A)™ in the unit ball
BCR"

Lemma 5.18. Ler s > %(n —2—m)(m—1), B € N". Then on B x dB x B (i.e. for
X € B, y € dB, z € B) we have the following:

‘DE Gm,n (x7 Z) ’ Iem,n,s (Za Y)

Iem,n,s(xay)
= (5.35)
e — 2Pt Py — PP if B > 2m
‘Df Gmn(x,2) ‘ Linn(2,y)
Lm,n(xay)
| 1B <2m—n,
1 if |B| = 2m —n and n odd,
< 3 (5.36)
log<| |) if |B| = 2m —n and n even,
x—z
e Py B i) > 2m

The proof is quite similar to that of Theorem [4.9] and is based on the Green’s
functions estimates of Theorems 4.6 and Corollary 4.8]and the boundary kernel
estimates of Lemma [5.16] For this reason we skip the proof here and refer to [211]
Lemma 3.4].

Proof of Theorem[5.13] For existence and regularity we refer to Theorem[2.23] First,
we assume additionally that y € C"*2Y(dB), ¢ € C"*1Y(dB). We write ¢y = ¢ —
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sy and let p > 1 be arbitrary. The operator

Zs )= [ Lnax3)0y)d0(y)

satisfies %, : C""1Y(9B) — C?™Y(B) C W*™P(B), the operator

Hnns¥3) = [ R )da(y)
satisfies Ay s : C"2Y(9B) — C*™Y(B) C W?™P(B), while the Green operator

mnf /Gmnxy d

satisfies 9, : LF(B) — W?™P NW,""(B), see Theorem and Corollary [2.21
We write 7 := ¥ g|<om—2 aﬁ(.)Dﬁ. The solution of 1| is given by

= _gm,ndu + %n,n,sll/'f' gm,n (st or (] + ggmn«ﬂz{) u= <%}m,n,sw+ zn,n (ps'

Here, .% + %, ../ is a bounded linear operator in W2"”(B) which for sufficiently
small & is invertible. Hence

u_(f"rgmnd) mnslI/"'(j"‘gmn&Q{) gm,n(i)s

= <%}m,n,sw+ Z (*%m,nvgi)i Jgn,n,xll/*'“ gm,n(ps + Z (*gm,n%)izn,n @s
i=1 i=1

We only show how to deal with the first Neumann series containing %}m,ﬂ the
second series containing ., , can be treated in the same way with some obvious
simplifications. For i > 1 we integrate by parts. As &7 is of order < 2m — 2 and
e/“i}m’,,’syl vanishes on dB of order m — 2 no additional boundary integrals arise. By
means of the Fubini-Tonelli theorem we obtain for x € B

(G Fo¥3) = (1) [ Galoz) [ Ga(ar.22)
2

Z1E€EB

X ’524,;1 / Gm,n(zi—l 7Zi) ,szl/ km,n,s(&'a)’) W(y)da)(y)dzi dzy
Zi€B yEIB
= (71)1. (%Tcm,n(X,Zl))/ (%zcm,n(ZbZZ))
z71€B 2€B

></ (o G (zi- 1,zz))/ Ko s (i)W (y)do(y)dz; .. .dzy
Zi€B €JB

— / / Gnn(%,21)) (s Gmn(21,22))
X (JZ{ZTG (Zz 1,Zz))Km,n,s(ziaY)W(y)dw(y>d(zl""7Zi)'
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Here &/* = Z‘mSZm,z(—l)‘mDﬁ (ag . ) is the (formally) adjoint operator of the
perturbation .o The estimates (5.35) and (5.36) in Lemma are integrable with
respect to z € B uniformly in x € B, y € dB if || < 2m —2. They yield

‘( gmnd) mnsllf( )‘

A ’%TGm,n(x7Zl)| I%m,n,s(zlyy)
S e Km,n,s (x,y) 5
B JB B Ko ns(x,y)

y |- G EZ],ZZ)|I€m.n,S(Z27y)
Kinns(z1,)
|\ G (zi-1,2) | Kinn,s (20 )
km,n,é‘(zl—lay)

< (C080)' || Knns(20)W0) d00) = (Cot0) (Hrns¥) ().

X

v(y)d(zi,...,z)do(y)

Analogously we have:
‘(*%m,nv(z{)igm,n(px(x)‘ < (6080)1 (v%n,n(ﬁv) (X)

The constants Co = Co(m, n,s), Co = Co(m,n) do not depend on i.
If &y = &(m,n,s) > 0 is chosen sufficiently small, we come up with

1 . 1 N
u> E %,n,sll/"" Eozﬂm,n(ps- (5.37)

The general case ¢ € C°(dB), y € C'(dB) follows from (5.37) with the help of
an approximation, the maximum modulus estimates of Theorem [2.25|and local L?-
estimates, see Theorem[2.20 O

5.3 Local maximum principles for higher order differential
inequalities

The comparison results of Section|5.I|together with the observations of Section
on the Poisson boundary kernels will yield local maximum principles for differen-
tial inequalities, which are valid for a large class of operators. Here lower order
perturbations are no longer subject to smallness restrictions.

We consider C>"¥-smooth domains Q C R” and differential operators L like

n 82 m
— | _ s 5
Lu: < ,-Zl aij axl_axj> u+ Z ap(.)D u, (5.38)

J= |B|<2m—1

with constant highest order coefficients d;; = d;; obeying the ellipticity condition
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AEP < Z aii&Ei < AIE)? for all £ € R™.
i

The ellipticity constants are subject to the condition 0 < A < A. The lower order
coefficients are merely assumed to be smooth,

ag € clBlr(Q).
Under these assumptions, we have:

Theorem 5.19. Assume that ¢ > 1, q > 5. and that K C Q is a compact subset.
Then there exists a constant

C= C(n,m,l,/\,% mﬁ?ﬁ‘n’fﬂ lagllcsi ) dist(K, 89))

such that, for every f € C°(Q) and every subsolution u € C*"(Q) of the differential
inequality
Lu<f,

the following local maximum estimate holds true:

Sllipl/lSC(Hf+||[ﬂ+||ullwn171.l)- (539)

Proof. With the help of a linear transformation we may achieve g;; = §;;. So, in
what follows we consider the principal part (—A)™.

We want to apply Theorem and Lemma Let & = g(m,n) > 0 be
such that both results hold true in the unit ball B for all differential operators

L=(-A)" + XiB|<2m-1 ﬁﬁDﬁ with max|g|<o,—1 Hdﬁllc\ﬁ\(ﬁ) < g&. For the differ-

ential operator L = (—A)" + ¥ gj<om—1 aBDﬁ defined in 2 we want to achieve the
required smallness by means of scaling.
Let xo € K be arbitrary, after translation we may assume xo = 0. We put

M = a
P lagllcisi @)
. 1. &
po = mln{l, Edlst(K,BQ)7 AZ} (5.40)

For p € (0, po] we introduce the following scaled functions B — R:

2m—|B|

up(x):=u(px),  fo(x):=p™"f(px),  app(x):=p>" Plag(px).

For these functions we have on B the following differential inequality

Lpup(x) == (—A)"up (x) + , Y ap,(0)DPuy(x) < fo (). (5.41)
<2m—1
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Here, thanks to our choice li of po, on B the coefficients agp, |B| <2m—1, are
subject of the following smallness condition

lag.pllcisiz Z max‘D“a ‘ Z max 2’”*‘ﬁlﬂ”‘’(D”aﬁ)(px)’
Prer® \u\<|ﬁ\x€3 Iu<|ﬁ|"€B( )

< pollag llciei @) < PoM < &.
Let GLP . be the Green function for L, in B. Theorem and Lemma show that

there exist constants C = C (m,n,&(m,n)) = C(m,n), independent of p € (0, po],
such that we have:

G, 5(x,y) >0 in Bx B,

Gr,8(x,y) <Clx—y*" ™" inBxBif n>2m,

G, B(x,y) <Clog (|xiy> in Bx Bif n=2m, (5.42)
GLWB(X,)’) <C in B x Bif n<2m,

DEGy,5(0.9)| <C for |B| <2m—1, y € 9B.

To estimate u(0) = u,(0) we use the representation formula for u,. Beside the

Dirichlet data DPu,, |B| < m — 1 and terms of the kind Df G, 5(0,y), m < |B| <
2m — 1, the boundary integrals contain factors ag , and their derivatives up to
order < max{0,|B| —m — 1}. Making use of (5.42), we obtain independently of

p € (0,pol:
u(0) = up(0) < [ Gr,w(03)15 )y

et |ﬁ\§nﬂ ‘/a.B ‘Dﬁ””(y)‘ do(y)

< Conma)ly s +Clmntt) 3 o L 1(04) (w)| doy)

< C(m7n7q)p2m7(n/q> ||f+ HL‘I(BP)

+CmnM) Y p'ﬁl’"“/ [DPu(y)| da).
|Bl<m—1 [y|=p

Integration with respect to p € [3po, o] yields

u(0) < € (I1f* o) + llhym-11(y)
with a constant C = C(m,n,q,M,po). Here C = O(p, ") for pp \, 0. O

Remark 5.20. This local maximum principle may also be applied to nonlinear
problems which are not subject to the standard (controllable) growth conditions
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as in [404} 405], see [209]. For instance, one finds “almost” classical solutions
u € C*™Y(Q)NHY'(2) to the Dirichlet problem for Lu = e where L is as in (5.38).

5.4 Steklov boundary conditions

Let Q be a bounded domain of R” (n > 2) with dQ € C? and consider the boundary
value problem
{ APu=f in Q,

du

u=Au—ag; =0 ondQ, (5.43)

where a € C°(0Q), f € L*() and v is the outside normal (we will also use u, =
3—3). In this section we study the positivity preserving property for , namely
under which conditions on £ and on the boundary coefficient a the assumption
f > 0 implies that the solution u exists and is positive. Let us first make precise
what is meant by a solution of (5.43).

Definition 5.21. For f € L?(Q) we say that u is a weak solution of (5.43) if u €
H*NH}(2) and

/AuAvdx—/ auvvvda):/fvdx forallve HXNHN(Q).  (5.44)
Q 0Q 0

Note that weak solutions are well-defined for a € C%(9Q). For u € H*(Q) one
may integrate by parts to find indeed that a weak solution of (5.44) satisfies the
boundary value problem in (5.43). This means that the second boundary condition
in is hidden in the choice of the space H> N HJ(2) of admissible testing
functions. For regularity results related to problem we refer to Corollary [2.23]

In the next section we state the positivity preserving properties for and
we give the first part of their proof. The second part of their proof is more delicate
and requires a Schauder setting and a different notion of solution. This is the reason
why it is postponed to Section [5.4.3] In turn, the Schauder setting takes advantage
of the positivity properties of the operators involved in the solution of (5.43). These
properties are proven in Section with a strong use of the kernel estimates of
Section

5.4.1 Positivity preserving

The first statement describes existence, uniqueness and positivity of a weak solution
to (5.43). A crucial role is played by a “weighted first eigenvalue”. Fix a nontrivial
positive weight function b € C%(9Q) and set

_Ja |Au|? dx

To(u) =
b(u) oo b2 do

for / bu?dw#0 (5.45)
2Q
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and J,(u) = oo otherwise. For every u € H> N H}(Q) the functional in (5.45) is
strictly positive, possibly co. Since the linear map H?(Q) — L?(9Q) defined by
u— Uy|gq is compact, there exists a minimiser for the problem

517b = 61_1,(.(2) = inf Jb(u). (5.46)
i ueH?NH} (Q)

Hence §; 5 > 0 and it may be viewed as a kind of first Steklov eigenvalue with re-
spect to the weight function b and any minimiser as a corresponding eigenfunction.
This definition should be compared with (3.40) in Section [3.3.1]

The next statement summarises the positivity preserving results for (5.43), see
the Notations-Section for the interpretation of the symbols.

Theorem 5.22. Let Q C R" (n > 2) be a bounded domain with dQ € C? and let
0S beCY9Q). Let the eigenvalue 8y, be as defined in . Then there exists
a number &, 1= O (2) € [—o0,0) such that the following holds for any function
acC'oQ).

1.Ifa> 8 b and if 0 S f € L*(Q), then has no nontrivial positive weak
solution.

2. If a = 0 pb, then there exists a positive eigenfunction, that is, problem with
f =0 admits a weak solution uy ;, that satisfies uy, >0 and —Auy, > 0in Q,
%m,b < 0 0on dQ. This eigenfunction u, j, is unique, up to a constant multiplier.

3. Ifa S 8 b, then for any f € L*(Q2) problem admits a unique weak solu-
tion u.

alfépb<as 8 pbandif0S f € L*(Q), thenu = 0.

b.If8.pb < as 81 pband if 0 S f € L*(Q), then for some ¢y > 0 it holds that
u > cy d with d as in {#1). Furthermore, if a(xo) < 0 for some xo € 02, then
—Au # 0in Q, whereas ifa >0, then 0 S f implies —Au > 0 in Q.

c. Ifa< 8, ,b, then there are 0 S f € L*(Q) such that the corresponding solution
uof is not positive: 0 % u.

Proof. We first prove Item 2, then Item 1 and we end with Item 3.
Proof of Item 2. Let uy := uy , € H> N H} (L) be a minimiser for (5.46) and let
ii; be the unique solution in H> N H{ (Q) of —Aii; = |Au;|. Then by the maximum

on dQ. If Au; changes

sign, then these inequalities are strict and imply J,(u1) > Jp (i1 ). Hence, Au; is of
fixed sign, say —Au; > 0, so that the maximum principle implies 8%”1 <0ondQ
and u; > cd in 2, where d is as in @]) Similarly, if u; and u, are two minimisers
which are not multiples of each other, then there is a linear combination which is
a sign changing minimiser and one proceeds as above to find a contradiction. This
proves Item 2.

Proof of Item 1. Let us suppose by contradiction that a > &; 5, that f 2 0 and
that u is a nontrivial positive solution to . Hence uy <0on dQ.Letu;; bea
minimiser for (5.46) as obtained above. By taking v = u; 5, in (5.44) one finds

principle we infer that |u;| < i in 2 and ‘%m’ < ’%ﬁl
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O</ fuip dx:/ AuAqux—/ a iy (”l.b)v do
Q ’ Q oQ ’
S/ Auluyp dx—/ 01 b uy (”‘U’)v dw =0,
Q oQ ’

a contradiction. The last equality follows by the fact that u; , minimises (5.46). This
proves Item 1.
Proof of Item 3. On the space H> N H} () we define the energy functional

I(u) ::%/Q |Aul? dx—%/(mau‘z, da)—/gfudx ue H>NHN Q).

Critical points of I are weak solutions of (5.43) in the sense of Definition [5.21] We
will show that for a < &, ;b the functional I has a unique critical point.
If a < 8 b, one sets

__ min {815b(x) —a(x);x € 92}
T max {517bb(x); xe 89}

>0, (5.47)

and finds that a < (1 — €)0; ,b. By the definition of J; , we have for all u € H*N
H;(Q)

/|Au|2dx—/ au’dw
Q 2Q

ze/ |Aul? dx+ (1 —¢) </ |Au\2dx—/ 81 pb u? dw> (5.48)
Q Q 2Q
Ze/ |Aul? dx,

Q

so that the functional [ is coercive. Since it is also strictly convex the functional /
admits a unique critical point which is its global minimum over H> N H} ().
In order to deal with the case that a™ < 8 b, but a™(x) = 8 ,b(x) for some

x €0, we set

-1
bi= 3 (b+opta").

Let u; be a minimiser of J; and u, of J,. For the definition see @ Then, since
. 2
0sb<band (;T“l) >0on 9, we find &, j = J5(u1) > Jp(u1) > Jp(u2) = 81 p.
Instead of we set
e=1 —613;,/61’}; > O,
find for x € dQ that a < a* = §,(2b — b) < 8, ,b = (1 — €)§, ;b and proceed by

replacing all b in (5.48) with b.
If at = ) b and a~ = 0, then one may not proceed directly as before. However,
instead of the functional in (5.43)), one may use
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-1
JE (u) = (/Q |Au|2dx—|—/tma7 u%da)) (/agbu%, dw) .

Then, defining 51‘"; for J¢  asin (5.46), this minimum is assumed, say by u{ ,. Since
8y =Jp (uf,) = Jp(uf,) > Jp(urp) = 81,

with the last inequality strict if u‘lfb # ¢ u1p, and with the first inequality strict if

u‘l‘; = c uy since (u; )% > 0, we find 51“;] > 81 p. So,
/Q Auf? dx—i—/(mcf 2 do > 8¢, /BQb W2 do forallue H*NH,(Q)

and by setting
€= 1761@/5{17; >0

we find the result that replaces (5.48). Indeed

/|Au|2dx—/ au%dwzf |Au|2dx+/ a- u%,dw—/ 81.pb 1 do
Q 20 Q 20 20

28/ \Aul® dx+ (1 — ) (/ |Au|2dx+/ a uédw—/ 5fbbu%dw>
Q Q Q 2Q
> 8/ |Aul? dx.

Q

Hence, [ is coercive and strictly convex and we conclude as for (5.48). The existence
and uniqueness is so proved.

Assume now that there exists xo € €2 such that a(xg) < 0. If the weak solution
u were superharmonic, then by Hopf’s boundary lemma we would have uy (xp) < 0.
Using the second boundary condition in , we would then obtain Au(xg) > 0,
a contradiction.

Ifa>0and f = 0, let & be the unique solution in H> N HJ (2) of —Aii = |Aul in
Q. Since i > wuorii=uin Q, and |iy| > |uy| on 2, one finds for f = 0 that

@)1=+ [ a(@-i2) do~ [ f (@) dr<o.
YFYo) Q
Equality occurs only when # = u. Since [ is strictly convex there is at most one
critical point which is a minimum. So # =i > 0 and —Au = —Aii = |Au| > 0. This
completes the proof of existence and uniqueness whenever a < 6 »b. The proof of
the remaining statements (a), (b), (¢) in Item 3 is more lengthy and delicate and we

give it in Section[5.4.3] see Theorem O

Note that in Theorem it may happen that b(x) = 0 on some part I] C 9Q
and b(x) > 0 on the remaining part Iy = dQ \ I;. If moreover . = —oo, then the
limit problem for which the positivity preserving property holds (that is, a = & 5b)
becomes a mixed Dirichlet-Navier problem with boundary conditions
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u=00ndQ, uy = 0 on I, Au=0onlIj.

As a first consequence of Theorem [5.22] we have the positivity preserving prop-
erty for the hinged plate model in planar convex domains. As we have seen in Sec-
tion|1.1.2] the physical bounds for the Poisson ratio are given by

—1<o<l. (5.49)

Under this constraint, the following result holds.

Corollary 5.23. Let Q C R? be a bounded convex domain with C?>-boundary and
assume m For any f € L*(Q) there exists a unique minimiser u € H> ﬁH(} (Q)
of the elastic energy functional that is, of

- |Aul? 176/ )
J(u)-/g( 5 Sfu)dx 5 aQKuvda),

where K denotes the curvature of Q. The minimiser u is the unique weak solution

to
Alu=f in Q,
u=Au—(1-—0)kuy, =0o0ndQ.

Moreover, f 2 0 implies that there exists ¢y > 0 such that u(x) > cyd(x) and u is
superharmonic in €.

Proof. We first show that the energy functional J coincides with the form given in
(1.5)). This can be done on a dense subset of smooth functions. Since u|5o = 0, one
has u, = uy Vv, and uy = u, Vv, and may conclude that

)
2 /Q (uxy — uxxuyy) dxdy
— /BQ (Uxylty Vi + Uyl Vo — Ui lty Vo — Uy, U V1) d O
2 2 2
= Uy (2Uyy V1V — Uy V5 — UyyV da):—/ Ku, do
/{m ( xy xx V2 yyl) o VAR

where in the last step we used (I.8). Hence, existence and uniqueness of a minimiser
u follow from Proposition 2.3}

Since 92 € C? and  is convex we have 0 < k € C°(9Q). In Proposition
it is also shown that J is strictly convex so that (1 — o)k < 0; k. Hence, if f 2 0
it follows first from statement 3.(a) in Theorem that u = 0 in Q and so that
uy|ya < 0. In view of the boundary value problem solved by u we obtain —Au = 0
in Q. This superharmonicity finally yields the other properties stated for u. U

More generally, if we take b = 1 in Theorem[5.22] we obtain the following
Corollary 5.24. Let Q C R" (n > 2) be a bounded domain with dQ € C? and let

Jo |A”|2 dx

01:=01(R):= mf{ oot d@

we HNH)(Q) \Hé(ﬂ)} €(0,%) (5.50)
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be the first Steklov eigenvalue. Then there exists a number &, := 8.(Q) € [—o,0)
such that the following holds for any function a € C°(9Q).

L.Ifa> 68 and if 0 S f € L*(Q), then has no nontrivial positive weak
solution.

2. If a = &, then there exists a positive eigenfunction, that is, problem admits
a nontrivial weak solution uy with u; > 0 in Q for f = 0. Moreover, the function
uy is, up to multiples, the unique solution of with f =0 and a = 6.

3. Ifas 8, then for any f € L*(Q) problem admits a unique weak solution
u.

alfé<as 8, then0s f € L*(Q)impliesu=0in Q.
b.If6: <as 8y, then0S f € L*(Q) impliesu > cyd > 0 in Q for some ¢y > 0.
c. Ifa<§, thenthere are 0 S f € L*(Q) with 0 % u.

The result described in Corollary quite closely resembles the structure for
the resolvent of the biharmonic operator under Navier boundary conditions — see
McKenna-Walter [297] and Kawohl-Sweers [246] — or for the biharmonic operator
under Dirichlet boundary conditions in case the domain is a ball — see Corollary 5.3|
where (—a) plays the same role as a here. For all these problems the scheme is as
follows.

3f >0withu 20 ‘ Vf>0: Juandu >0 Vf>0if Juthenu %0

T T T

S 0 ) a—

Under Dirichlet boundary conditions such that the corresponding Green function
is positive, Corollary [5.3]tells us that the set of constant coefficients a € R for which
A2u > au implies u > 0 is an interval (a.,Az1) with a, € (—o0,0]. By combining
Theorem with Lemma below, we immediately see that a similar result
holds for (5.43).

Theorem 5.25. Let Q C R" (n > 2) be a bounded domain with 0Q € C* and let
a; € CY(9Q) with i = 1,2. Suppose that a; < 0 < ay are such that both for a = a;
and a = ay we have the following: for all f € L*(Q) there exists a weak solution
u=u; (i=1,2) for (5.43), and moreover

f = 0implies u 2 0. (5.51)

Then for any a € C°(dQ) satisfying a1 < a < a and for each f € L*(Q), a unique
weak solution of exists and holds true.

However, a crucial difference with the Dirichlet boundary value problem for
A%u > au is that a. € (—o0,0] while for problem (5.43) it might happen that
8.(2) = —oo although for general domains one cannot expect to have the posi-
tivity preserving property for any negative a. This is stated in the next results which
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show that the limit situation where §,() = —eo is closely related to the positivity
preserving property for the biharmonic Dirichlet problem
Au=f inQ,
{uzuv:OOn Q. (552)

To this end, let us recall once more that the positivity preserving property does
not hold in general domains Q C R” for (5.52), see Section [I.2] It is clear that
(5.43) with |a| = +oo corresponds to . However, if @ — +oo then a crosses the
spectrum of —A under Steklov boundary conditions, see Theorem whereas
the next statement justifies the feeling that only corresponds to the limit case

a= —oo,

Theorem 5.26. Let Q C R”" (n > 2) be a bounded domain with dQ2 € C. If for every
m €Nt and 0 S f € L*(Q) the weak solution of with a = —m is nontrivial
and positive, then for every 0 S f € L*(Q) the solution u € H3 () of satisfies
uz0.

Proof. Let us first recall the two boundary value problems addressed in the state-
ment, namely

Alu=f in Q, 2, _ :
( ; and Aw=f i, 53
u= A—i—mﬁ)u:Oon&Q, u=uy,=0o0ndQ,

For all m > 0 let u,, € H> N HY () be the unique weak solution of the problem on
the left in (5.53). Then according to (5.44) we have

/AumA¢dx+m/ %a—d)dw:/fq)dx forall ¢ € H*NHL(Q) . (5.54)
Q 90 dv dv 0

Taking ¢ = u,, in (5.54) and using Holder and Poincaré inequalities, gives for all
m>0

A |
|Aumiz<||Aum|iz+m/aQ’av’" da):/qumdx§c||fHLz||Aum||Lz. (5.55)

Inequality (5.55) shows that the sequence (u,,) is bounded in H?(£) so that, up to
a subsequence, we have

Uy — 7 inH*(Q) asm — oo (5.56)

for some # € H> N H} (). Once boundedness is established, if we let m — oo then
(5:59) also tells us that

aai‘in—»O in2(dQ) asm — oo,
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Therefore, 7 € H3 (). Now take any function ¢ € HZ(2) in (5.54) and let m — oo.

By (5.56) we obtain
/AﬁA(pdx:/fq)dx for all ¢ € H3(Q) .
JQ Q0

Hence, % is the unique solution of the corresponding Dirichlet problem (5.52)). Since
(5.56) also implies that, up to a subsequence, u,,(x) — u(x) for a.e. x € 2, one finds
thatz = 0. O

Theorem states that there exists some link between the Steklov and the
Dirichlet problems. This link is confirmed by the special case when (2 is the unit
ball. In this case, from Theorem [3;275] we know that the first Steklov eigenvalue as
defined in satisfies 8; = n and the following holds.

Theorem 5.27. Let 2 = B, the unit ball in R" (n > 2). Then, forall0 S f € L*(B)
and all a € C°(9B) such that a S n, there exists ¢ > 0 such that the weak solution u

of satisfies u(x) > cd(x) in B.

The constant ¢ depends both on f and a, ¢ = ¢y . For a fixed 0 S f € L*(B) we
expect that c = cyq — 0 asa — —oo.

Also the proof of Theorem[5.27]requires a Schauder setting and an approximation
procedure. For this reason it is postponed to the end of Section

5.4.2 Positivity of the operators involved in the Steklov problem

We consider the second order Green operator ¢ and the Poisson operator %", that
is, w =9 f + . g formally solves

—Aw=f inQ,
w=g on dQ.

For C2-domains, the operators ¢ and .#  can be represented by integral kernels G
and K, see in Section|d.3] Let (2w)(x) := —v - Vw(x) = —wy (x) forx € 0Q.
In this section we use the kernel estimates obtained in Section 4.3]in order to prove
some positivity properties of these operators. First, we fix the appropriate setting so
that ¢, # and &2 are well-defined operators.

Notation 5.28 Let d denote the distance to 0.Q as defined in (@.1)). Set
Ca(Q) = {u € C°(Q); there exists w € C°(Q) such that u = dw}

with norm

el =swn{ gx e 2}

Set also Co(Q) = {u € C°(2); u=00n 92} so that C;(2) C Co(Q).
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We consider the three above operators in the following setting.
7:C%Q) - Cy(Q), x:C°0Q)—C'Q), Z:Ci(Q)—C’Q).
We also define the embedding
I1:C4(Q) — C(Q). (5.57)

The space C;(£2) is a Banach lattice, that is, a Banach space with the ordering
such that |u| < [v] implies ||u]|c, @) < [Vllc, @), see Deﬁnitionor (13,3091 359].
The positive cone

Ca(Q)" ={ueCy(Q); u(x) >0in Q}

is solid (namely, it has nonempty interior) and reproducing (that is, every w € C;(Q2)
can be written as w = u — v for some u,v € Cy(Q)™). Similarly, we define C°(9.Q)"
and CO(Q)*.

Note that the interiors of the cones in these spaces are as follows:

C0Q)"° = {ve C®(9Q); v(x) > c for some ¢ > 0},
Q)" = {u e C’(Q); u(x) > c for some ¢ >0},
u(

Ca(2)"° = {u € Cy(Q); u(x) > cd(x) for some ¢ >0} .

Definition 5.29. The operator .# : 41 — % is called

e nonnegative, % >0, when g € %”fr = FgcE,,

e strictly positive, .F >0, when g € ¢,"\{0} = Fg € €, \{0};
o strongly positive, F >0, when g € 6,"\{0} = Fgc ¢, .

If # > 0and .F #0, that is, for some g € 4, we find F g = 0, we call .Z posi-
tive. Similarly, two operators are ordered through > (respectively > or >) whenever
their difference is nonnegative (respectively strictly or strongly positive).

We now prove a positivity result.

Proposition 5.30. Suppose that 0 € C* and a € C°(9R). Let 4, ' and P be
defined as above. Then 4. ¢ a % : C4(Q) — C4(Q) is a well-defined compact linear
operator. If in addition a Z 0, then 9 ¢ a2 is positive and even such that

u€Cy(Q)"  implies either G X aPu=0 or GHaPuecCy(Q)"°
(5.58)

Proof. Take Y€ (0,1), p>n(1—7)~" and fix the embeddings I, : C°(Q) — LP (L),
L:W>P(Q) — CH(Q)and I : C"YNCo(Q) — C4(R). Since dQ € C?, for every
p € (1,0) there exists a bounded linear operator ¢, : L (2) — WP OWI P(Q)
such that —A¥Y, f = f for all f € LP(Q2), see Theorem“ 2.20} If .7, is as in (5.57),
then the Green operator from C,;(Q) to C4(€2) should formally be denoted 4.7,
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where ¥ = L,L%,1;. Note that the embedding 7; : C°(Q) — LP(Q) is bounded
and the embedding L, : W>P(Q) — C'Y(Q) is compact, see Theorem Since
W22 AW, 7 (2) € CY'NCy(2) and I : C1Y N Co(R2) — C4(2) is bounded, ¥ is
not only well-defined but even compact. The strong maximum principle and Hopf’s
boundary point lemma allow then to conclude that & : C°(Q) — C,(Q) is a compact
linear operator and it is strongly positive.

Since 92 € C? and Q is bounded all boundary points are regular. According
to Perron’s method [[197, Theorem 2.14] the Dirichlet boundary value problem is
solvable for arbitrary continuous boundary values by

(A¢)(x) =sup{v(x);v < ¢ on dQ2 and v subharmonic in Q}.
For ¢ € C%(9Q) one obtains .# ¢ € C°(Q)NC?(2) and by the maximum principle

sup (A#¢9) (x) = max ¢(x) and (A'9) (x) = min §(x)

inf
xeQ X€EIQ x€Q

implying not only that |2 °¢|;~o) = [|9l;=(5q) but also that %" : c'9Q) —
C%(Q) is a strictly positive bounded linear operator.

Finally, from the fact that every function u € C;(£2) can be written as u = dw
for some w € C°(Q) and Pdw = w|;q, we infer that 2 : C4(Q) — C°(IQ) is a
positive bounded linear operator.

From the just proved properties of ¢, % and & we infer compactness and
positivity of 4. % a2 when a > 0 and that #'aZu = 0 implies that ¥ % a Pu €

Cd (§)+’o. O

Proposition [5.30] enables us to compare (using the notations of Definition [5.29)
some of the operators involved in the Steklov problem.

Proposition 5.31. Ler Q C R”" be a bounded domain with dQ € C* and let .7 be
as in ([5.57). Then there exists a constant Mg > 0 such that

GH PGI 1G9 < M9 I49 and GH PYGH < Mq9H .

Proof. We know that the integral kernel which corresponds to ¥ % XY .¥ ;9 sat-
isfies the estimates in Lemma By Proposition [4.13] we know estimates from
below for .7 ;9. We have to compare these estimates. To this end, we use the
following trivial fact

min(1l, @) min(1,B) <min(l,af) forall a,f >0,

combined with (#.53)) and {@.52). Considering the different dimensions separately
we then have the following. For n > 5, if x* € dQ is such that |x —x*| = d(x),

ﬂ@ﬂﬁ)_

<ﬂm+d@>%ﬁyﬂf”dﬁﬂ@>5xﬂpnmm<LwaP
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This, combined with Lemma[#.16|and {#.48), proves the statement for n > 5.
For n = 4 we argue as for n = 5 to find

(d(x)+d(y)+ |x* —y*|)_2d(x)d(y) < min <l,d(x)d(|)2))> =<log (1 + d|(x)d(|)21)> )
x—y x—y

This, combined with Lemma[@#.16|and (#.49), proves the statement for n = 4.
For n = 3 we have

(d(x) +d(y)+ ] =y )" dx)d(y) =

< || de)d(y) min <1 W) = \/d(x)d(y)min <1d<x)"(y)>

"=y lx—y|

This, combined with Lemma[@.16|and @.50), proves the statement for n = 3.
For n = 2, by using (#.52) we find as a variation of (#.53)) that

1 1
og (24 Ze =) <18 (” . +d<x>d<y>> |

This, combined with Lemma[#.16|and @.5T), proves the statement for n = 2. O

5.4.3 Relation between Hilbert and Schauder setting

In this section we complete the proof of Theorem[5.22]and we give the proof of The-
orem([5.27} For Theorem[5.22] it remains to prove statements (a), (b) and (c) in Item
3, see Theorem below. In these situations it is more convenient to set the prob-
lem in spaces of continuous functions. This forces us to argue in a Schauder setting
and we rewrite (5.43) as an integral equation. Then we proceed by approximation.
As in (5.57), let 7, : C4(2) — CO(Q) denote the embedding operator, then

(5-43) is equivalent to
u=9xXaPu+99,9f. (5.59)

Definition 5.32. For f € C°(Q) we say that u is a €-solution of (5.43)) if u € C;(Q)

satisfies (5.39).

Proposition 5.33. Suppose that Q2 is a bounded domain in R" (n > 2) with Q€
C? and let a € C°(AQ). If f € CO(Q), then a € -solution of is also a weak
solution in the sense of Definition[5.21]

Proof. 1f f € C°(Q) and u € C;4(Q) then by (5.59) it follows that w = % a Pu +
F49f € CO(Q) C L*(Q) and hence u = 9w € H* NH} (). Moreover, for such u
and for any v € H> N H} (Q) we have
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/AuAvdx:/ (HaPu+9f) Avdx:/ auvvvdwx—i—/fvdx,
Q Q 9Q Q

which is precisely (5.44). O
Next, we note that (possibly by changing its sign) the minimiser u; 4, for (5.46)
lies in Cy(Q)™°.

Lemma 5.34. Let 0Q € C? and suppose that a € C°(9Q) is such that a < 8y pb.
Then

&S = (I -4 HaP) ' 99,9 :C°(Q) - Cy(Q),

&Y = (I G HaP) ' GH C'(0Q) — C4(Q),

are well-defined operators. Moreover; the following holds.

o For f € CO(Q) the unique €-solution of problem isu=d&yf.
° The Sfunction uy j, defined in Theorem@ (Item 2 ) isa posmve eigenfunction of
&Y (81pb—a) P : Cq(Q) — C4(Q) with eigenvalue 1. Any other nonnegative
ezgenfunctlon iof & (51 b — a) P satisfies (5] b — a) Pi=00n0dLR.

Proof. By Theorem (Item 3) one finds for a < 6; b that = 1 is not an eigen-
value of the (compact) operator &.%"aZ”. Therefore, the operator (¥ —¥4. % a )
is invertible in L%(£2) and hence in C;(Q).

e Equation (5.59) reads as u = (F — 4.4 aP) ' 4.7, 9.

e One dlrectly checks that u;;, is an eigenfunction of &% (8, ,b—a) & with
A =1 for all a S 8; b. By Theorem [5.22} “ (Item 2), up to 1ts multiples, it is the
unique eigenfunctlon with A = 1. Let i be another nonnegative eigenfunction of

&9, (81,pb — a) P corresponding to some eigenvalue A # 1. One finds that A = 0 if
and only if (6; ,b —a) Zi = 0. For A # 0 it holds that

i—GH 8 pbPii= (A" —1)GH (8 b —a)Pi. (5.60)

We have u; @ € H> N H} (). This fact allows us to use (5.60) and to find a con-
tradiction in the case that () ,b —a) 24 2 0. Indeed,

OZ/AMI,b Aﬁdx—/ 61Abb (uhb)vﬁvda)
Q Q
- / Auyy A (i~ 8 b P0) dx
o ;
= (lil—l)/ Aullb %%(SI,bb—a)gzﬁdx
o )
= (1—)1,_1)/ L3I %((Su,b—a)@ﬁ dx,
o )

and this last expression has a sign if 1 # 1. O
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Lemma 5.35. Let 0Q € C? and suppose that a € C°(9Q) is such that a S &) pb. Let
&g and &5, be as in Lemma and suppose that &y is a positive operator.

1. Then &, &, P EG and P E are strictly positive operators.

2. IfacCdQ)is such that a < as 8 pb, then &5 > &5, &%, > &4, PEY >
PEY and PE°, > PE,.

3 Ifae CO((?.Q) is such that a<as &b, then 62 > &4, £, > &%, PEY >
PEY and PEY, > PE,.

Proof. Assume that 0 S f € C°(2) and 0 S ¢ € C°(9Q). Writing u, = & f and
Va = &% @ one gets

(F -G HaPVu, =9 9,9f and (I —-YGHaP)vy=9K .
1. X u, = &G f =0for f 2 0, then
Ug=YGHaPu,+9I,9f=95,9f>0

by the maximum principle, a contradiction. So & positive 1mphes that &% is strictly
positive. Since K (x,y*) = limy o G(x,y —tv)/t forx € Q,y* € dQ and v the exte-
rior normal at y*, we find that positivity of &7 implies that £, is positive. We even
have strict boundary positivity. Indeed, if ZPu, =0 then u, =¥ .7 ;4 f and Hopf’s
boundary point lemma gives Zu, > 0, a contradiction. A similar argument holds
for v,. This proves the first set of claims.

2.Leta<as 6 ,b. We have

(F -G HaPVug =9 K (Gd—a) Pu;+9I9f
and, in turn, since (¥ — ¥ % a2) is invertible in view of Lemma
(I — &% (a—a)P)uz = u,. (5.61)

For ||@—al|;=(9) small enough (say [|@—al|;=(90) < €) one may invert the operator
in (3.61) and find an identity with a convergent series, that is

&5 =6+ Z 2 &g, (5.62)

Since &%, (@d—a) 2 > 0 holds, one finds that uz = &3 f > &4 f = u,. The series

formula Eholds for [|d—al|;=(9q) < € However, if [|d@ —al| ;= 50, > € then the

above argument can be repeated by considering some 1ntermed1ate a=apsSa; s
.. S ag:=dasuch that ||a;y1 —ail|j=(50) < € for all i. A similar reasoning apphes to
V&, Vq. This proves the second set of claims.

3. Let us consider the sequence (¢,) C C;(£), defined by

=41,
Om+1 = éa;ly (51’bb—a) A0 for m > 0.
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Since &4 f = 0 we find that ¢, > 0 for all m > 0. Moreover, since &%, (8 b —a) &
is compact, two cases may occur;
(i) there exists mg > 0 such that ¢, = 0 for m < mg and @,, = 0 for all m > my;
(i) ©m/ || Om Hcd @) — P Where @ is a nonnegative eigenfunction (with 4 = 1)
of the operator
EY (81pb—a) P @ = Aw.

If (i) occurs, then &, (81 yb — a) P @, = 0 so that by Item 1 we infer (8; b —
a) P @, = 0 and hence & ¢,,, = 0. We find a contradiction since as in the proof of
Item 1 it follows that @,y =9 & 49 @pny—1 and & @y, > 0 holds by Hopf’s boundary
point lemma.

Therefore, case (ii) occurs. Then ¢. is a multiple of the unique positive eigen-
function u; ;, see Lemma @ So for m; large enough we find that there exists
¢> > c1 > 0 such that

cruy < P <coupp for all m > m;.
' ||(Pm||cd(§)
Now set
Yo =E4f, Y1 = E% (d—a) Py, form > 0. (5.63)

Since for some € > 0 it holds that
€ (517bb—a) <d—a<dpb—a,
we obtain v, > €" ¢, for all m and by
lllmZSm(PmchsmH(Pchd(ﬁ)Ml,b for all m > m;.
Then from (5.62) it follows that there exists c3 > 0 such that
ELf > ELf +caunp.

In a similar way we proceed with &, &« and P& . O

With the result in Lemma [5.34] it will be sufficient to have positivity preserving
for a negative a € C°(dR) in order to ensure that this property will hold for any
sign-changing @ with a < a < 0; ,b. So we may restrict ourselves to a < 0. We
now prove a crucial “comparison” statement in the case where ¢¥.% a.%? has a small
spectral radius.

Lemma 5.36. Let 9Q € C? and assume that 0 > a € C°(9Q) is such that
re(GH aP) < 1.
If there exists M > O such that

GH PG I G <MYGI;9, (5.64)
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and if || =50y < M~ then &% > 0.

Proof. Clearly, a = —a™. Since rg (9% a~ %) < 1 the equation (5.59) can be
rewritten as a Neumann series

u= (/—l—%%a‘@)il%/d%f: Z (—%%a_gz)kgfd%f,
k=0
which reads

= (i (G Ha 9)”‘) (I -G Ha PG I G (5.65)

after joining the odd and even powers. Next, notice that in view of (5.63) it suffices
to show that the operator (¥ — 9% a~ P)9 .7 ;% is strongly positive. This fact is
a direct consequence of (5.64) and ||a™ [ ;= (50) < M. O

By combining the previous statements, we obtain the following result, which
completes the proof of Item 3 of Theorem [5.22] The proof uses estimates for the
kernels involved and for this reason it seems more suitable to employ a Schauder
setting and to approximate.

Theorem 5.37. There exists 8., 1= 6. ,(2) € [—o0,0) such that the following holds
for a weak solution u of (5.43)):

1. for 8, pb < a S 8 b it follows that if 0 S f € L*(Q), then u Z 0;

2. for 8.pb < a S 8 b it follows that if 0 S f € L*(Q), then u > cyd for some
cr > 0 (depending on f), d being the distance function from (@;

3. for a < 8. b there are 0 S f € L*(Q) with u somewhere negative.

Proof. Let Mg be as in Proposition and put & := — (Mg max,cypb(x)) "' <O0.
Then by Lemmas [5.34] and [5.36 we infer that

if6hb<as &b and 0S feC(Q) then u=0in, (5.66)

where u is the unique %’-solution of . Let o, be the (negative) infimum of all
such & which satisfy (5.66). We have so proved that there exists &, := &.,(Q2) €
[—o0,0) such that, if 6., <a < 6 pband 0% f € Co(ﬁ), then u = 0, where u is
the € -solution of . Moreover, if . b <aand0S f € C%(Q), then Lemma
yields the existence of ¢y such that u > ¢ d. Finally, the above definition of d
shows that, if a < &b, then there are 0 < f € Co(ﬁ) with u somewhere negative.
In view of Proposition[5.33] this proves Item 3.

For Item 1 we use a density argument. Assume that o, b < a < 6;,b and 0 S
f€L*(Q).Letu € H*NH} () be the unique weak solution of , according to
Item 3 in Theorem Consider a sequence of functions (f;) C C’(£) such that
fi = 0forallk € Nand f; — fin L?() as k — oo. Let 1 be the %-solution to

0
A’ = fi in Q, uk:AukfaT?:Oon&Q.
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Then, by (5.60), ux = 0 in  for all k. Moreover, by Corollary [2.23] the sequence
(ux) is bounded in H?(£) so that, up to a subsequence, it converges weakly and
pointwise to some u € H> N H} (Q). By Definition 5.21|, we know that

/AukAvdxf/ a(uk)vvvdw:/fkvdx forall v e H>NHL(Q).
Q Q Q

Therefore, letting k — oo, we deduce that u is a weak solution to the original problem
and
uz0 in Q. (5.67)

The proof of Item 2 is more delicate. Assume that 6., <a < 81 pband0 S f e
L*(Q). Letu € H*NH} (L) be the unique weak solution to (5.43). Let

g(x) :==min{l, f(x)},  x€Q,
and let v € H>N H(} (£2) be the unique weak solution to

Alv=g in Q,
v=Av—av, =0 ondQ.

Since g < f, we deduce by Lemma [5.35|and a density argument that
u>v in Q. (5.68)

Moreover, since g € L*(2), by Corollary and Theorem [2.6| we infer that v €
cl(Q).

Let §. 5 be as at the beginning of this proof, take a function ap € C?(9Q) such
that 6, b < ag < a (if 8., > —oo one can also take ag = 6, ,b) and consider also the
unique weak solution w to

Aw=g in Q,
w=Aw—aowy, =0 ondQ.

Again, we have w € C!(Q). Since w > 0 in Q in view of Item 1, we know that
wy < 0 on dQ. Moreover, it cannot be that wy, = 0 since otherwise the boundary
condition would imply —Aw =0 on dQ with —Aw superharmonic in 2. This would
imply first that —Aw > 0 in Q and next, by Hopf’s lemma, that w, < 0 on 9, a
contradiction. Therefore,

Y= (ap—a)wy = 0, v eC0Q).
Finally, let 7 := v —w. Then z € C'(Q) and z is the unique weak solution to
A?z=0 in Q,

z=0 on dQ,
Az—azy=—y ondQ.
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In fact, by Corollary and Theorem we have that z € C;(Q) " and z = &%, .
By Lemma we know that &%, > &7 > 0 so that there exists ¢ > 0 with

z(x) > cd(x). (5.69)
Note that ¢ depends on Y and therefore also on w. Hence, it depends on f so that
¢ = cy. By combining (5.68) with (5.69) we obtain
u(x) > v(x) = 200) + w(x) > 2(x) > crd(x)
and Item 2 follows. O

Proof of Theorem [5.27, We first assume that f € C(B). In this case, by Corollary
we know that the weak solution  satisfies u € WP (B) for all p > 1. In turn, by
Theorem 2.6, this proves that u € C'(B) and hence Au = au, € C°(dB). Therefore,

Theorems and yield u € C*(B) NC?(B). In particular, by Lemma 5.34} u
is a ¢-solution.
Consider the auxiliary function ¢ € C*(B) NC%(B) defined by
¢ (x) = (|x|* = DAu(x) — 4x- Vu(x) —2(n — 4)u(x) forx e B.

Since x = v and u = 0 on dB, we have

o = —4duy on dB. (5.70)

Moreover, for x € B we have
Vo = (2Au)x+ (|x|> = 1)VAu+2(2 —n)Vu—4D*u - x, (5.71)
—A¢ = (1-]xP)f(x) >0, (5.72)

where D?u denotes the Hessian matrix of u. By (5.71) we find
Oy =2Au+2(2 —n)uy —4(v,D*u-v)  ondB.

Since (v,D?u- V) = uyy, by recalling that u = 0 on dB and using the expression of
Au on the boundary, the previous equation reads ¢y, = —2Au + 2nu, . Finally, taking
into account the second boundary condition in (5.43), we obtain

¢y =2(n—a)uy  ondB. (5.73)

So, combining (5.70), (3.72) and (3.73) we find that ¢ satisfies the second order
Steklov boundary value problem

~A¢p=(1-|xP)f>0inB,
¢v+3(n—a)p=0  onJB.




182 5 Positivity and lower order perturbations

As a $ n, by the maximum principle (for this second order problem!) we infer that
¢ > 0in B and hence by that u, <0 on dB. By and Proposition
we deduce that u > 0 in B whenever 0 < f € C°(B).

Assume now that 0 S f € L?(B) and let u € H> N HJ (B) be the unique weak
solution to (5.43)), according to Definition [5.21} Then the same density argument
leading to shows that u 2 0 in B. Hence, by Corollary[5.24]3.(c), we infer that
O, = —co. In turn the lower bound u(x) > ¢d(x) in B follows from Corollary
part 3.(b). O

5.5 Bibliographical notes

The lower order perturbation theory of positivity was developed in [210], see also
[204]. These results are based on Green function estimates, 3-G-theorems and
Neumann series. This strategy was used e.g. by Chung, Cranston, Fabes, Hueber,
Sieveking, Zhao [97, 114} 233} 420, 421]] in the context of Schrodinger operators
and conditioned Brownian motion and e.g. by Mitidieri-Sweers [309, 383 1384] to
study positivity in noncooperatively coupled second order systems.

The discussion of the local maximum principle and of the role of boundary data
follows [209, 211]]. The underlying formulae for the Poisson kernels for the bihar-
monic Dirichlet problem go back to Lauricella-Volterra [268 |402] and were col-
lected in the book [323] by Nicolesco. For the polyharmonic Poisson kernels we
refer to Edenhofer [[158] [159]. Estimates as in Lemmas @] and @] were proved in
a more general setting but under more restrictive assumptions on the coefficients by
Krasovskii [255] 256]. A local maximum principle for fourth order operators was
first deduced by Tomi [395]].

For the positivity preserving property of the biharmonic Steklov boundary value
problem @, we follow Gazzola-Sweers [|191]], where one can also find a dis-
cussion on existence and positivity of the solution to when a — §; changes
sign on dQ. Moreover, in [191]] one can also find a different proof of Theorem[5.27]
which is strongly based on the behaviour of the biharmonic Green function for the
Dirichlet problem, see (2.63). Corollary is due to Parini-Stylianou [331]]. We
also refer to [42} 44]] for some related nonlinear problems and for a first attempt to
describe the positivity preserving property for (5.43).



Chapter 6
Dominance of positivity in linear equations

In Section|l.2}we mentioned that although the Green function G2 , for the clamped
plate boundary value problem

Alu=f in Q,
{u:|Vu|:0 on dQ, .1

is in general sign changing, it is very hard to display its negative part in numerical
simulations or in real world experiments. Moreover, numerical work in nonlinear
elliptic fourth order equations suggests that maximum or comparison principles are
violated only to a “small extent”. Nevertheless, we do not yet have tools at hand to
give this feeling a precise form and, in particular, a quantitative form which might
prove to be useful also for nonlinear higher order equations.

This chapter may be considered as a first preliminary step in this direction. We
study the negative part of the biharmonic Green function G 2.0 and show that it
is small when compared with its positive part GZZ o For a precise formulation see
Theorems|6.135|and[6.24]and the subsequent interpretations. We emphasise that these
are not just continuous dependence on data results. Green’s functions are families of
functions with the position of the pole as a parameter and the main problem consists
in gaining uniformity with respect to the position of the pole when it approaches the
boundary. In proving these results, one has to distinguish between the dimensions
n =2 and n > 3. The second case seems to be much simpler and is carried out in
detail. We are confident that the arguments can be extended to fourth order operators
where the principal part is a square of a second order operator and which may con-
tain also lower order perturbations. Uniformity with respect to unbounded families
of such perturbations can, however, in general not be expected. The proof (n > 3)
heavily relies on uniform Krasovskii-type estimates for biharmonic Green’s func-
tions G52 ¢ in general domains, which are deduced in Section Local positivity
results from Section [6.3] are used as an essential first step which, in the particular
case n = 3, were observed first by Nehari [322]. Although in the two-dimensional
case one has holomorphic maps at hand, the result there requires a much more in-
volved proof, which we sketch in Section and where for details we refer to

183
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the literature [[117]. This proof is based on the explicit biharmonic Green functions
in the “limagons de Pascal”, on carefully putting together parts of boundaries of
several prototype domains and delicate asymptotic estimates.

A second main objective of this chapter is to show that positivity of the bihar-
monic Green function G2 g in the unit ball B C R" is not just a singular event but
remains true under small C*?-smooth perturbations 2 of B. For n > 3 see Theo-
rem its proof is quite similar to that of the small negative part result mentioned
before. For n = 2, see Theorem Here we build on the lower order perturbation
theory developed in Theorem 5.1]and benefit from holomorphic maps and reduction
to normal form. These tools are special for n = 2 and allow for considering also
any m-th power of a regular second order elliptic operator being close enough to the
polyharmonic prototype (—A)™ in domains Q close enough to the unit disk. Having
such a perturbation theory of positivity is remarkable since, again, this is not just a
continuous dependence on data result.

6.1 Highest order perturbations in two dimensions

In two dimensions also perturbations of highest order of the polyharmonic prototype
may be taken into account. Here we consider

Lu=f in Q|
6.2)
D%ulyq =0 for |a| <m—1,
with
[ fosi) e, 5 o
Lu:=|— aij(x)=——— ] u+ ag(x)DF u, (6.3)
ij=1 Y 0xi0x; IB|<2m—1 g

where @;; = aj € C*"17(Q), ag € C%7(Q). In view of the maximum principle for
second order operators we assume throughout the whole chapter that

m>2.
First we define an appropriate notion of closeness for domains and operators.

Definition 6.1. We assume that Q% and Q are bounded C*7-smooth domains. Let
€ > 0. We call Q e-close to Q%in C*7-sense, if there exists a C*Y-mapping g : Qf —
Q such that g(Q%) = Q and

”g_IdHCk.y(@) <Ee.

We remark that if k > 1, Q7 is convex and € is sufficiently small, then g~! € C’W(E)
exists and |[g~! —Id||ceyg) = O(€) as € — 0.
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Definition 6.2. Let € > 0 and assume that L is as in (6.3). We call the operator L
e-close to (—A)™ in C*7-sense, if (in the case k > 2m) additionally G;; € C*7(Q)
and

i = 6ijllcrr ) < €

||a[5||co<§) < g for |ﬁ| <2m-—1.

If € > 0 is small, then L is uniformly elliptic.

The following is the main perturbation result if n = 2.

Theorem 6.3. There exists €y = €y(m) > 0 such that we have for 0 < € < g:

If the bounded C*™Y-smooth domain Q C R? is e-close to the unit disk B in C*"™7-
sense and if the differential operator L is €-close to (—A)™ in C*"~1Y-sense, then
for every f € COY(Q) satisfying f = 0 the solution u € C*™Y(Q) to the Dirichlet
problem (6.2) is strictly positive, namely

u>0inQ.

Remark 6.4. 1. Let E, ;, be an ellipse with half axes a,b > 0. In case of small eccen-
tricity, i.e. 7 ~ 1, Green’s function for A?%in E,  is positive. For larger eccentric-
ity, e.g. % ~ 1.2, it changes sign according to the example of Garabedian [176]
and the refined version by Hedenmalm, Jakobsson, and Shimorin in [226].

2. The proof of Theorem suggests that gy(m) \, 0 for increasing m " co.

3. As long as one restricts to the polyharmonic operator (—A)™ in perturbed do-
mains, it was shown by Sassone [358] that C"™7-closeness to the disk is suffi-
cient. In case of the clamped plate equation this means that positivity is governed
by closeness of the boundary curvature to a constant with respect to a Holder
norm. We think that also in the case of perturbed principal parts, the required
closeness to the polyharmonic operator may be relaxed. But we expect that such
a relaxation will require a big technical effort. In particular, all problems should
be written in divergence form and one should refer to C"™?-Schauder-theory for
operators in divergence form.

4. We recall that Theorem cannot be proved by just referring to continuous
dependence on data.

5. According to Jentzsch’s [236] or Krein-Rutman’s [257] theorem, see Theo-
rem [3.3] positivity of the Green function implies existence of a positive first
eigenfunction. A somehow stronger result was proved in [212], which was al-
ready briefly mentioned in Sectionm Assume that (£2;),~ is a C?"+1_smooth
family of domains with Qy = B. Assume further that transition from positivity of
G(_4)n g, to sign change may be observed and let 7, be the largest parameter such
that G(_syn o, > 0fort € [0,1;). Then for some € > 0 and for all € [0, +€), the
first polyharmonic eigenvalue in £2; is still simple and the corresponding eigen-
function may be chosen strictly positive.
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In order to prove Theorem [6.3| we proceed in three steps.

1. First, we consider @;; = ;; and domains £ which are close to the disk in a confor-
mal sense. In this case the claim can be proved by using conformal maps which
leave the principal part (—A)™ invariant. The pulled back differential equation
is a lower order perturbation of the polyharmonic equation and Theorem is
applicable. See Lemma [6.5] below.

2. Next we employ a quantitative version of the Riemannian mapping theorem.
Conformal maps B — (2 enjoy a representation based on the harmonic Green
function in Q. This representation allows to apply elliptic theory in order to con-
clude “conformal closeness” from “differentiable closeness”. See Lemmal6.6l

3. The theory of normal forms for second order elliptic operators allows to trans-
form the leading coefficients d;; into &;; thereby giving rise to a further “small”
perturbation of the domain . See Lemma[6.7]

Only in two dimensions, the theory of normal forms is available and, moreover,
sufficiently many conformal maps exist to deform suitable domains into the unit
disk. In higher dimensions, the only conformal maps are Mobius transforms, which
map balls onto balls or half spheres.

6.1.1 Domain perturbations

Lemma 6.5. There exists € = €1(m) > 0 such that the following statement holds
true. Let Q be a simply connected bounded C*™Y-smooth domain. For the differ-
ential operator L in , we assume that d;j = 0;j. Moreover, let h B—Qbea
biholomorphic map with h € C*™Y(B), h~' € C*"1(Q).

If |h—1d| con-15) < € and ||ag||com) < €1 for all |B| <2m— 1, then the Green
function Gy,_g for the boundary value problem @ in Q exists and is positive.

Proof. In the disk B, the corresponding result is given in Theorem In order to
apply this theorem also to the boundary value problem (6.2)) in £2, it has to be “pulled
back” to the disk. The crucial point is that conformal maps leave the principal part
(—A)™ invariant and yield only additional terms of lower order.

Let € := max { max g|<anm—1 |9/l o), Hh—[d||cz,,,71(§>} be sufficiently small.
For the pulled back solution v : B — R, v(x) := u (h(x)), using

Av(x) = 3 [VH)P ((Au)oh) (),

the boundary value problem

m

2 R .

<_|Vh|2A> v+ Z a[;DBv:foh in B,
IB|<2m—1

D%y =0 for || <m—1,
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has to be considered with suitable coefficients dg € c%Y(B), lagllcom = O(€).

Computing (fﬁA) yields additional coefficients D* ) with 0 < |u] <

1
[viP
2m — 2 for the lower order terms. The leading term becomes (ﬁ )" (—A)™v. Here,

I ﬁ — 1| can-2(5) = O(€). So, we obtain the boundary value problem
(—A)"v+ ) dﬁDﬁv =f inB,
|B|<2m—1
D%|55=0 for |a| <m—1,

- 2\ m _
with [ := (W%‘) f oh and suitable coefficients dg € C%Y(B), which obey the es-

timate ||dg || coz) = O(€). Obviously, f = 0in & is equivalent to f = 0in B. Hence,
for sufficiently small € all statements of Theorem carry over to the boundary
value problem (6.2)). a

The Riemannian mapping theorem, combined with the Kellogg-Warschawski
theorem, see e.g. [344], shows existence of conformal maps which satisfy the qual-
itative assumptions of Lemma[6.5] Observe that here the assumptions on the domain
in Lemma [6.3] are to be used. However, even in very simple domains it may be ex-
tremely difficult to give an explicit expression for the conformal map 4 : B — Q2
and even more difficult to check explicitly the smallness condition imposed on
||h — Id|| con-1 () For ellipses such maps were constructed in [366]] by means of
elliptic functions.

So, Lemma [6.5]is not very useful yet. However, the next lemma gives a general
abstract result that “differentiable closeness” always implies “conformal closeness”.

Lemma 6.6. For any €| > 0 there exists €, = & (m, €1) > 0 such that for 0 < € < &
we have:

If the C>™Y_smooth domain Q is €-close to B in C*"-sense, then there exists a
biholomorphic map h: B — Q, h € C*™Y(B), h~' € C*™Y(Q) with

|7 —IdHCmel(E) <egj.

Proof. Let g: B— Q be amap according to Deﬁnitionwith €:= ||g—1d||con(p)-
In what follows we always assume € > 0 to be sufficiently small. In particular, Q is
then simply connected and bounded, and 0 € Q.

According to [112], see also [383| Sect. 4.2], a biholomorphic map 4 : B — Q
such that » € C>™Y(B), h~! € C*"¥(Q) may be constructed as follows.

Let G_4 o be the Green function of —A in  under Dirichlet boundary condi-
tions. For x € Q, we set

w(x) :=2nG_4 o(x,0)

and introduce the conjugate harmonic function
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‘//2< 35" ()b + 55 g (C‘)déz).

Here, the integral is taken along any curve from the complex number % to x =
x1+ixp in \ {0}. The function w* is well-defined up to integer multiples of 27.
Identifying R? and C, by means of

Rl (x) == exp (—w(x) —iw* (x)), x€Q,

we obtain a well-defined holomorphic map 2 — B enjoying the required qualitative
properties. Moreover, 2~!(0) = 0 and % is mapped onto the positive real half axis.
The Green function G_, q is given by

1 —
G_A,_Q(x,O):fg(log|x|fr(x)), XGQ,

where r: Q — R solves the boundary value problem
Ar=0 in Q,
{ r(x) =¢(x) ondQ, @(x):=log|x|.
It is sufficient to show that
[l czn-1 (@) = O(e), (6.4)
because by virtue of
ol (x) =x-exp(—r(x) —ir*(x)), x€Q,

one obtains |4~ —Id||can-1 () = O(€) and finally || — Id||con-1(5) = O(€). Here,
the estimate ||r||co ) = O(€) is an obvious consequence of the maximum principle.
We assume first that @|;o may be extended by ¢ € C*"(Q) in such a way that

||¢||C2m(§) - 0(8) (65)

holds true. The Schauder estimates of Theorem then give [|7{|can-1(g) = O(€)
and is proved. Here, one should observe that thanks to the eé—closeness of 2 to
B in C?"-sense and m > 2, for all small enough € > 0 the estimation constants can
be chosen independently of €.

(6.5) indeed exist.
For this purpose, only the “tangential derivatives” of ¢|;o have to be estimated.
This means that it is enough to consider the boundary data being parametrised with
the help of the maps glgp : dB — dQ and R > ¢ — (cost,sint) € dB:

y(1) := @ (g(cost,sint)).

For this map, we show that
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d\’
(@)
Indeed, for j = 0 this is due to [|g — Id||co(5) = O(€) and [log(1 +¢€)[ = O(¢). We
set g(r) = g(cost,sint), § : R — dQ. For j > 1 a general chain rule shows that

<5t>jw— <§t>j(q)o§>

J \ﬁ\ d Py

= DPp)og dip. <> gk

|l§;1 (( ) ) Pl+“§7\5\:j iBp zl;[] dt
17],4..,11‘[3‘21

max max =0(¢). (6.6)

Jj=0,....2m teR

with suitable coefficients d; g ,, p = (p1,---, p| ﬁ\)' The coefficient u, refers to the
component of g and is chosen as yy =1 for £ =1,...,8; and uy =2 for £ = B; +
1,...,|B| = Bi + B. To show that this huge sum is indeed O(¢g), we observe that
it is equal to 0, provided Q = B and g = Id. So we put go(¢) = Id o (cost,sint) =

(cost,sint) and compare corresponding terms. We obtain

(;)]WZ Z]: (((Dﬁ(p)og—(Dﬁ(p)ogo)+(Dl3(p)ogo>

1Bl=1
y ﬁ dN" (4N w0 d\" )
|, Z, (@) 2= () a) (5) a)
pit+.tpg=Jj JyBypé:l dt dt 0 dt 0
Plsees p‘m>l

As already mentioned, thanks to ¢ (g9(¢)) = log|(cost,sint)| = 0 the sum taken over
all the terms which contain only go and no differences, equals 0. In the remaining
sum, each term contains at least one factor of the type

d be
(DP9p)oz—(DPg)ogy  or (m) (g —g).
For € — 0 each of these factors is O(g), and the remaining factors are uniformly
bounded independently of €. This proves (6.6) and the claim of the lemma. U
6.1.2 Perturbations of the principal part
We define

Lou = — Z d[j(x)% dij=dj; € szil’y(a), (6.7)
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the second order elliptic operator whose m-th power forms the principal part of the
operator L in (6.3) under investigation. By means of a suitable coordinate transfor-
mation (x1,x) — (&1,&), Q — Q5 (6.7) can be reduced to normal form

v v
aigl 782(6)(97%27

see e.g. [177, pp.66-68]. In this way, the operator L is transformed into an opera-
tor L where Lemma becomes applicable. We check that L remains “close” to
(—A)™ and Q" “close” to B, if the same holds for L and £, respectively. The new
coordinates & = @(x1,x2), & = W(x1,x;) satisfy the Beltrami system in £2, namely

Z,Ov = 7A(§)AV731(§)

99 _anyy tany, 09 _ auV +anyy 68

dx| - o2 0dx s s
a1y —ap, diayn —ap,

Assume that we have already found a bijective, at least twice differentiable trans-
formation
=(p,y): Q — Q" (6.9)

Then as in [177] one finds that
Lou= (Lyv) o @, (6.10)

where we put

v(&1,6) =uod ! (§,&),
A(D(x)) = an(X)ef +2a12(x) @y, @x, +an(x) @y,
= ay (x)y2 |+ 2d12(x) Yy Wi, +a2(x) l//,%2 >0, (6.11)
By (®(x)) = 1](x)(px1x] +2a12 () Pryxy + @22 (X) Pryay
By (P(x)) = a1 (%) Waywy +2a12(X) Wy + 022(X) Wiy, -

We determine y as solution of the boundary value problem

0 dll‘//xl —‘,—dlzl//xz n 0 le‘Vxl +622wx2 =0 inQ,

o \/d11d2 — a3, o2 \/d11d2 — at, 6.12)

y(x) =x ondQ,

and then construct ¢ with the help of the Beltrami equations and the normali-
sation @(0) = 0.

In this special situation, the required results for the transformation @ can be
easily proved directly.

Lemma 6.7. Let & > 0. Then there exists €3 = €3(m, &) such that for 0 < &€ < &
the following holds true.
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Assume that the domain Q is C*™Y-smooth and &-close to B in C*"-sense. Let
the operator L 0f be e-close to (—A)™ in C*"~'"V-sense. Then we have for the

transformation @ : Q — Q" = D (Q) defined in , and , that
o D is bijective, ® € C"Y(Q), &' € C¥Y(QF),
o Qfis g -close to B in C*-sense.

Putting v:=uo®d~!, see , the boundary value problem

{Lu:f in Q,

D%ulyq =0 forla] <m-—1,
is transformed into

{IZVZA'" (fod™!) in QF,

D%|y0: =0 for|al <m-—1.

Here Lv = (—A)"™v + Y igj<2m—14p(- )DPB Yy with suitable coefficients ag € COY(Qh)
such that for all |B| < 2m — 1 the smallness condition

”aﬁ ”CO(E) =&

is satisfied.

Proof. We may assume € to be sufficiently small and in particular 2 to be bounded
and uniformly convex. First we consider the boundary value problem (6.12), which
is uniformly elliptic thanks to [|dij — &;jl|con-1(g) < € with coefficients in the space

C¥"=1Y(Q). Since Q is C?™¥-smooth, elliptic theory (see Theorem shows the
existence of a solution y € C*"7(Q) to r@b At the same time, this differential
equation is the integrability condition for (6.8) in the convex domain €. This shows
that a solution ¢ € C*™¥(Q) of the Beltrami system with ¢(0) = 0 exists.
Next we investigate @ = (@, ¥) quantitatively. For this purpose we consider the
auxiliary function ¥ (x) := y(x) — x, that solves the boundary value problem

d [ an¥, +an¥, 9 [ an¥, +an'¥,

ox - ~ ox - _

! anay —a, 2 a1y —as,

0 dapn J dann .
:_ax _87)6 _— ::F(X],)Q) 1nQ,
! anay —a, 2\ yJanaxn—a,
quﬂ = 07
(6.13)
where

F =0(g) inC*"2Y(Q).

Schauder estimates for higher order norms as in Theorem [2.19]yield
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W —x2llconr @y = ¥ llc2mr@) < CIF llcom27(@);
H‘/’ x2||c2m < CHF”CZm 2.y 5) (614)

Here one should observe that the C*"~!7(Q)-norms of the coefficients in (6.13)
are bounded independently of &; the ellipticity constants are uniformly close to 1.
Finally, by means of the uniform C>”-closeness of the domains to the disk B we
may choose an estimation constant in (6.14) being independent of Q. Taking also
(6-8) into account we conclude that

H(‘D_Id”Cz’"(ﬁ) :0(8)7 (615)

thereby proving the bijectivity of @, the qualitative statements on @~ and Q% =
P(Q), as well as

&' —1d| =0(¢). (6.16)

C2m _Q of

We still have to study the properties of the transformed differential operator L.
From (6.10) it follows that

Lu=L{u+ Y aﬁDﬁu
B|<2m—1

= {I:G”v+ Z (aﬁofbfl) (Dﬁ(vocb))o©l}o¢

|Bl<2m—1

= {I:glv—&— Y dﬁDﬁv} od =: (A" Lv)o .
IBl<2m—1

Here the new coefficients ag contain additional derivatives of & of order at most

(2m—1) and hence ||ag|| o 5z @) = = O(¢). Finally, Loy = —AAv — B, a% _329%’ SO

we still need to show that

||A l”ch 2 _Qh) 0(8)7 ||Bj||c2r’n72<&) = 0(8)
Observing the definition (6.11) of A, B}, By, this follows from the properties
and (6.16) of @ and the assumptions on the coefficients ;. O
Proof of Theorem[6.3] It follows by combining Lemmas O

Remark 6.8. Similarly as in Section [5.2] also here one has results on the qualita-
tive boundary behaviour of solutions. Using the theory of maps described above
and referring to Theorem [5.7]instead of Theorem [5.4] the claim of Theorem[5.7] on
the m-th order boundary derivatives of the solution remains true also under the as-
sumptions of Theorem while the Dirichlet boundary data have to be prescribed
homogeneously.

On the other hand, if one wants to study the influence of the sign of D"~ 'u|; on
the sign of the solution in 2, while the first (m —2) derivatives on d€ are prescribed
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homogeneously, one has to ensure that the assumptions of Theorem|[6.3]are satisfied
by the (formally) adjoint operator L*. This means that if we assume that Q is close
to B in C*"-sense, L close to (—A)™ in C*"-sense, ag € CBl(Q) and llag ”C\ﬁ\(ﬁ)
small, then the conclusions of Theorem [5.6]remain true.

Our methods are not suitable to carry over further statements of Section [5.2] on
the influence of u|yp on the sign of u in B to the situation of Theorem This is
because in the relevant result Theorem only perturbations of order (m —2) can
be treated, while terms of order (m — 1) may indeed arise. However, in the special
case of the polyharmonic operator, using Sassone’s paper [358], we expect that a
positivity result with respect to the two highest order boundary data may also be
shown in domains Q being a sufficiently small perturbation of the disk.

6.2 Small negative part of biharmonic Green’s functions in two
dimensions

We come back to the question raised in Section whether the negative part of
the biharmonic Green function is small in a suitable sense when compared with its
positive part. In two dimensions, we have a family of domains — among which are
even nonconvex ones — with positive Green’s functions. These limagons de Pascal
are discussed first and serve as a basis to give a first answer to the question just
mentioned.

6.2.1 The biharmonic Green function on the limacons de Pascal

Lemma [6.5] does not supply us with a reasonable bound for the perturbation in or-
der to have a positive Green function. Hadamard found an explicit formula for the
biharmonic Green function on any limagon. As already mentioned in Section[T.2]he
claimed in [222] that these Green functions were all positive. Although this claim
is wrong, his formula allowed Dall’ Acqua and Sweers [120] to show that the Green
functions for a sufficiently large class of limacons are indeed positive. We define the
filled limagon by

Q,=(—a,0)+{(pcosg,psing) e R*; 0 < p < 1+2acosp}. (6.17)

For a € [0, 3] the boundary is defined by p = 1+ 2acos @; for a = 0 it is the unit
circle and for a = % one finds the cardioid. In Figure in Section , images are
shown of these limagons which are rotated by %ﬂ.

Proposition 6.9. The biharmonic Green function for Q, with a € [O, ﬂ is positive
ifand only if a € [O,% 6}.
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Before proving this result we fix some preliminaries that will give us additional
information on what happens when positivity breaks down. To do so, we fix the
conformal map h, : B = ¢ — €, that maps the unit disk on the perturbed domains
and that keeps the horizontal axis on the horizontal axis. In complex coordinates it
is defined as follows

ha (M) =1 +an’.

The Green function on £, is defined through the coordinates on B; see Figure [6.1]
for these curvilinear coordinates. We remark that according to Loewner [278]] the
only conformal maps which leave the biharmonic equation invariant are the Mobius
transforms.

Fig. 6.1 Transformed polar coordinates corresponding to /.

Let us write
hg (Tl) =x; +ixy and h, ((S) =y1+iy

and

= 1
r=In-E¢&|, R:|1717§‘ and s‘n+§+a

The formula Hadamard presents in [222] using these coordinates is

R2 R2 &2 R2 /R 2
1 222
GQa(x,y)—ﬁa Sr (rzllog<r2)]—2a252]?2(r21) .

To verify that this is indeed the biharmonic Green function for £2, requires some
tedious calculations which can be found in [120]. By setting

(g
F(B,g)=q—1-logg—f . (6.18)

one obtains that
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G.Qa (x7y) = ﬁazszrzF (ﬁaq) 5
and that the Green function Gg, (x,y) is positive if and only if F (,q) is positive
for all the appropriate values of
2 R2 R2

a
dg="=.
9=

=———" an
1—2a2 52

B

One has g € [1,00] and moreover, for x — y € Q, one finds that ¢ — oo and for x — x*
ory — y* with x*,y* € dQ, and x* # y* it follows that g — 1.

Lemma 6.10. The function g — F (B,q) : [1,00) — R has the following properties.
It has a double zero for g =1 and

e if0< B <3, then it is positive on (1,50) and convex;

° lf% < B <1, then there is qg > 1 such that the function is negative on (l,qB)
and positive on (q/; , 00) ;

e if B > 1, then the function is negative on (1,00).

Proof. Let us first give the derivatives

d g1 g+1 22 q-2p
SR~ (1—B ! )andaqzﬂﬁ,q)— =,

One finds stationary points ¢ = 1 and ¢ = gg := /(1 — ) with gg > 1 only if
B e (%,1). From %F(ﬁ,q) < 0 for g < 2P and %F(ﬁ,q) > 0 for g > 2f the
claim follows. (|

HB.9 B=0

Fig. 6.2 Only the functions g — F(f,q) in the shaded area produce positive Green functions

Remark 6.11. For = & = —2a+ iv/1 —4a? one finds

4q*

b= (1—2a2) (1—4a2)

and g = 1. (6.19)
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Since B and g are continuous functions of n and & for & # 1) € B, a necessary
condition for positivity is
4a* 1
(1—2a%)(1—4a?)

For a € [0, 3] this last inequality is equivalent to a € {O, : 6} .

For a € (%\@, 1/2] this disproves a claim by Hadamard [222], according to
which the clamped plate problem is positivity preserving for all limacons.

In order to find a positive Green function it is hence sufficient to show that § < L

which is in its turn guaranteed when, for a € [O, é 6} , the following holds for all

n,§ € B:
204 [1-né[* < (1-2d%) [ +a(n+&)P.

Setting n; = Ren, 1, =Imn and 51 = Reé, N2 =Imn and <T]7§> = 1‘[161 +T]2§2,
this condition can be rewritten as

B(n,&) <0, (6.20)
where (1, &) is defined by

B(n,&)
- 2a4(1+|1‘]|2) (1+|<§|2)7((172a2)(1+2a(n1+§1))+a2|n+€\2).

In order to show f8 < % on B? we may restrict ourselves to check (6.20) only for
certain pairs (,&) € B. For the limagons the next lemma confirms the conjecture
that sign change under smooth perturbations of the domain starts from the boundary.

Lemma 6.12. Let 11, & € B. It holds that B (n,&) < B (. %) for x € B satisfying
1
%] =2 max([n|,|G]) and Rex = SRe(n +¢).

Proof. The left term of (6.20) increases when 1) and & are replaced by x and ¥. At
the same time the right term decreases since

M+EP=m+&)+(Mm+&) > m+&) =x+7/*

Lemma 6.13. 8 (¢/?,e7¢) < 1 for all ¢ € [0, 7] ifand only ifa € [O,% 6}.
Proof. The inequality (6.20) with n = ¢/? and & = e~ is equivalent to

(1—24%) (1+4acos @) +4a* (cos ¢)* — 8a* > 0.
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The minimum of f,(r) = (1—2a?) (144at) +4a**> — 8a* is assumed for

1-24°
- —2a

la

Only when a € [1(v/3—1),1] one finds #, > —1. Hence for a € [0, (v3—1)]
the function f; on [—1, 1] has its minimum in —1 and

(1—2a%) (1+4acos @) +4a* (cos @)* —8a* > (2a—1)* (1 —24%) > 0.
Fora € [% (V3-1), %] one finds that f, on [—1, 1] has its minimum in #,:

,min (1—2a%) (1+4acos @) +4a* (cos @)* — 8a* = f, (1) = 2a* (1 —6a?) .
SQs7m

This last expression is positive if and only if a € [0, %\@] . (|

Proof of Proposition By Lemma [6.10| a necessary and sufficient condition for
Go, (., .) to be positive is B < 1, which is guaranteed by B < 0. By Lemma
one finds that it suffices to prove

N
sup B(x,x)si.
XEIB

The last step follows from Lemma[6.13] O

6.2.2 Filling smooth domains with perturbed limacons

As mentioned before, the Green function for the biharmonic Dirichlet problem is in
general not positive. The few exceptions that we know can be classified as follows:

e Domains for which an explicit biharmonic Green function can be constructed
and for which this Green function is positive. Typical examples are the limacons
of the previous section.

e Domains which are small perturbations, in the sense of Theorem@ of a domain
that is known to have a positive biharmonic Green function with G satisfying
similar estimates as the Green function on the disk.

We have formulated this second class of domains more widely than just perturba-
tions of the disk. Indeed, the proof of Theorem [6.3|can be copied starting with any
limagon £, as in with a < é\@ One could even start with domains which
are images of those limagons under a Mobius mapping. Although here we only need
Mobius transforms in R2, we briefly discuss them in R”. This shows that it is not a
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lack of M&bius transforms which prevents us from extending the present reasoning
to any space dimension.
Let us recall that every Mobius transformation ¢ of R” can be written as

¢=¢iojod

with j an inversion:
. -2
JOx) =Ix"x

and ¢; a similarity:
¢;(x) =a+cMx, (6.21)

where M is an orthogonal matrix, ¢ a nonzero multiplication and a a shift. They
possess the following property.

Lemma 6.14. Let ¢ be a Mobius transformation in R". Then
1_k 14k
Ak (de " u0¢> =gt (Aku> 0

with Jy = ‘det (%) , the modulus of the Jacobian determinant.
J

For a proof see for example [119]. Only due to the inversion the shape of a
domain will change. This lemma allows one to pull back the Dirichlet biharmonic
problem from ¢ (2,) to £, and to use the Green function on €, for the problem
on ¢ (). Of course, a Mobius transformed ball is still a ball. Examples of Mobius
transformed limagons can be seen in [119].

Having seen the relatively limited possibilities to have a positive Green function,
one is curious to see how big the negative contribution of the Dirichlet biharmonic
Green function might be.

We will give a first and still preliminary answer to the following question which
was raised already in Section [I.2] and which may be considered as an adequate
reformulation of the Boggio-Hadamard conjecture:

Is positivity preserving in any bounded smooth domain £ possibly “almost true” in the
sense that the negative part G, (x,y) := max{—Ggq(x,y),0} of the biharmonic Green func-
tion under Dirichlet boundary conditions is “small relatively” to the singular positive part
G} (x,y) :=max{Gq(x,y),0}?

In this section we will give an outline for the two-dimensional case, while for gen-
eral dimensions, we refer to Section[6.4]
The main result is as follows.

Theorem 6.15. Let Q C R? be a bounded C*Y-smooth domain and let Go denote
the biharmonic Green function in §2 under Dirichlet boundary conditions.

Then there exists a positive minimal distance 0 = §(Q) > 0 such that for any
two points x,y € Q, x #y,
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|x —y| < & implies that G (x,y) > 0. (6.22)

In particular, there exists a constant C = C(Q) > 0 such that for all x,y € Q, x £y,
we have the following estimate from below:

Gal(x,y) > —Cd(x)*d(y)*. (6.23)

Remark 6.16. Together with the estimate from Theorem (case |a| = |B| = 0)
we obtain that with a constant C = C(Q)

d(x)d
~Cd(Pd) < Galny) < Cd(x)d(y) min {1|”(|§)} |
xX=y
Both estimates are sharp in general. For the lower bound we refer to Garabedian’s
example [176]], while for the upper bound one may see Theorem [4.6] For x or y
closer to the boundary than to each other, the estimate from below is by a factor
|x — y|? smaller than the estimate from above.

The key step in proving Theorem [6.15] consists in decomposing the Green func-
tion into a singular positive part modeled along sums of Green functions in suitably
perturbed limagons and a subordinate smooth possibly negative regular part.

Lemma 6.17. Assume that Q C R? is a bounded domain with dQ € C*Y. Then the
biharmonic Green function Gg for (6.1) can be written as

GQ (-xay) = Gf(éng(x7y) +G;§g(-x7y)
such that for some c,c1 > 0:
ine d(x)d
0< G (x,y) < e1d(x)d(y) min { 1 |(”|§)} , (6.24)
xX—y

and )
G5E(x,y)| < c2d (x)d(y)?

for all (x,y) € Q2% Moreover:

1. GI® € T (Q2) Ny (22) NCH (Q2\{(x,x);x € Q}) forall 7€ (0,1);

2. G et (@) NC (22).

For a compact set K, the space C}(K) is defined to consist of all functions g € C'(K)
satisfying g = |Vg| = 0 on dK.

The proof of this lemma is rather technical and lengthy. A detailed proof can be
found in [[117]. The main ingredients are first the positivity of the Green functions
for the limagon and its e-close C>7-perturbations, and secondly filling the domain
from the interior with finitely many of those limagons. See Figure[6.3]
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Fig. 6.3 On the left a domain Q2 with one of the finitely many subdomains ; close to limacons
for which the union is exactly this domain. On the right this subdomain with the supports of Vy;
and V;.

Sketch of proof of Lemma In the first step one proves that for the domain
Q in Lemma there exist finitely many, say k, domains ;, which are, after a
similarity transformation, sufficiently e-close in C37-sense to a limagon Q,, with
a; < +V/6, that is
Q=) @
1<i<k

Here, sufficiently close is such that the individual biharmonic Green functions on
Q; satisfy for some cy,c; € RT

di(x)di(y)

" } < Gg,(x,y) < cadi(x)di(y) min{l,
xX=y

cldi(x)di(y)min{l, d,(x)d,(y)}v

e —y[?
for all x,y € Q; where
di(x) = inf{|x —x"|;x* € 0Q;}.

The boundary d£2 is then covered by finitely many arcs I; C d€;, sayi=1,...,k' <
k:
o= J L
1<i<k

k

For the second step one constructs a partition of unity { xi€C” (Q; [0, 1]) }izl

such that Y%, i = 1 on Q and
support(x;) C Q;UI;.

One defines cut-off functions {y; € C= (2;[0,1]) }k

;1> related to this partition of
unity, with
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support(y;) C Q;UI;
y;(x) = 1 for x € support(y;),
support(Vy;) Nsupport(y;) =0

See Figure[6.3] Next, one defines

k
GI(x,y) = ; Vi(x)Go, (x,y) %i(y),

GE(x,y) = Galx,y) — Go®(x,y),

with Wi (x)Gg, (x,y)xi(y) extended by 0 if x ¢ ©; ory ¢ Q.
Take some y € Q, keep it fixed in what follows and define [, := {i: y €
support(x;)}. Then

G (x,y) = Y wilx)Go, (x.3)x:(y)

i€ly
and one finds in distributional sense that

‘ 0 i.fx ¢ Uicr, support(y;) =: Ay,
A*GH8(x,y) = ¢ 6.(y)  if x € Usey, support(yi) =: By, (6.25)
Yier, Ax 2 (yi(x)Goy(x,)) 1i(y) ifx e Ap\By,.

Note that AX2 (Wi(x)Ga,(x,y)) xi(y) =0o0n (A \By,) N (Az, \support(Vy;)). In other
words, Gy, © takes care of the appropriate singularity at y and is positive through

the construction that uses the Gg,. The support of Gsfi;g lies in a band around the
diagonal {(x,x); x € Q}. See Figure[6.4]
For the biharmonic operator apphed to the difference Gf(x,y) = Gq(x,y) —

G}lzng (x,y) only the third term in remains. i}nce A’Ggf(x,y) is zero near
the diagonal {(x,x);x € Q} it can be shown that G;® is a smooth as the boundary
allows:

x Y ui(x)Gay(x,)2(y) € C*7 (A, \By ) (6.26)
i€ly
The support of G,* will in general be the full Q x Q.

The estimates for GQ ¥(x,y) are inherited from those for G, (x,y); those for
G ¥ (x,y) from the boundary conditions and (6.26} - O

Sketch of the proof of Theorem By carefully checking the proof of Lemma[6.17
one finds a ro > 0 and a positive constant ¢ > 0 such that there is the following
estimate:

G(x,y) > cd(x)d(y) min { 1, ‘is‘)"y('?} for [x—y| < ra.
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Fig. 6.4 Scheme for the support of G?zng, Ang"g and A2GE, highlighting support (;) x
support (y;) and twice support (;) x support (Vy;) for one specific i.

As a consequence one concludes that near the boundary the regular term Ggg is
dominated by the singular term G, ®. Hence, there exists € > 0 such that if d(x) < &,
then Gg (x,y) > 0 for y € Be (x). In other words, we have local positivity near the
boundary.

In order to prove local positivity also in the interior we observe first that for x € Q

Ga(x.1) = [ (4,Ga(wy)*dy>0.

Moreover, in two dimension, Gq (., .) is continuous on Q x Q. Hence, there exists
0< 6 <esuchthatx € Q,d(x) > ¢, |x—y| < 6 implies that Gg (x,y) > 0. Together
with the local positivity near the boundary we may conclude that for any x € €2,
¥ € Bs(x) N Q2 one has Gg(x,y) > 0.

The estimate G (x,y) > —Cd(x)?d(y)? on Q x Q follows directly from the local
positivity just proven and the estimate from Theorem [4.28] O

Lemma [6.17] allows for proving one-sided pointwise a priori estimates of solu-
tions in terms of the data and a very weak negative Sobolev norm of the solution
itself.

Theorem 6.18. Assume that Q C R? is a bounded domain with Q € C*Y. Then
for any g > 2 and € > 0 there exists a constant c, o ¢ > 0 such that for f € LP (Q)

with p € (1,0) the solution u € W*P ﬂWoz’p(.Q) of satisfies for all x € Q:

u(x) < cge (15 ot e  1lhw-1a())

Here f+ = max{f,0}. A similar estimate holds from below with f* replaced by

f~ =max{—f,0}.

sing

Sketch of the proof. It uses the construction of G, * and ng in the proof of
Lemma[6.17] By increasing the number of domains £; one may find a correspond-
ing partition of unity {);;i = 1,...,k} with support(y;) C Bg/»(x') for some x' € Q.
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Setting

= [ wi0Ga,(x3)10) 70y
and using the positivity of Gg, one finds u;(x) = 0 for x ¢ B, (x') and
W< [ wi0Ga )0 )y
g/z(xl)mg-
<c Hf+HL1 (Beja (v)ne) <c Hf+HL1(Bg(x)mQ,-)

when x € B, /z(xi). Since x € support(y;) for at most finitely many i’s, one obtains

k
smg Z /Gsmg dy<C||f HL1 (Be(x)NR) *

The function u — 18 satisfies

42 (u—wt) ()| = ‘f ) -Xi, 47 (Wx) /, Ga (x,y>xi<y>f<y>dy) ‘
B T catwn [ Galeamoi]

la+pB| =
\(x\>1

<Z;1 Y CO‘

lo+ Bl =
|(x\>1

Dy DB/ Go,(,y) %) f(y)dy

L= (support(Vy;))

By the Sobolev embedding W' C L* for ¢ > 2 and the properties of ; it follows
that

HD"‘ ()D? / G, (- ) 1))y

L= (support(Vy;))

<[22 [ Gat- o]

Wy ¥ (support(V ;)

= |[Dy;(. Dﬁ/ Go, (- y)1i(y) (A%u) (v)dy

Wy (support(Vy;))

= (.)DP / (. »20)) u(y)dyH . (6.27)

Wy (support(Vy;))

This last expression does not involve points (x,y) near the diagonal: support(y;) x
support(Vy;) is as in Figureon the right. So (x,y) — D¥wi(x)DP G, (., y)2:(»)
is a C*-function with compact support. It allows us to estimate by a weak
norm of u like e.g. [|u[y-14(q)- Elliptic L"-estimates, see Section[2.5.2} and Sobolev
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embeddings translate in several steps the L*-bound for A2 (u — uSing) into an L*-
bound for u — e O

6.3 Regions of positivity in arbitrary domains in higher
dimensions

The remaining part of this chapter is mainly devoted to the biharmonic Green func-
tion in dimensions
n>3,

which corresponds to the Dirichlet problem

{Azu:f in Q,

(6.28)
u=|Vu|=0 ondQ.

For brevity let Gg := G2 ¢ denote these Green functions in what follows.

One goal will be to verify perturbation results like Theorem[6.3} another to prove
“smallness” of the negative part G, in general bounded smooth domains 2 C R"
also if n > 3, i.e. to extend Theorem to higher dimensions. Our strategy to
achieve the second goal is to identify subsets

P CQxQ\{(x,x)}
where one can directly and explicitly verify that
Go(x,y)>0 for all (x,y) € &.

Further steps to be done in Sections [6.4]and [6.5] will be a blow-up analysis and a dis-
cussion of several limiting situations, which all together will imply also perturbation
results to achieve the first goal.

A first step to identify positivity sets & was done by Nehari [322] in dimensions
n =2 and n = 3. Developing Nehari’s idea, in Section [6.3.T|we prove the following
result.

Theorem 6.19. Ler n > 3. Then there exists a constant 8, > 0, which depends only
on the dimension n, such that the following holds true.

Assume Q C R" to be a C*"-smooth bounded domain and let Gg := G2 ¢
denote the Green function for the biharmonic operator under Dirichlet boundary
conditions. If

|x —y| < 8, max{d(x),d(y)},

then we have
Go (xay) > 0.

For the constant 8,, one may achieve that
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& >4-2V3~0.53,
84 > 0.59,
6, >0.6 forn>S5,

and

~ 0.618.

,}13305”: 2

We recall that d(x) = dist(x, d Q). For two-dimensional domains, only a much more
restricted statement seems to be available, where also the maximal distance of x,y
to boundary points of d€ is involved, see [322].

By making use of d(x) < d(y) + |x—y| one may observe that the condition
x—y| < 8, max{d(x),d(y)} implies that |x — y| < 1% min{d(x),d(y)}.

The preceding theorem shows that the negative part of the Green function is
uniformly bounded and hence relatively small compared with the singular positive
part, as long as x and y stay uniformly away from the boundary d Q. It is remarkable
that the constant &, can be found independently of the domains . In this form, the
result cannot be deduced from Schauder-type estimates.

With slightly more complicated but similar techniques as in the proof of Theo-
rem|6.19} one may also cover the Green function for the Dirichlet problem G(_4)m o
for the polyharmonic operator. By means of the formula

ux) = [ Giapaley) F0)dy
we find solutions of the polyharmonic Dirichlet problem

(—A)"u=f inQ,
(6.29)
D%ulgo =0 for|a|<m-—1,
provided f and €2 are smooth enough.
In order to avoid distinctions and too many technicalities we prove in Sec-
tion the following result only for large dimensions.

Theorem 6.20. Let m € NT, n > 2m. Then there exists a constant Omn > 0, which
depends only on the dimension n and the order 2m of the polyharmonic operator,
such that the following holds true.

Assume  C R”" to be a C*™Y-smooth bounded domain and let G(_ayn.q denote
the polyharmonic Green function under Dirichlet boundary conditions. If

‘x—y| < 5m,n max{d(x),d(y)},

then
G apa(x,y) >0.

For the constant 8y, ,, one may achieve that
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C(m)IC (3 TC(m)2 (3 2
5m,2m+1 > 14+ L(lz) — |1+ (m) (122
I (m+3) I (m+ %)
and, for fixed m, that
11m5m,,:\/§_1 ~0.618
n—eo 2

Remark 6.21. 1. A similar result was obtained for n = 2m by Kockritz in a seminar
thesis [250]]. Checking carefully the proof below indicates that it can be extended
ton > 2m — 1 but will presumably fail for n < 2m — 2.

2. Numerical evidence indicates the following for the constants J, .

oo .. . V5—1
e For each m the sequence (8,,,);,,. iS increasing to ¥=—.

e The sequence (8, 2m+1)5_, is decreasing to 0.

e We provide lower bounds for J,,,, the limit of which for n — o is @,

independently of m. The speed of convergence, however, seems to depend
strongly on m.

6.3.1 The biharmonic operator

In this section we prove Theorem @} We consider the situation where, for some
R > 1, we have
B .= Bl(O) CQ CBg:= BR(O)

and write, for suitable f : R" — R,

Yaf(0):= | Galxy)f0)dy

which yields the solution u(x) := %q f(x) to the Dirichlet problem (6.28).
Let us recall that a fundamental solution for A on R” is given by
Culx[*" if n ¢ {2,4},
F(x) = ¢ —2cqloglx| ifn=4,

2¢5|x[*log x| if n =2,

where
1
2(n—4)(n—2)ne,
1
8ne,,

ifng{2,4},

Cp =

ifne{2,4}.
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The Green function may be decomposed into the fundamental solution plus a regular

part
G_Q(X,y) = Fn(|x_y|) +H.Q(x7y),

where Hg € C*Y (§2> We will also use
Hof ()= [ Ha(x)f0)dy.
Lemma 6.22. Let f, g be smooth and supported in B. Then
4 [ (A%0f) (A%ag) dv> [ (F(Haf — Haf) +8 (g — Hig) d
+ [ (F Gn+ In8) +8 (Gaf + )
Proof. We consider the quadratic form
3 (B.7) - [ (BAYf +7A%0g) dx

and show that this is non-decreasing with respect to domain inclusion. For this pur-
pose one considers @ C Q2 and one gets

| (BASaf +7A%0e) dv— [ (BAYuf +1ADug)” dx

= | (BAYaf+7a%ag) dr+ | (BADuf +vATug)" d
=2 [ (Bt +19ug) (BAGuf +74*ug) d

~ | (BAYaf+va%ag) dx+ | (BAGuf +7AYug) dx
=2 [ (Bt +1ug) (BS +75) d

— | (BAYaf+vA%0g) dx+ | (BAGuf +7AGug) dx
2 [ (Bt + Yug) (BA*Saf +1A%Y0s) dx

= | (BAYaf+va%ag) dr+ | (BADuf +vA%ug)" d
-2 [ (BAYuf +7A%08) (BAY0f +YAY0g) dx

-/ o (BATaf+1a%08)" dx

+ /w (B(AYaf — A%uf) + Y(A%ag — AGwg))? dx
> 0.
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In a first step we exploit this monotonicity in B C Q with § = y =1, that is
| (a%af+a90g) dx> [ (Gaf +A%g) di= [ (F+ 9% (f+9) dx

(6.30)
In a second step it is used in 2 C Bg with § = —y =1, that is

| (@af—290g)7 dr< [ (MG s —Ang)? dr= [ (f =), (1 —g) .
¥ 6.31)
Subtracting from (6.30) yields

4/ (A%af)(A%q0g) dx > /f(%f*%Rf) der/g(%g*%Rg) dx
Q B B
+/f(%g+%kg) dx+/g(%3f+%Rf) dx.
B B

Since ¥ — ¥p,, = Fp — 3, the claim follows. O
Lemma 6.23. For x,y € B, x # y, we have the following estimate from below for the

biharmonic Green function of 2,

Ga () 2 5 (Hy(x,) — Hay (5,3) + H (1,3) — iy (7))

+ 5 (G(w.3) + Gy (5,).

Proof. The statement follows directly from Lemma|[6.22] by taking smooth approxi-
mations of the Dirac delta distribution concentrated in x and y respectively as f and
g- One also uses the symmetry of the Green function G (x,y) = Gg(y,x). O

Proof of Theorem [6.19] We recall from Lemma [2.27] that for n > 4 and n = 3,
observing that ¢z < 0,

4—n

Gn(e) = end Jrosl "2 ity = E [ gy E e
xX,y) =cp{ |x— - xly— = — |xpy— = x— ,
B y n y 2 y |x| 2 y |x| y
(6.32)
4—n 1 1
GBR(xay):R Gp Exa*y ,
n—2 X2\
Hp,(x,x) = —cy 5 (R—R) , (6.33)
while forn =4
2
X X 2
B(X,y) =c4q — - v - - )
Gp(x,y) = ca ¢ —2log|x —y| +2log ||xy ] 1+ ||x[y o lx =y

(6.34)
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1 1
GBR(xay) = GB (Rx, Ry> 5

2
X
Hpg(x,x) = 2c4log ( — RZ) —c4+2c4logR. (6.35)
In order to prove Theorem[6.19] by rescaling and translation, it is enough to consider
x=0,y€ Bs,(0), where §, € (0,1) has to be suitably specified below.
We consider first the case n > 4, where Lemma [6.23] and formulae (6.32)—(6.33)
yield

4—n
4 n—2 n—2 , n—2 ond—n  n—2 Mz
— > - — R - —=(1- — (R—=-
. Ga(0y) = ==+ 5 (=Dl +— ( R

HAT = (n=2) + (n =4 — (1= 2)R 4 (n— 4Ry

Letting R — oo, we obtain
4 _ n—2 4-—n 3
—Go(0.) 24" "+ (=) === (1-bP)" "= 5(—2).  (636)
n

If n = 5 one has to check whether
o 11 5 5
0 <4—6ly[—4ly"+ -yl = yP.

The right hand side is strictly decreasing in |y| € [0,0.6] and takes on a positive
value for |y| = 0.6. According to maple™ the above inequality is satisfied for |y| €
(0,0.612865...).

If n > 6, we drop the term (n —4)|y|? in and have to determine §, such

that ) 3
48" =" (1- 52) " - Sn=2)>0. 6.37)

Asymptotically, &, should be chosen close to the positive root 8. of
§=1-8,

ie. to 8. = (v/5—1)/2. We show that (6.37) is satisfied with &, = 0.6, i.e. that

3\ n—2/16\*"" 3
2 — — —Zm-2)>
4<5> 2 (25) 5(=2)=0

S8 (n-2) <12)n_4—3(n—2) @)H >0,

The left hand side of the last expression is increasing for n > 18 and attains positive
values for n =6, ..., 18, thereby showing that (6.37) holds true for &, = 0.6.
We discuss now the case n =4 and choose R > 1, where Lemma [6.23] and for-

mulae (6.34)—(6.35) yield
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2 M§ 2
:GQ(OJ) > —log I_F +log (1—[y|*) —2logR —4log|y|
4

+ 2logR—2+] |2+w
og Wt
> 10g (1= 22 1o (1—[y2) —4logly| — 2+ s DE
> —log o g(1—1|y ogly Wt 2

Letting R — oo, we conclude that
3G 0,y) > —41 log (1—[y*) —=2+1y[?
o a(0,y) > —4log|y|+1log (1 —[y[*) =2+ [y|*.

The right hand side is certainly decreasing in |y| € [0,0.6] and takes a positive value
for |y| = & = 0.59. With the help of maple™ we see that it is positive for |y| €
(0,0.594160. ...

Finally, we discuss the case n = 3, where c3 = 7# < 0. Proceeding as before
we find

2 1 v
—=Ga0,y)> = (1-R+1—|y?—R+=-
e .Q( 7}7)4< + |y| + R
1 R 1 1 .,
+<—2)’+2+2+(2+2R)|y| >
1 3
=12yl + - y*+ =y
I+ 2 b1+ 5]

Letting R — oo yields
2 1
—=Ga(0,y) > 1=2|y|+ 7y,
Cc3 4

where the right hand side is positive for |y| < 4 —2+/3. O

6.3.2 Extensions to polyharmonic operators

Here, we prove Theorem The arguments are very similar to Section and
we may be very brief and focus mainly on what is different. Throughout this section,
according to Theorem [6.20] we confine ourselves to the case

n>2m.

We consider
B :Bl(()) C Q CBg :BR(O)

and the Green function G(_syn o corresponding to (@) in Q. Again, this Green
function may be decomposed into a singular and a regular part
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2m—
G(—ayn.0(X,Y) = culx = Y[ "+ H_ppm o (x,Y),
—=2 . .
where H_pym g € C?>"7(Q") denotes the regular part and c,,,, > 0 is a suitable

positive constant. Lemma [6.23] directly generalises to the polyharmonic situation
and we may perform the

Proof of Theorem[6.20} According to Lemma [2.27| we have with a suitable positive
constant k,, ,,

[xly— 17|/ =l _
Gy p(6,Y) = kplx—y " / e (P =1)"""W v, (6.38)
1
2m—n 1 1
G(—A)’".BR (x,y) =R G(—A)m,B Ex, Ey 5 (639)
2m—n
Kunn |x|2
H_pym =——(R—— . 4
(~aym B (0 X) = = ( R (6.40)
The constants ¢, , and &y, ,, are related by
i (m—1
oo 1 m—1 (71)](”’ )
Cmn = km7n/l (V2 — 1)m Vl "dy = kal(—l)m ZO 2‘]—"_72_]’1
j_
2" (m—1)!
S G

m

[T(n—2))

j=1

The latter identity is verified by induction.

By the generalisation of Lemma[6.23] formulae (6.38)—(6.40) and letting R — oo,
we obtain

k oo _
G(,A)m7Q (07y) > Cm,n|y|2m7n _ %|y|2m7ﬂ /1/‘ ‘ (VZ— 1)”" lvlfndv
y

B 4(nki’;m) (1 +(1- |y|2)2m—")

k m—n
> Cmi‘n|y|2m—ni$) (1+(17‘y‘2)2 ) (6.41)

2 4(n—2m
so that
4(n—2m 2(m—1)! _ 2m—
%G<,A>m,g(0,y)z,,,57)|ylzm 1= (=P 642)
m,n

)

(3-9)

Certainly, one finds 8,, , > 0 such that the right hand side is positive for |y| < Gy.,.
For m fixed and n — oo, the powers 2m — n dominate all the other terms and Sm_,,

e

~
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may be chosen such that they approach, as in the biharmonic case, the positive zero
O Of
§=1-8,

which is precisely @ In the case n =2m + 1, || reads

4 rmr(3) 1 1
Gi_ama(0y) >2—— 20 ] (6.43)
by (@ 0) 2 2 T N T T T
r(mr(3) 1 1
J@—¥Lf—u~—f. (6.44)
r(m+15) bl 1=yl
The right hand side (6.44) is positive if and only if
'm0 (3 r'(m)2r (3)°
<t DW0G) IO G) (6.45)
L (m+5) r(m+1)

One might wonder whether dropping a positive term in (6.41) gives rise to a very
rough estimate. The previous estimate would still allow for choosing &, 5 =
0.46, while the right hand side of is positive for |y| < &, 5 = 0.54. On the other
hand, according to Theorem 025 = 0.59 is admissible. This shows that one has
not lost much in (6.41). In any case, our proof shows that we cannot do better than
a constant &, , With limy, e O 2m+1 = 0, even if one had kept the second term in

®4T). O

6.4 Small negative part of biharmonic Green’s functions in
higher dimensions

The goal of this section is to extend Theorem[6.15]to any dimension n > 2.

6.4.1 Bounds for the negative part

Theorem 6.24. Let Q C R" (n > 2) be a bounded C*Y-smooth domain. Let Gg
denote the biharmonic Green function in 2 under Dirichlet boundary conditions.

Then there exists a positive minimal distance & = 8(Q) > 0 such that for any
two points x,y € Q, x £y,

|x —y| < & implies that Gg (x,y) > 0. (6.46)

In particular, there exists a constant C = C(2) > 0 such that for all x,y € Q, x # y,
we have the following estimate from below
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2 2
Ga(x.y) > —Cd(x)2d(y)*. (6.47)

For n = 2, the statement just recalls Theorem [6.15] The proof for the case n > 3
will be given in Section[6.4.2]

Remark 6.25. So for any bounded C*7-smooth domain  C R” there exists a con-
stant C = C(£2) > 0 such the biharmonic Green function G, satisfies the following
estimate:

d(x)*d(y)?

C|x—y|4”min{l7 P

} if n >4,

d(x)*d(y)? .
—Cd(x)d(y)? < Galx,y) < { Clog (1 + M) if n=4,

Cd(x)2711/2d(y)27n/2 min { 1, d(x)n/2d(y)n/2 }

o=yl
ifn=2,3. (6.48)
The estimates from above follow from the two-sided estimates in Theorem [4.28]
See also ({#.8). Even for n = 2,3, where the Green function is bounded, the bound
from below in[6.48]is a strong statement because in the case where x or y is closer to
the boundary than they are to each other, we gain a factor of order |x —y|" compared
with the estimate in Theorem {.28]

Remark 6.26. A functional analytic approach by Malyshev [283] shows for n =2,3
this estimate from below:

G a(r.y) 2 —c<rz>¢cAz,g (v, X)Ga2 0 () (6.49)

with a constant C(£2) € [0,1). Starting from (4.8) and using C(£2) < 1 it follows
that the optimal constant for G2  from below in l-i for x near y is smaller than
the one from above. From and 8)) alone one does not get a qualitative better
estimate from below as in (@])

Since Theorem [6.24] in the case n = 2 is already proved by Theorem [6.15] we
restrict ourselves in what follows to

n>3.

And as we already mentioned, completely different techniques than for n = 2 have
to be used.
6.4.2 A blow-up procedure

The proof of Theorem [6.24] as well as the perturbation result Theorem [6.29] below
are deduced from the following statement that for smooth perturbations of a fixed
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domain, pairs of interior zeros of the biharmonic Green functions cannot get arbi-
trarily close to each other. Theorem|[6.29 will extend Theorem|[6.3]for the biharmonic
operator to dimensions n > 3 and will be proved below in Section [6.3]

Theorem 6.27. We assume that n > 3 and that (€;) is a C*V-perturbation of the
bounded C*Y-smooth domain Q according to Definition Let Gy = G2 g, de-
note the biharmonic Green functions in §; under Dirichlet boundary conditions.
Then there exists a positive number & > 0, which is uniform for the whole family of
domains, such that for all k € N it holds that

X,y € Q, x £y, Gr(x,y) =0 implies that |x—y|>§.

Proof. 1. The proof will be performed by contradiction making use of a rescaling
or blow-up analysis which was developed by Grunau and Robert in [207].

After possibly passing to a subsequence, possibly replacing £ with some fixed
£, and possibly relabeling the sequence we may assume by contradiction that

there exist xg, yx € Q, xx # Yk, such that |x; — y;| — 0 and Gy (xx,y,) =0. (6.50)
In view of local positivity — see Theorem [6.19]— there exists p > 0 such that
|k — yi| > p max{d(x¢,dQ),d(yr, )} (6.51)

In particular, x; and y; are approaching the boundary 0. After possibly passing to
a further subsequence we may assume that

there exists X € 02 : Xg, Vi — Xoo-
By means of a translation and rotation we may achieve that
X = 0 and the first unit vector e; is the exterior unit normal in x., = 0 of 2.

According to Definition there exist C*?-diffeomorphisms ¥, : Q — Q; such
that [[/d — ¥]|c45q) — 0. We introduce

Xy = 'P,:l(xk) €Q, y.:= 'P;:l()’k) €Q,

where obviously x; — 0, y; — 0, [x; —y;| — 0 as k — eo. We introduce furthermore
X € dQ as the closest boundary point to x;:

ok — | = d(xp).

By virtue of xj, — 0 € d€ and the smoothness of €, this is uniquely determined
for k large enough and also satisfies ¥y — 0 for k — oo.

2.For&,ne m (—)Zk +§) we introduce the following rescalings of the Green
functions Gy
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Gi(&,m) = I =il G (e + 3 — 3kl &), e (e + [ — Y Im))-

The rescaled domains —-—- (
|xk _ykl

—X + Q) approach the half space
A ={xeR":x; <0}

The goal is to prove that in a suitable sense (Gy) approaches the biharmonic Green
function G2 -, while from our assumption we deduce some degenerate be-
haviour of G2 4. In view of Boggio’s formula, the latter cannot occur and we
obtain a contradiction.

First we see that the bounds from Theoremyield uniformly in k, £ and n

|Ge(&,m)| <ClE—n|*™",  provided that n > 4. (6.52)
If n = 3,4 we conclude first that

1 if n=23,

yvék@,nngc{ ]
|E —7n] ifn=4.

Upon integration we obtain that

14 [&]+n| ifn=3,

Gr(&,m)] sc{ _ (6.53)
1+|log|& —nl[+log(1+|E[+[n]) ifn=4.

We observe, defining

8e(8) =B (&) T+ Ixi —1l8)

with the pulled back euclidean metric & in rescaled variables, that for any & e
ﬁ (fik + .Q) , we have in the sense of distributions
k 7k

A7 G, ) =6. (6.54)
This family of differential equations, the coefficients of which obey uniform bounds,
together with the uniform bounds (6.52) and (6.53) allows to apply local interior
and boundary Schauder estimates (see Theorem . For each & € % we find a
function G(&,.) € C*(\ {&}) such that G (§,.) — G(&,.) in C} (S \ {E}).
Since ¥ — Id in C* implies that g(§) — (8;;) locally uniformly in C, this and
give in turn that for any & € J#

AZG(E,.) =6

in the sense of distributions. Finally, in order to explain carefully the boundary con-
ditions to be attained by G(&, .), we consider a suitable local C*7-smooth coordi-
nate chart @ for Q near 0 with ®(&) = & + O(|€|?), which maps in particular a
neighbourhood of 0 in d.# onto a neighbourhood of 0 in dQ. Defining
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1

A

B(E): (e(@7' G+l —il) —5). (659

we obtain local coordinate charts for ﬁ
k 7k

bounded neighbourhoods of 0 in 7. Since % — 0 and ®~'(%) — 0, we have
uniformly for £ in such sets and for k — oo that:

(=% + Q) with the coordinates & in

@ (@7 () + g — 118
= @ (@7 (8) + , — PP (¢ (7)) & + Ol —34 |EP)
— F+ k=3I + (1) = 341 &1+ Ok — 3 [& )

with o(1) — 0 for k — 0. This shows that &, — Id locally uniformly. The chain
rule directly yields also convergence of the derivatives so that we may conclude that
@ — Id in C},,.. This allows us to infer that

G(&,n) =0y, G(&E,n) =O0mbox forall E € # andall 1 €dI.

Finally, (6.52)) and (6.53)) yield the following bounds for G (where §,m € 7, & #
n)

1+[&|+n| ifn=23,
IG(E,m)| <C{ 1+][log|§ —n[+log(1+[E[+n]) ifn=4,  (6.56)
|E — [+ ifn>5.
3. We prove that
G(&,n)=Gp (E,M) forall £,m € 2 suchthat & # 1. (6.57)

To this end we keep & € 5 fixed in what follows. As for the biharmonic Green
function in the half space we recall Boggio’s formula

[E*—=nl/IE—n
E-nir [ Ry 6.58)
1

1
" dne,

GAA%J(&TI)

where E,n e, & =(-&,&,...,&), see Lemma We comment on the
uniqueness issue of G52 - in dimensions n = 3,4 at the end of the present proof.
Both G(&, .) and G2 4 (&, .) satisfy the biharmonic equation with the §-distri-
bution &g as right hand side and zero Dirichlet boundary conditions on {m =0}.
We let v := v :=G(E,.) — G2 (€, .). Hence, y € C () solves
A’y =0 in 2, 6.59)
¥=32-w=0 on{m =0}. '
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Moreover, according to (6.56) and (6.58), for all n € 7 we have that

1+|n] ifn=23,
lw(n)| <C § 1+]|log|n|| ifn=4, (6.60)
||+ ifn>5;
1 ifn=3,
Vy(n)| <C (6.61)
|n|’1 ifn=4;

where C = C(&). According to [151,232]], writing 7 = (12,..., M),

. v(n) if n; <0,
vi(n):= i} 5 o .
—y(=m,n) =2m 55 v(=n, 1) —njAy(=m,n) if m >0,

y* € C*(R") is an entire biharmonic function. We consider now first the case n > 4.
Below we will prove that and imply that also

Viy(m)| <C|n|* ™"/ foralln € . and for j=1,2, (6.62)

where C = C(&). This immediately gives that |y*(n)| < C|n|*~" and in particular
that y* is a bounded entire biharmonic function. Liouville’s theorem for biharmonic
functions [323] p.19] yields that y*(1) = 0 so that the claim of the lemma follows,
provided n > 4.

If n = 3,4 we shall prove below that for j = 0,1,2 and for all ) € 7

D> y(n)] < Clnf> 7, where € = C(8). (663)

As above y* is an entire biharmonic function and so are Dy* and D?y*. We have
ID>y*(n)| < C(14|n|)*>" and so, it follows that D*y*(n) = 0. In view of the
boundary conditions in (6.59) we come up with y*(1) = 0 also in the case n = 3,4.

It remains to prove and (6.63). We consider first n > 4. Assume by contra-
diction that there exists a sequence (1);) C 57 such that |[V/y/(n,)| [N,/ ~* — o
for £ — oo. Then, taking 7y, as the first component of 7,

We(n) = ey (e —nerer +[melm)

would solve
A2 =0 in 72,
¥ = 52-W =0 on{m =0}.

From the assumption we conclude that

Vi (Tt )| = )| - (6.64
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On the other hand,
Ne A o
()| < Clne"*|ne — neer + [meln | m|+n i (6.65)
so that ¥, remains bounded in a neighbourhood of ‘né lI e; in /7. Local Schauder

estimates (see Theorem[2.19) yield

e (e ) =<
Ne

thereby contradicting (6.64). This proves (6.62).
As for (6.63), i.e. in particular n = 3,4, the proof is quite similar since we can al-

ready make use of the gradient estimates (6.61). Instead of (6.63)) one has to employ

3—n
V()] < Clnel™ > [ —neser+ e " < € %m |1| ,

N1
\nl el

vanishes on d.7#, we get that {; is bounded in a neighbourhood of Wel in 7.

The proof of (6.57) is complete.
4. From assumption (6.50) we obtain

/= /=
Gk<xk Sk YT Tk ) —0. (6.66)

b =yl = ¥l

so that V{; remains bounded uniformly outside e;. Therefore, since

xk X )k Xy
b=yl =yl

of d(x})/|x, —y| according to (6.51), we may assume after possibly passing to a
further subsequence that

Since are bounded by virtue of |x; —%| = d(x}) and boundedness

& — Xk
|k —

there exist &,y € A : a
Yk

/ ~
Vi — Xk
- 607 5( AT nO'
|xk - yk|
Observe that |& — 1| = 1. We recall from (6.55) the construction of local C*7-
smooth coordinate charts & — @ (&) for F— (—%k +Q) with coordinates & in
k 7k

bounded neighbourhoods of 0 in .77. These converge in C Zw to the identity. Instead
of Gy we consider Gy := Gy o (P, Py) in A x 7\ {E =n}. As in Step 2 of
this proof, elliptic theory (see Theorem i yields that Gy — G A2y 1N (AN
By /2(&)) x (#NB, /2(M0)))- Exploiting this convergence, the boundary data of the
Green functions and using Taylor’s expansion we conclude from (6.66) that one of
the following three possibilities occurs

1. &€, no € H, Gpz (S0, M0) =0
2. &ye A,y €A, AnGAsz(éo, Mo) = 0, or vice versa;
3. &edH, €I, AgAnGAzﬁ%n(go,Tlo) =0
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From Boggio’s formula (6.58)) for the biharmonic Green function G52 - in the half
space S, it follows by direct calculation that

forall §,m € # suchthatx #y: Gp2 pp(&,m) > 0;
forall £ € 5, n € 07 : AnGp2 p(8,M) > 0;
forall x,y € 0, x#y: AeAnGy2 4 (§,1) > 0.

This shows that none of the possibilities mentioned above may occur. Hence we
have achieved a contradiction and the theorem is proved. (]

Remark 6.28. The arguments in Step 3 of the previous proof show that if n = 3,4, the
“boundary conditions” at infinity [G 2 s (x,y)] < C(1+[x| +[y|) yield a uniquely
determined biharmonic Green function in 7.

Finally, basing upon Theorem [6.27]it is straightforward to prove Theorem [6.24]

Proof of Theorem In order to prove (6.46) we assume by contradiction
that there exist sequences (xx),(yx) C Q, x¢ # yx such that Go (xg,y;) < 0 and
limg e |Xx — y&| = 0. In view of the smoothness assumptions made on £ one may
construct sequences (&), (nx) C Q, & # M such that G (&, M) = 0 as well as
limy .. | — M| = 0. Application of Theorem [6.27] with all ; = Q directly yields
a contradiction.

Formula now follows from (6.46) and Theorem [4.28] O

6.5 Domain perturbations in higher dimensions

In Section [6.1] we studied the question whether the positivity of the biharmonic
Green function in the two-dimensional (unit) disk remains under sufficiently small
smooth domain perturbations. Here, we prove the same result in dimensions n > 3.
For domain closeness we refer to Definition [6.1]

Theorem 6.29. Let B be the unit ball of R", n > 2. Then there exists €y = €y(n) > 0
such that for € € [0, &) the following holds true.

Assume that Q C R" is a C*Y-smooth domain which is €-close to the ball B in the
C*Y-sense. Then the Green function G a2, for A? in Q under Dirichlet boundary
conditions is strictly positive, that is

Gpro(x,y) >0  forallx,ye Q, x#y.

The proof given in Section [6.1] for the case n = 2 is direct and explicit, based
on perturbation series, Green’s function estimates and conformal maps. This means
that in principle & there may be calculated explicitly. Moreover, in the case n = 2,
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according to the observation by Sassone [358]], closeness has to be assumed only in
a weaker norm.
In what follows, again, we restrict ourselves to considering

n>3.

In this case, the proof is somehow more indirect since a number of proofs by con-
tradiction are involved so that it will be impossible to calculate & for n > 3 from the
proofs.

Recalling Remark[6.4)we emphasise once more that Theorem|[6.29]is by no means
just a continuous dependence on data result.

Under suitable assumptions on the dimension n, the same techniques will allow
for proving a result like Theorem also for polyharmonic operators (—A)™.
Presumably one will have to require the condition n > 2m — 1 on the dimension, see
Remark

The proof of Theorem [6.29]for n > 3 will basically follow from the next result
which describes in which way the transition from positivity to sign change may
occur within a smooth family of domains, see Definition [4.19]

Theorem 6.30. We assume that n > 3 and that (&) is a C*Y-perturbation of the
bounded C*Y-smooth domain Q. Let Gy, = G2 o, and G = G2 g denote the bihar-
monic Green functions in £ and £ respectively under Dirichlet boundary condi-
tions.

We suppose that there exist two sequences (xi), (yx) such that xi,yx € £ and

Xk # Yk»  Gr(xx,yx) =0 for all k € N.

Up to a subsequence, let Xoo := 1iMy_, 4o X and Yoo := limy_, oo yi. Then Xeo, Yoo € 2,
Xoo 7 Yoo and we are in one of the following situations

if Xooy Yoo € Q, then G(Xe,Yeo) = 0;

if Xoo € Q and yo, € 08, then AyG(Xeo,Yo) = 0;
if Xoo € R and Yoo € 2, then AyG(Xoo,yeo) = 0;
if Xooy Yoo € 0, then AcAyG(Xoo, yeo) = 0.

Proof. The crucial statement is that xe. 7 y«, Which already follows from Theo-
rem In view of the smoothness and convergence properties of the Green func-
tions Gy, G, which are proved in Section the claim follows directly from the
assumption Gy (xx,yx) = 0 by means of Taylor’s expansion. (|

Theorem now follows with a simple proof by contradiction since in the
unit ball B C R"” Boggio’s formula shows that none of the above mentioned
degeneracies may indeed occur.

Lemma 6.31. The biharmonic Green function in B = B1(0) C R", which is given by
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X

& |/t

|x —y|*" / (V= 1w dy (x,y€€B, x#Y)

‘\X\y*

GAZ,B('X?y) = 4ne
n

enjoys the following properties

forallx,yeB, x#+y: G2 g(x,y) > 0;
forallx € B,y € 0B : AyGp2 p(x,y) > 0;
forallx,y € OB, x#y: AAG 2 p(x,y) > 0.

Proof. These properties are verified by explicit calculations. O

6.6 Bibliographical notes

The presentation of the perturbation theory of positivity and smallness of the nega-
tive parts is based on [117} 120} 204} 206l 207, 208 214]. The results in Section@]
were first proved in [208], while the exposition is adapted from [204]. Section @]
outlines and develops results by Dall’ Acqua, Meister, and Sweers which originally
appeared in [117,120]. The presentation of Section|[6.3|follows [214]. The material
in Sections @] and @]is based on [206} 207]], which are joint works of Grunau and
Robert.

In two dimensions, the required notion of domain closeness to have positivity
as in Theorem [6.3] was relaxed by Sassone [358]. Local positivity was considered
first by Nehari [322] for the clamped plate equation in dimensions n = 2,3, where
Theorem [6.19 was proved for n = 3 and a restrictive version of it for n = 2. A first
mathematical indication that the negative part of biharmonic Green’s functions is
smaller than their positive part was obtained by Malyshev [283]] by means of a func-
tional analytic approach. There, the estimate from below uses the same expressions
as from above but with a smaller constant while we use smaller expressions and
do not discuss the magnitude of the constants. Hedenmalm, Jakobsson, and Shi-
morin [225| 226]] exhibit further examples of fourth order operators with a positive
Green function and outline a strategy how to reduce the positivity discussion of
Green’s functions to that of suitable Poisson kernels. This approach supports the
feeling that when transition from positivity to sign change occurs, this will happen
most likely via the last variant in Theorem Corresponding results for bound-
ary value problems for fourth order ordinary differential equations were achieved
by Schroder [363),1364, [3635].

Further contributions to the Boggio-Hadamard conjecture are discussed in detail
in Section @ One may also see [225 226, 283 294]].






Chapter 7
Semilinear problems

We study the elliptic polyharmonic reaction-diffusion-type model equation
(=4)"u = f(u) (7.1)

in bounded domains £2 C R” and in most cases together with Dirichlet boundary
conditions
D%u|go =0 for|a|<m—1. (7.2)

These boundary conditions prevent from being written as a system of sec-
ond order boundary value problems. However, in some cases, also (homogeneous)
Navier boundary conditions or Steklov boundary conditions may be
particularly interesting. We assume that the nonlinearity f : R — R is continuous
and, in most cases, non-decreasing. The latter condition will be crucial in proving
existence and further properties of positive solutions. A large part of this chapter
will be devoted to special superlinear nonlinearities of polynomial growth such as

fu) =Au+ufPlu,  p>1, (7.3)

where A € R is a parameter.

As was pointed out in Section problem — withm =2 and p = Z%i
may be considered as prototype for the Paneitz equation from fourth order confor-
mal geometry. We come back to this geometrical issue in Section[7.10} However, the
main focus of the present chapter is different. In higher order equations no general
maximum principle is available (see Section [I.2), and truncation methods are not
admissible. Therefore, many well established techniques from second order equa-
tions fail. One goal is to study the model problem (7.1)-(7.2) in order to establish
some new and general techniques which may be useful also in other situations and
which may outline future developments. A second goal is to find out, in how far it
is still possible to show qualitative properties of solutions in spite of the lack of a
maximum principle.

If m =1 and 2 = B is the unit ball, a celebrated result by Gidas-Ni-Nirenberg
(193] states radial symmetry of positive solutions to (7.1I)-(7.2) under mild smooth-
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ness assumptions on the nonlinearity f. The proof is strongly based on the use
of maximum principles and reflection methods. In Section we explain how to
substitute these by kernel estimates and monotonicity properties of the biharmonic
Green function. Only an additional sign and a monotonicity condition have to be
imposed on f in order to enable us to extend the result to all m > 1.

Concerning existence and nonexistence of nontrivial solutions of the Dirichlet
problem (7.1)-(7.2)-(7.3) the results strongly depend — as in the case m = 1 of sec-
ond order equations — on the value of the exponent p. In order to avoid technical
distinctions we assume that n > 2m in what follows. To explain the meaning of
“critical growth” we start with the observation that (7.1I)-(7.2)-(7.3)) may be consid-
ered — at least formally — as Euler-Lagrange equations of the functional

3o (Akv)2 dx—2 [V dx— ﬁ JovIPtldx if m =2k s even,
E/l (v) =
3o |VAkV|2 dx—2 [ V2 dx— p—il Jo VPl dx if m=2k+1is odd.
(7.4)
The highest order term forces us to work in the space HJ'(£2). Thanks to the em-
bedding

_ n+2m

HmQCLS+lQ, ,
0 (£2) (L) s n—2m

n>2m,

the functional is well-defined for p < s and enjoys compactness properties if
p < s. The latter so-called subcritical case is relatively simple and in Section[/.2|we
show for any A € R the existence of infinitely many solutions.

The situation is completely different and much more difficult in the critical case
where p = s, which is the case of geometrical relevance. This issue reflects the
conformal covariance property of the Paneitz operator. The polyharmonic model
problem at critical growth reads as follows,

(=A)"u=Au+|ul*"'u, u#0 inQ,
D%u|go =0 for|a|<m—1

and is studied in detail in Sections to also under different boundary con-
ditions. A first systematical investigation of the partial loss of compactness and —
more generally — the compactness properties of variational functionals with critical
growth is due to Struwe [380] when m = 1. In Section [7.9.5| we prove an extension
of his result to the present case, namely m = 2.

In the supercritical regime p > s (n > 2m), the variational formulation (7.4)
breaks down completely. Instead, in Section different techniques like a super-
subsolution method or — in the case of radial solutions — dynamical systems tech-
niques have to be developed and are applied to study the slightly different model
problem

A’u=A(1+u)”, u>0 inB,
u=|Vu|=0 ondB,
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where p > (n+4)/(n—4) and n > 4. Although similar results may be expected also
for the analogous polyharmonic problem, technical difficulties prevent us here from
developing this issue further.

7.1 A Gidas-Ni-Nirenberg type symmetry result

In this section we extend the symmetry result by Gidas-Ni-Nirenberg [[195]], which
holds for m = 1, to higher order elliptic problems with m > 2. We consider both
Dirichlet and Navier boundary conditions. Let us start with the first case.

Theorem 7.1. Assume that f : [0,00) — R is a continuous, non-decreasing function
with f(0) > 0 and that u € Hf' N L*(B) is a nonnegative nontrivial weak solution to
the Dirichlet problem

{ (=A)"u= f(u) inB, (7.5)

D%ulgp=0  forla|<m-—1.
Then u is radially symmetric and strictly decreasing in the radial variable.

By elliptic regularity (see Theorem [2.20) we readily infer that a bounded weak
solution u to (7.5) satisfies u € C2"~17(B), see also Lemma(7.5|below. Moreover, if
f is smooth, Theoremshows that u € C?"(B) is a classical solution of . In
fact, u is even more regular. From Boggio’s formula it is immediate that # > 0 in B.

The proof of Theorem|[7.1]is given as follows. In Section[7.1.1| we establish some
inequalities for the polyharmonic Green function relative to Dirichlet boundary con-
ditions and its derivatives. In Section[7.1.2]we carry out the moving plane procedure
on the corresponding integral equation and complete the proof of Theorem[/.1

Remark 7.2. 1. The monotonicity assumption on f crucially enters the proof. If
we assume instead that f is differentiable and satisfies for every s > 0 that
f'(s) < Ay, = first Dirichlet eigenvalue of (—A)", then admits at most
one weak solution which is then necessarily radially symmetric. Indeed, assum-
ing by contradiction that u,v € Hj' N L*(B) are different weak solutions of (7.5),
we find

(u—v,u—v)H{)n:/B(f(u)—f(v))(u—v)dKAm,l (u—v)2dx

B

contrary to the variational characterisation of A, ;. Here, we used the scalar

product defined in . In fact, symmetry is also ensured if {f’(s): s € R}
does not contain any nonradial Dirichlet eigenvalue of (—A)™ (see [269]) or if
f'(s) < A (see [124]]). Uniqueness is guaranteed for sublinear f (see [127])).
2. An inspection of the proof shows that Theorem [7.1] is also valid for with
f(u) replaced by the nonautonomous radial nonlinearity f(|x|,u) provided that
f:]0,1] X [0,00) — [0,0) is continuous, non-increasing in the first variable and
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non-decreasing in the second one. If f is increasing in the first variable, the state-
ment may become false, see [45, Theorem 3].

On the other hand, as long as Navier boundary conditions are involved, the scalar
equation may be rewritten as a system of m equations and the classical moving
plane procedure applies. In this respect, the following statement is a direct conse-
quence of a result by Troy [396].

Theorem 7.3. Assume that f : [0,00) — R is a continuously differentiable, non-
decreasing function with f(0) > 0 and that u € H" N L (B) is a nonnegative non-
trivial weak solution to the Navier problem

(=A)"u= f(u) inB,

Alulyp =0 for j=0,....m—1.
Then the maps r — (—A)*u(r) are radially symmetric and strictly decreasing for
allk=0,....m—1.

We point out that under the assumptions of Theorem the solution u satisfies
u € C*"(B), see Theorem[2.19}

The following example shows that the sign assumption on f, in both Theorems
and is necessary in order to have the monotonicity of positive radial solu-
tions.

Example 7.4. Let Jy and Iy denote respectively the Bessel function and the so-called
modified Bessel function of the first kind. Some computations show that the function

v(r)= i(]o (e%mr> -1 (ezl(mr>)
o o (_%e%m‘rz)k (%e%mﬂ)k B oo 2(_1)k 7\ k42
- iy - -y (%)

(k17 wF | A 2
solves A%y = —v in R? and oscillates with increasing amplitude.
Let r9 > 0 denote the first nonzero minimum of v and let my = —v(rp) > 0.

Numerically one finds that ry = 8.28... and mo = 72.33.... Putting uo(r) = v(r) +
mg and f(u) = mo — u, one finds that uy > 0 satisfies

A%ug = f(up) in By,
{ o = | Vitg| = 0 on 9B, (7.6

but the radially symmetric solution ug is not decreasing, see Figure[7.1]

Now let r; > 0 denote the first zero of Av(r) =v"(r)+V'(r)/r. Define the number
m) = —v(ry) > 0. Numerically one finds r; =7.23... and m; =50.15.... By setting
uy (r)=v(r)+mj and f (u) = m; —u one finds that u; > 0 satisfies



7.1 A Gidas-Ni-Nirenberg type symmetry result 227

L
-10 -5

Fig. 7.1 The graphs of u (left picture) and of u; and Au; (right picture).

A2u1 = f(u]) in Br|a
{ul :Aul =0 on 8Brl, (77)

u is radial but not decreasing, see Figure[7.1]
The above two-dimensional construction may be extended to higher dimensions.
In dimensions n > 3 one replaces v by

B (_1)k 7 k42
val) = 2,;) (2k+ 1)1 T (2k+ 1+ 1n) (5)

and proceeds in a similar way. This formula even applies in one dimension and

vi(x) = % sin(@x) sinh(?x) may be used for the construction of a counterex-

Y
ample.

7.1.1 Green function inequalities

In this section we derive some pointwise inequalities for the Green function of
(—A)™ on B C R” relative to Dirichlet boundary conditions. It is convenient to in-
troduce the quantity

oy [ O H0DP)ifeyes
x? = .
Y 0 ifx¢Bory¢B.

Then for x,y € B, x # y we use the following representation of the Green function
due to Boggio, see Lemma [2.27}

) @y

g dz

G(x,y) = Gm,n(xa}’) = km,n|x_)’|2mn/1(
0(x.y)

_ o |2,H/m R e VP8 (). (78)
> y A (z—l—l)"/z > Y ,y))- .
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Here k;, , is the positive constant from Lemma and

L m—1
_n s Z
H: (0,00 0,00) =R, H =" ——dz. 7.9
(7 )X[v ) ) (Sat) s 2/0 (Z+1)n/2 < (7.9)

The following lemma is a direct consequence of formula (7.8)), elliptic regularity
(see Section[2.5.2)) and the estimates in Chapter [4]

Lemma 7.5. Let h € L”(B), and let u € H['(B) satisfy
(u,V)pp = / hvdx forallv € Hy'(B),
B

ie., uis a weak solution of (—A)™u = h in B under Dirichlet boundary conditions.
Then u € C*"~VY(B), and u satisfies

D%u(x) = /BD)‘?‘G(x,y)h(y) dy  foreveryx € B,

where D* stands for any partial derivative of order |a| < 2m. In particular, D*u =0
on dB for |a| <m—1.

We need the following inequalities for the derivatives of the function H defined
in (7.9).
Lemma 7.6. For all s,t > 0 we have
H,(s,t) <0, H;(s,t) >0, Hg(s,1) <O.
Proof. We have

tm—l ntm—l

Hy(s,1) = Hsz(s,f):_m

and

“
[\l

n iy L m—1 m
A L
s(5,1) = (m—3)s L G R

Hence the last two inequalities follow. Also the first inequality follows in case n >
2m while in the remaining case n < 2m, we rewrite Hy(s,?) as

n t =l m
H(s,t) =(m— = dx —
(S ) (m 2)/0 S(.X+S)n/2 X S(t+s)n/2

n t =51 X n/2 m
= —_ = _— d _—_—
(m 2)/0 s <X+s) ! s(t +s)"/?

n t \"? gt "
<m-D( dx— —0
(m 2) (t—l—s) /0 s g s(t+s)n/?
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This completes the proof. U

In the following, we assume that G is trivially extended to R" x R" \ {(x,x); x €
R"},i.e., G(x,y) =0if |x| > 1 or |y| > 1. Then formula (7.8)) is valid for all x,y € R",
x # y. We introduce some more notation. For all A € [0,1] we put

Ty :={x=(x1,...,%0) €ER" xy =4} and Xy :={x=(x1,...,%,) € B; x1 <A}.

(7.10)
Moreover, for any x € R” let X denote its reflection about 7} .
Lemma 7.7. Let A € [0,1). Then for every x € BNT) and y € X) we have
Gy, (x,y) <0 and (7.11)
Gy, (x,y) + Gy, (x,y) < 0. (7.12)

Moreover, the second inequality is strict if A > 0.

Proof. For abbreviation, we put d := |[x—y|* = [x—¥|* > 0, 6 = 6(x,y) > 0, and
0 = 0(x,y) > 0. Then

Gy (5,3) = kina (Hy(d, 0)(v1 = 1) — Hi(d, 8)(1 = yP)xr ) <0,

by Lemma[7.6] since x; > 0 and x; > y;. Moreover

Gy (1.3) + G (5,5) = kinn(Hy(d,0)(x1 = 1) + Hy(d. 8)(x1 = (9)1))
~kinan([H:(d,0) (1 = [y) +Hy(d, B) (1= [5*) v )
< knnlHs(d, 0) = Hy(d, 0)](x1 = 1), (7.13)

where we used Lemma and the fact that x; —y; = y; —x;. Since moreover 0<6
and Hy < 0 in (0,%0)2 by Lemma we conclude that Hy(d,0) — Hy(d,0) < 0.
Hence, follows from (7.13). Finally, if A > 0, then we have the strict inequal-
ity 8 < 6, so that we obtain a strict inequality in . O

Lemma 7.8. Let A € (0,1). For all x,y € X, x # y, we have

G(x,y) > max{G(x,¥),G(%,y)}, (7.14)
G()C,y)—G(f,y) > |G(x7y)_G(ivy)|' (715)

Proof. Concerning (7.14), it suffices to prove G(x,y) > G(x,y) due to symmetry
and to consider the case y € B. We first observe that

o=yl =[x =3 <|x =3[ =[x -yl (7.16)
Moreover, since [X| > |x|, |J| > |y|, we have that

6(x,y) > max{6(x,y), 6(x,y)} = min{6(x,y), 0(x,y)} > 6(x,y) (7.17)
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and may conclude that

k k _
Gx,y) = =5"H (x =y, 8(x.y)) > 5" H (lx =5, 0(x.))
k - B _
> %H(Ixfylzﬁ(w)) =G(x,y).

Here we used that H is strictly decreasing in the first argument and increasing in the
second one, see Lemmal[7.6]

In view of (7.14), in order to prove (7.13) we may restrict ourselves to X,y € B
and observe first that (7.13) is equivalent to

H([x—y*6(x,y)) —H (x= 6(x))

> |H (|x7y|2,9(x,y)) —H (|X7y‘2a Q(X,y)) | .
This means that, in view of (7.16) and (7.17), we have to show that

O0<s1 <8, O0<H<nh<tl, 0<ti<nz<iy
= H(S],I4)—H(Sl,t|)>|H(S2,t2)—H(Sz,t3)|.

Indeed, the latter follows again from Lemma [7.6]since

14 14
H(sy1,t4) —H(s1,t1) = H(s1,t)dt > H,(s2,1)dt
n n

max {13}
> / Hy(s2,0)dt = |H(s2,12) — H(s2,13)| .

min{r, 13}

This completes the proof. O

7.1.2 The moving plane argument

In this section we complete the proof of Theorem 7.1} Consider a fixed nonnegative
nontrivial weak solution u € Hj' N L*(B) of (7.3). From Corollary we know
that u € C?"~1Y(B), see also Proposition below. Hence, from Lemrna we
know that u > 0 in B, see also Theorem 3.6]for a direct statement without regularity.
Let T), X, and X be defined as in (7.10). We first provide some crucial estimates
for directional derivatives which are related to the Hopf boundary lemma for second
order problems. We recall the following statement as a special case of Theorem 5.7}

m

0
Lemma 7.9. If xo € dB and [ is a unit vector with L - xo < 0, then ﬁ(xo) > 0.

In the following we extend u by zero outside of B so that it is defined on the
whole of R" and we put
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ro-fle 1

so that £ : [0,00) — [0, o) is still non-decreasing while it may lose continuity at s = 0.
For the next estimate we need the following technical result.

Lemma 7.10. Let 0 < A < 1, and suppose that u(x) > u(x) for all x € X,. Then
fu() > fu@)) > Oforally € X, and there exists a nonempty open set 0 C X,
such that f(u(y)) > f(u(3)) or f(u(y)) >0 forally € 0.

Proof. The inequalities f(u(y)) > f(u(y)) > 0 for all y € X, follow from the mono-
tonicity and positivity assumption on f. For the second statement it then suffices
to show that f(u(y)) # 0 in X, since then one of the two above inequalities would
become strict in a nonempty open set &; C X,. By contradiction, if f(u) =0 in
X, then the above inequalities would imply f(u) =0 in B. In turn, this implies
(—A)™u = 0 which contradicts the positivity of u. O
Thanks to the above lemmas we obtain a statement on the sign of g—;’l

Lemma 7.11. Let 0 < A < 1, and suppose that u(x) > u(x) for all x € X,. Then
there exists y € (0,A) such that g—;’l <O0onTyNBforalll e (A—7v,A).

Proof. By Lemmal(7.5] for all x € T) N B we have

S0 = [ G e )y = [ (G () F0) + Gy (63)Ful2) .

A
(7.19)
According to Lemma we have f(u(y)) > f(u(y)) > 0 for all y € X; and two
cases may occur. In the first case, f(u(y)) > f(u(y)) for all y € 0, ; in this case,
(7.19) yields

ﬂ(x) < / (Gy, (x,¥) + Gy, (x,5) f(u(3))dy <0 forallx € Ty NB,
8x1 Py

where in the first inequality we used (7.11) and in the second we used (7.12)). In the
second case, f(u(y)) > 0 for all y € €,; in this case,

ﬂ(x) < / (Gy, (x,y) + Gy, (x,5)) f(u(y))dy < 0 forall x € Ty NB,
Bxl Zy

where in the first inequality we used (7.12)) which is strict for A > 0. In any case,

d
T)z(x) <0 forallxeTyNB. (7.20)

For any y € R" and any a > 0 consider now the cube centered at y, namely

.7 n. N~
Ua(y) = {xGR ; lrglagxn|x, il <a}.
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In view of Lemma(7.9} for any x € Ty N dB we know that

1y ((fl)l S = (— ) o) >0

Since from the boundary conditions we also know that (aixl)ku(xo) =0 forall k =
0,...,m— 1, there exists a = a(xp) > 0 such that

u

a—(x) <0 for all x € %, (xo) NB. (7.21)
X

Then by the compactness of T; N dB there exists @ > 0 such that
(g <0 forall xed= | (Z(x)nB) (7.22)
aXI = a (X0 . .

x0€T)NIB

Consider now the compact set K := (T) NB) \ A and for d > 0 consider K, :=
K —de;. In view of (7.20)), there exists 6 > 0 such that

d
2% <0 on K; forallde]0,d)]. (7.23)
8x1

Let y:= min{a, 6} > 0. Then the statement follows from (7.22)-(7.23). O

We are now ready to start the moving plane procedure by shifting the plane 7,
from the initial tangent position 7 towards the interior of B.

Lemma 7.12. There exists € > 0 such that for all A € [1 —¢€,1) we have

u(x) >u(x) forxe X, 57”()() <0 forxeT,NB. (7.24)
1

Proof. Note that T NdB = {e; }, where ¢; = (1,0,...,0). By arguing as for (7.21),
we infer that there exists € > 0 such that 597”1()5) < 0 for x € B\ X|_2¢. In turn, from
this we infer that holds forall A € [1 —¢g,1). O

Next we make sure that we can move the plane until we reach the origin.

Lemma 7.13. We have

A= {;L € (0,1); u(x) > u(®) Vx € X, %(x) <0VxeT; mB} = (0,1).
1

Proof. By Lemma we know that [1 —€,1) C A. Let A € [0,1) be the smallest
number such that (4, 1) C A; the proof will be complete once we show that A = 0.
By continuity we have

u(x) >u(x) forall xcXj. (7.25)
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By contradiction assume that A > 0. Then by Lemma and (7.25) we infer that

_ 9 L
there exists y € (0,4 ) such that a—u <OonTyNBforall £ € (A —7,1).(7.26)
x|

Consider the function f defined in (7-18). For all x € £; we compute

ux) =u(®) = [ (Glry) = G(Ey)) f(u())dy .27
= | (G =Gy fut) dy+ [ (G(x5) = Gl5) Fu()dy.

According to Lemma two cases may occur. If f(u(y)) > f(u(9)) for all

y € 0y, then (7.14) and (7.27) yield

ux)=u®) > [ (G(ry) = 6(x.9) +G(x5) ~ 6(x.9) Fluls)) dy 20,

where the last inequality follows from (7.13). If f(u(¥)) > O for all y € &, then
again (7.14), (7.13) and (7.27) yield

u()=u(®) = [ (G(ry) = 65,3+ G(x5) = G(x.9) Flul)) dy >0.

Hence we have shown in any case that
u(x) > u(x) forall xecZXZj. (7.28)

From (7.26) and (7.28)) we deduce by a standard compactness argument that there
exists 0 < 71 < 7 such that

u(x) >u(x) forallxe X, andle (A—7,Al

This, combined with (7.26)), shows that (i - M, Z} C A, contrary to the characteri-
sation of A. O

Now we complete the proof of Theorem|7.1] Since 0 € A by Lemma([7.13] the
continuity of # implies that

u(—=x1,X2,...,%,) > u(xy,x2,...,x,) forx = (x1,...,x,) € Bwithx; > 0. (7.29)

Since, for a given rotation A € SO(n), the function uy := uoA is also a positive
weak solution of (7.3)), inequality (7.29) also holds for u, in place of u. This readily
implies that u is symmetric with respect to every hyperplane containing the origin.
Consequently, u is radially symmetric. Moreover, we have % < 0in B\ {0}, since

%1 < 0in {x € B, x; > 0} by definition of A. 0
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7.2 A brief overview of subcritical problems

In this section we briefly show how existence results for higher order semilinear
subcritical problems exhibit no surprises when compared with second order prob-
lems. On the other hand, positivity of particular solutions (such as mountain-pass
solutions) is not ensured in general domains. We start with some important facts
concerning the regularity of the solution.

7.2.1 Regularity for at most critical growth problems

Let Q C R” be a bounded domain and consider the equation
(—=A)"u = Au+|ulP'u inQ, (7.30)

where A € R and

< _ n+2m
{ l<p<s=:5" ifn>2m, 731)

l<p<oo if n <2m.

These equations are called ar most critical with respect to the space H™(Q) due
to the upper bound for p, which coincides with the critical Sobolev exponent s. We
complement with homogeneous boundary conditions of different kinds. We
mainly focus our attention on the Dirichlet boundary conditions

D%u|yq =0for |ot] <m—1, (7.32)
but we will also consider Navier boundary conditions
Alulyo =0for j<m—1, (7.33)
or, when m = 2, Steklov boundary conditions
Uy = (Au—auy)|yjo =0 (a€eR). (7.34)

Before going through existence and nonexistence results, we should clarify what is
meant by a solution for each one of these problems. For the Navier problem, the
suitable space

H}(Q)={ve H"(Q); A/v=00n09Q for j < im} (7.35)

was defined in (2.35) which, thanks to elliptic estimates, is a Hilbert space when
endowed with the following scalar product and corresponding norm

Jo A*uaky if m = 2k, 12
s = == 5 m e 7.36
SR {fg V(ahe) vk itmeoigr, =g 736
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Note that H3(Q) = H> N H} (Q), the space which is needed for Steklov boundary
conditions. Recalling the definition of solution in the linear case, see (2.42), it is
natural to give the following definition.

Definition 7.14. Assume (7.31).
1. Let (., .)my denote the bilinear form in ( . We say that u € Hj'(Q) is a weak

solution to (7.30] - 7.32)) if

(u, )y = /Q(?Lu—l— lulPlu)yvdx forall v e HJ'(RQ).
2. We say that u € H(£) is a weak solution to - if
(V)1 :/Q(lqu\uV’_lu)vdx forall v € H™/(Q).
3. We say that u € H> N H} (Q) is a weak solution to - if
/QAuAvdx = /9(7LM+ |u|1’_1u)vdx+a/(m uyvydo forallv e H> NH} (Q).

Thanks to the at most criticality assumption ((7.31)), all the above definitions make
sense. This definition should also be compared with (2.42) which holds for linear
problems. Moreover, we refer to the discussion following Theorem 2.13]to find an
explanation of how these weak formulations “contain” the boundary conditions.

Once existence of a solution (according to the previous definition) is established,
one would like to find out if it has some regularity properties. The answer shows a
deep difference between at most critical and supercritical problems. Let us explain
this crucial fact with a simple example. In a bounded C*™"-domain &, consider
(7.30) with A = 0 and complemented with Dirichlet boundary conditions

{ (=AY"u=|ulP~'u inQ, (7.37)

D%ulyo =0 for |a] <m—1.

Assume first that p < s. Then, if u € Hj'(2) is a weak solution to (7.37), by Theorem
we know that u € L*!(Q) so that the rig ht hand side f(u) = [u[?~"u of (7.37)
belongs to L6+1)/?(Q). Therefore, Theorem [2.20/implies that u € W2 6+D/7(Q).

In turn, a further application of Theorem shows that u € L*(s+1)/(np=2ms=2m) ()
n(s+1)
np—2ms—2m
uand f(u). By repeating a finite number of times the same combination of Theorems
m and [2.4] we arrive at u € W?™4(Q) for some g > 5-. Hence, Theorem [2.6
9

applies and we infer that f(u) € C*7(Q) for some y > 0. Finally, Theorem [2.1
implies that u € C*™Y(Q) and that u is a classical solution to (7.37)
The same arguments apply to more general semilinear equations such as

Since p < s we have > s+ 1 so that we have gained some summability of
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with g € C'(R), |g(s)| < c(1 4 |s|?) for all s € R and for some p < s and ¢ > 0.
Moreover, one can replace Dirichlet boundary conditions (7.32) with (7.33), (7.34),
or any other set of boundary conditions which satisfy the complementlng condition,
see Definition

On the other hand, this procedure fails if p > 5. To see this, let n > 3, let p >

% and consider the second order problem

—Au=A(l+u)’? inB,
{ u=0 on dB, (7.38)
with A = 2 2 (n—2— —) > 0. Some computations allow to verity that the function

u(x) = |x|7/(P=2) — 1 solves in B\ {0}. Moreover, u is a weak solution to
ii in H!(B), if and only 1f p > s =" However, u is not a classical solution
since u ¢ L=(B). We study in some detail supercritical biharmonic equations like
(7.38) in Section|/.11

This striking difference between the two cases p < s and p > s is one of the rea-
sons why p = s is called the critical exponent with respect to the space H™. In fact,
the above described bootstrap argument also fails for p = s since, in this case, there
is no gain of regularity after an application of Theorems[2.20and[2.4] However, with
some different and more involved arguments, Luckhaus [281] was able to prove the
optimal regularity result also for the critical growth case. By restricting our attention
to the problem treated in this chapter, we quote the following general result.

Proposition 7.15. Assume that £ C R" is a bounded domain and that holds.
Let u be a weak solution to one of the above problems. Then u is an analytic func-
tion in {x € Q; u(x) # 0}. Moreover, if 9Q € C*"7¥, then u € C*™(Q) and u is a
classical solution.

Proof. We refer to Luckhaus [281]] for the general statement under Dirichlet bound-
ary conditions (7.32). For Navier boundary conditions (7.33), the problem may be
treated as a system, see [399, Appendix B] for the details in the case m = 2. The
same arguments apply also to Steklov boundary conditions (7.34), see [42l Proposi-
tion 23]. The function u — Au+ |u|P~'u is analytic for u # 0 so that the solution u
is analytic in {x € Q; u(x) # 0} in view of [312[313]. O

Additional regularity (such as in C% for k > 2m) can be obtained, provided one
takes into account the regularity of the nonlinearity s+ |s|”~'s in a neighbourhood
of s =0.

Remark 7.16. Since variational methods are involved, the boundary d<2 needs not
be smooth if one is merely interested in existence results for (7.30). In general,
solutions only enjoy local smoothness properties. If one wishes to have global reg-
ularity results, Proposition tells us that the solution inherits smoothness from
the boundary provided p < s. Global regularity is quite important because, when
p = s, the PohoZaev identity (see Sectionbelow) shows nonexistence of smooth
solutions in certain domains, and in order to have complementary existence results,
it appears convenient to consider smooth solutions.
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We conclude this section by emphasising a further difference between (strictly)
subcritical problems and critical problems. In the case of reaction-type model non-
linearities f(u) as in , the possibility of finding a priori estimates seems to be
limited to the (strictly) subcritical case p < s, see [126} (352} 375] and, for second
order equations, the fundamental contribution [196] of Gidas and Spruck. On the
other hand, in the critical regime branches of solutions to (7.30) may blow up for A
in bounded intervals, see e.g. [25]]. The situation is slightly different in the coercive
case, i.e. when A > 0 and the right hand side in is replaced by its negative, see
e.g. [394,1395/1404]. We comment on this issue in more detail in the bibliographical
notes.

7.2.2 Existence

For simplicity, we consider in detail only the superlinear subcritical problem under
Dirichlet boundary conditions in a smooth bounded domain 2 C R"

_ m,, __ —1 :
{( A)Y"u=Au+ulP"'u inQ, (7.39)

D%ulyqo =0 for o] <m—1.

Here A is a parameter and the exponent p is subject to the superlinearity and
(strict) subcriticality assumption

n—2m

_ n+2m
I<p<s= %fn>2m7 (7.40)
l<p<o if n <2m.

Then according to Proposition any H{'-solution to (7.39) is as smooth as d.Q
and p permit.
As for “minimal” nontrivial solutions we have the following existence result.

Theorem 7.17. Let A, | denote the first Dirichlet eigenvalue of (—A)™ in Q and let

p be subject to condition . Then for all A < Ay, the Dirichlet problem
has a nontrivial solution.

Proof. We minimise the functional

2
/ ((A’”/zv) — lvz) dx if m even,
Jo

F(v):= , (7.41)
/(‘VA(’"‘IWV 7Lv2> dx if modd,
B

in Hj'(£2) subject to the constraint v € N with

N:= {VGH{)”(Q):/Q|V|”+1dx1}. (7.42)
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Since A < Ay, the functional F) is coercive. Hence, any minimising sequence
(vi)ken C N is bounded in H{'(2). We may extract a subsequence which is
weakly convergent to some i € H'(£2). Due to the compactness of the embeddings
HY'(Q) € LP1(Q), H(Q) C L*(Q), see Theorem 2.4] and weak lower semicon-
tinuity of Fj, which is related to a suitable scalar product in HJ'(£2), we have that
ii € N is a minimiser for F) in N. We call this minimum S, . By putting u = Si/“’_l)ﬂ,
we obtain a solution of (7.39). O

In order to remove the restriction A < A, | in Theorem @ we notice that the
above reasoning shows that a variational approach to (7.39) is quite similar to the
second order case m = 1, as long as only existence of solutions is investigated. As
in Struwe’s book [381, Ch. II, Theorem 6.6], basing upon a mountain pass lemma
for symmetric functionals due to Ambrosetti and Rabinowitz [14]], one may prove
the following result.

Theorem 7.18. Ler Q C R" be a bounded smooth domain, A € R and let p be sub-
ject to the strict subcriticality condition (7.40). Then the Dirichlet problem
admits an unbounded sequence of solutions (u;) C HJ'(£2).

Theorems and hold (and can be proved exactly as above) also if ho-
mogeneous Dirichlet conditions are replaced by homogeneous Navier condi-
tions (7.33). When m = 2, similar statements are also available under homogeneous
Steklov conditions (7.34)), because variational methods apply as well when the linear
term Au in € is replaced by the linear term au, on d<, see Section[3.3]

7.2.3 Positivity and symmetry

As for positivity and symmetry, in view of Chapter [6] we confine ourselves to the
case where Q = B is the unit ball and A € [0, Ay, 1).

Theorem 7.19. Assume that Q = B and let 0 < A < A,.1. Then any solution con-
structed as in the proof of Theorem by means of constrained minimisation is
necessarily of fixed sign and radially symmetric.

Proof. We use the method of decomposition with respect to dual cones which was
explained in detail in Section[3.1.2] As in the proof of Theorem[7.17]let ii denote a
minimum of F) on N. We assume that i is sign changing. Let .#" C H}'(B) be the
cone of nonnegative functions and .#* its dual cone. We decompose

d=uj+uw, we€X, weX™, wu LuinHJ(B).
By Proposition [3.6] our assumption implies that
0Zu; >0 and uy <0.

Recalling (2.T1) and putting & = u; — up we see that
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F@) = iy~ [ #dx
B
_ ||ﬁ||,2,6n—;L/B(u%+2u1u2+u§)dx
> lalfzm — 2 [ (uf—2 3)dx=Fy (i
> [l =2 [ (6 =2 +13) dx = Fy(0),

while

=

|ﬁ|:\u1+u2|§u1—u2:ﬁ:|

with strict inequality on the set {u; > 0} of positive measure. Hence
U= @l < l[al] o

so that

— L _eN, F (“ ) < F, ().
llatf] L+ [l per

We achieved a contradiction to the minimality of # so that & is of fixed sign. A

suitable multiple of & solves (7.39). We may assume that 0 # i > 0 so that thanks

to Boggio’s principle, see Lemma and A > 0 we even have i > 0. Finally,

Theorem|[7.1|shows radial symmetry of i. (|

Conversely, if u € H{'(B) is a strictly positive solution to (7.39) then necessarily
A < Ay1. To see this, notice that thanks to Theorem we know that the first
Dirichlet eigenfunction ¢ to (—A)™ in B is of fixed sign and the corresponding
eigenvalue A, 1 is simple. We may assume that ¢ > 0. Multiplying @) by ¢ and
integrating by parts yields

/'L/u(pdx< /u”(pdx—kl/u(pdx:/(—A)mu(pdx
B B B B
= /(—A)mqoudx:Aml u@dx. (7.43)
B B

Since by assumption [ u@dx > 0, we necessarily have that A < A, 1.

Remark 7.20. In view of Theorem [73] a statement similar to Theorem [7.19] also
holds if the Dirichlet conditions in (7.39) are replaced by the Navier conditions.
Moreover, when m = 2 (biharmonic operator), A = 0 and £2 = B, both the Dirichlet
problem and the corresponding Navier problem admit a unique positive so-
lution. This follows by combining Theorems and with a result by Dalmasso
[125].
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7.3 The Hilbertian critical embedding

The existence results stated in the previous section are obtained thanks to the com-
pactness of the embedding Hj' C LPt! for p < s. In this section we analyse the
continuous (but not compact) embedding Hy' C L

As before, for all n > 2m we define

n—+2m
s =
n—2m

to be the critical Sobolev exponent. Theorem [2.3|states that there exists a constant

S > 0 such that SHu||%X+1 < Hu||_2@,,,2 for all u € 2"™*(R"). The optimal (largest)

constant S may be characterised variationally as

2
Vv i
A, | II?m,z ’ (7.44)
7m2®N\{0} V][]
where
A%V 2 if m = 2k,
[Vl gm.2 == k .
IV(A*)||;2 ifm=2k+1.

The corresponding scalar product (., .)gm2, see the bilinear form in , gives
an Hilbertian structure to 22 (R") in view of Theorem
Obviously, S = S(n,m) and s = s(n,m). Since it will be clear from the context we
prefer to use the short notation.
Up to a multiplier, the Euler-Lagrange equation relative to the minimisation prob-
lem (7.44)) reads
(=A)"u=|u"'u  inR" (7.45)

We now put
(n—2m)/4m

m—1
cmn = | [] (n+2h)
h=—m

and for any xp € R" and € > 0 we consider the family of entire functions

Cm ng(n—Zm)/2

(e + ‘x_xO|2)(n—2m)/2'

Ug x, (x) = (7.46)

We first state
Theorem 7.21. Let m € Nt and let n > 2m. Then 2"*(R") C L't (R") and
S||uHZS+1 < ||u||_2@m2 forallu € 2™*(R") . (7.47)

Equality in holds if and only if, up to multiples, u = ug , for some xy € R"
and some € > 0, where ug y, is as in @) Moreover, the functions in @) are the
only positive solutions of (7.43).
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Proof. The estimate follows directly from the variational characterisation
(7-44). The rest of the proof is quite delicate, involving a number of deep results.
Whence we briefly sketch it by giving the main points and referring to the literature
for the details.

In [277) 382] it is shown that the functions ug y, achieve equality in @) In
order to show that these are the only functions with this property, we first remark that
a suitable multiple of any function achieving the equality in (7.47) satisfies (7.43).
Then from Lemma[7.22]below we know that any minimiser of (7.44) is of constant
sign. Hence, minimisers for the Sobolev ratio are positive (or negative) solutions
of (]E[) Finally, [410, Theorem 1.3] ensures that, up to scaling, translations and
nontrivial multiples, they have precisely the form of u x,. See also earlier results in
[274] for the case m = 2 and subsequent stronger results in [93]]. U

In view of [32], we know that (7.45) admits infinitely many nodal finite energy
solutions. Therefore, it is of some interest to prove the following “energy doubling
property” of nodal solutions to (7.45).

Lemma 7.22. Let u € 9"™2(R") be a nodal solution of the equation m Then

el 22 = 267D/ CEDS Ju] 7.

Proof. Consider the convex closed cone
A ={ue P™HR"): u>0 ae. inR"},
and its dual cone
K ={ue 2" R"): (u,v)gm> <0 forallve #}.

By Proposition |3.6|we know that 2 C —J . Moreover, by the dual cones decom-
position, see Theorem for each u € 2™2(R") there exists a unique pair (u1,uy)
in J x J¢* such that

u=u+uy, (u1,u2)gm2=0. (7.48)

Let u be a nodal solution of (7.45)) and let u; € % and u; € 2#* be the components
of u according to this decomposition. We obtain that u; #Z 0 and

() ux)ui(x) < (0T, i=1,2, (7.49)

for a.e. x € R". Indeed, if i = 1 and u(x) < 0 then (7:49) is trivial, while if u(x) > 0,
since up € —, one has u(x) = u; (x) + uz(x) < uy(x) and again (7.:49) holds. The
case i = 2 is similar. By combining the Sobolev inequality (7.47) with (7.48) and
([7.49), we get fori = 1,2

SluilZer < il 2z = (1) gz = / (—A)™u i dx

n

= [ e < [l =
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which implies ||“i||i.y+1 > §2/6=1) for i = 1,2. Hence, again by lb and (7.48),
one obtains

||”H2mz 2(s—1)/(s+1 (s—1)/(s+1)
2% = Y = (B + 2] 12)
[l 71
—1)/(s+1 _
> (S |2+ S 2 )Y > 2l 0/,
which concludes the proof. O

Notice that Theorem[7.2T]enables us to compute explicitly the optimal constant S

defined in By Theorem [7.21] we know that u; o (see (7.46)) solves JIf

we multiply ( ) by u o and integrate by parts m times we obtain that ||u; o] gm2 =
lluroll37Y,. Therefore,

g

2 . S 2m/n
gm, s—1 m/(n—2m
lurol2.e: levollysis = ema (/o (1+r2) )

Recalling the definition of the Gamma function, some tedious computations yield

n 2m/n p—1
S = g" (?EZ?) [T (n+2h). (7.50)

h=—m
In fact, the constant S serves as an embedding constant for HJ'(2) C LS*1(Q)
for any domain Q C R".

Theorem 7.23. Let m € N and let Q C R" (n > 2m) be a bounded (respectively
unbounded) domain. Then HJ'(Q) C L**1(Q) (respectively 2™*(Q) C L'*1(Q))
and

VIl . P (1
= in 5 (respectively S = inf > ). (7.51)
Hp@\{o} [Ivl[2,., gm2(@0\0} [IV[I7 51

Moreover, the minimum in is not attained if R" \ Q has positive (possibly
infinite) measure.

Proof. We only give the proof when Q is bounded. In the case of an unbounded 2
one just has to replace the norms in Hy' with the norms in M2,

Let S(£2) denote the infimum in (7.51). Since any function in H{'(£2) can be
trivially extended to R” as a function in 2™2(R"), it is clear that

S(2) >S. (7.52)

To see the converse we consider for € Y\ O the following one-parameter family of
functions of the kind (7.46),
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2P oy, (f) :

Ve (-x) = Ym,n (82 + |x‘2)(n72m)/2 - €

Here 7, , is chosen in such a way that, independently of €, we have
/ ve()[* dx = 1. (7.53)
Rn

By Theorem we know that for every € > 0

§= ||V£||2@m72' (754)

By [382] Lemma 2] we also know that for j =0,...,m— 1, |x| > 1, we have

Al <c i
’ vl(x)‘ =1+ ) n2mrai 2
. |x|2j+1
|VA/v(x)| < C

- (1 + |x|2)(n72m+4j+2)/2 ’

implying that for 0 < & < 1, |x| > %, we have

. 8(n72m)/2|x|2j
e € ey

8(n—2m)/2|x|2j+1
(21 [x2)(n—2mT4j2)/2"

(1.55)
|VAjvg(x)| <C

For0 <€ <1, 3 <|[x| < 1 we conclude
|Ajv8(x)| < C‘(<5(rt—2m)/27 ‘VA‘/V8(X)| < cegl=2m/2,

Since v, is radially symmetric, for all |a| <m, 0 < € < % % < |x| <1 one finds that,
in particular,
ID%ve(x)] < Ce=2m/2, (7.56)

After scaling and translation we may assume that B C Q. Let & € C°(B) be a fixed
cut-off function, 0 < & < 1, £(x) =1 on {|x| < 1}. We proceed by localising the
minimisers ve and put

we :=§& -ve € C(B). (7.57)

For even m we conclude with the help of (7.53) and that

[ (am2e) e [ (am20) i
éélx\gl <(Am/zvg)2 - (Am/2(§v8))2> & +/\;c|21 (Am/z"e>2 dx

<
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S C8n—2m (1 +/ r2m—n—1dr) — 0(8n—2m)'
1

For odd m an analogous estimate holds true. By virtue of (7.53) and (7.34) it follows
that

e[z = S+0(e">"); (7.58)
, e
v”ldx—/w”ldx </ vwHdx<c ———dx=0(&");
’@wf BT S Ly Sy ey = O

/ng“ dx = 1+ 0(g"). (7.59)

Since we > 0 and

P We ) )
e = g €O B) el =1,

by making use of (7.58) and (7.59) we obtain

||W8H%-]81 B S+0(£n—2m) 7S+0(8n_2m)
([pwitTdx)2/6+0) (14 0(en)2/6+D) ;

Ive 3 =

so that S(£2) < S by letting € — 0. Together with (7.52), this proves that S is inde-
pendent of the domain.

In order to show that the minimum in (7.51)) is not attained, one argues that an
optimal function vy € H{'(£) may be extended by O to a function vy € H'(R")
which vanishes identically on the nonempty open set R” \ Q. Since we have just
shown that the infimum is domain independent, this extended function would be
a minimiser of the Sobolev ratio in R” and would therefore solve (7.43), up to a
Lagrange multiplier. This is in contradiction with the unique continuation principle
(336, 345] which excludes the existence of Hj'-solutions to (]EI) which vanish
identically on some open set. Let us also mention that if € is bounded, the simplest
way to prove nonattainment is to apply Theorem [7.58] below. O

Let us also emphasise that

0 [Vl 7
- 2
HR\(0} [[V]|7,4,

(7.60)

but, contrary to , the infimum in || is not attained since the additional 12-
norms, see (2.8)), make the corresponding inequality strict. In order to prove (7.60),
consider the functions ue y, in (7.46) with xo = 0. By Theorem [7.21] they satisfy
S||ug,0HiHl = ||Ms’0\|_2@m‘2. A computation shows that ||D*ug o|[;> — 0 as € — 0 for
all k=0,...,m—1, see also the proof of Theorem[7.23|above. This proves (7.60).
One may then wonder whether S and its attainment remain the same if in (7.51))

we replace the functional space Hjj'(£2) with a different (larger) subspace of H™(£2).
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Restricting our attention to the case of Navier boundary conditions, we consider
the space H}j (£2) introduced in (7.35) endowed with the norm (7.36). We have the
following positive answer from van der Vorst [399] and Ge [[192], see also [187].

Theorem 7.24. Let 2 C R" (n > 2m) be a bounded C™-smooth domain. Then
H"(Q) C L'*N(Q) and
2
bl
in >
HE (N0} [|V][7 .

Moreover, the infimum in is not achieved.

(7.61)

Theorems and tell us that not only the best embedding constant is
independent of the domain €2, but it is also independent of the kernels of the trace
operators defined in (2.4). We also refer to [41] for embeddings in case of “free”
boundary conditions.

Proof. 1. By scaling we may assume that |Q| = e, = |B|. Since H}'() C HJ (L)
it is obvious that
91

in —
L AORUN .

In order to prove equality we assume by contradiction that the above inequality were
strict. This means that there exists u € Hj () \ {0} such that

HMH%IQ

) .
s+l

(7.62)

[l

In a first step we prove that there exists a radially symmetric function v € Hg(B) \
{0} satisfying

(—A)j v is positive and radially decreasing for all j < % (7.63)
" lalfyy VI3
u m v m
2”» > 2”19 , (7.64)
||u||Ls+l Hv||Ls+1
In the case that m = 2k is even, we consider v € Hy"’(B) given by
(—A)kv = ((-A)*u)* inB
{AJ’v:O on dB, j=0,... k-1, (7.63)

where ((—A)*u)* denotes the spherical rearrangement of (—A )*u according to Def-
inition Then (—A)/v is positive, radially symmetric and radially decreasing
forall j =0,...,k. Moreover, Theorem yields v > u* so that

Wllsor ) = 1 o1y = Nl o1y (7.66)



246 7 Semilinear problems

where the last equality follows from standard properties of the spherical rearrange-
ment, see Theorem [3.11} For the same reason, we also have

B [

-t

12(B) 12(B) 2(Q)

Altogether we see that v has the claimed properties.

To prov in the case that m = 2k + 1 is odd we consider again v € H'}'(B)
defined by (7.65)). Then (—A)/v is positive, radially symmetric and radially decreas-
ing forall j =0,...,k. Moreover, we obtain again (7.66). Finally, by standard prop-
erties of the spherical rearrangement, see again Theorem [3.11] we infer

1680, = e

I

L2(Q)

and v is as stated.

2. Take now v as constructed in the previous step. Below, we shall introduce an
extension procedure and prove that there exists a radially symmetric function w €
"2 (R") with

2 2
||V||H§’ ||WH@m,2

2 2
VIZeer Il

Since by definition of the optimal Sobolev constant one has that

(7.67)

HW”_z@m,Z

w7

Combining this with (7.62)), (7.64), and (7.67) yields a contradiction. Quite similarly
one shows that S is not achieved in Hj'(£2). This means that up to showing (7.67),
the proof of Theorem is complete. O

In order to prove (7.67) one needs to distinguish between even and odd m.
Even m, m = 2k for some k > 1.
For g : [0,1] — R let us define

(%og) (r) :== /rl /Op (;)nlg(s)dsdp.

Hence, % is the solution operator for the radially symmetric Poisson problem in the
unit ball of R”, that is, it satisfies

—A (%0g) (|x]) = g (|x]) for |x| <1,
(“0g) (|x) =0

for |x| = 1.

Let us also define for g : [0,00) — R with appropriate integrability conditions
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//() (s)dsdp.

If g also goes to O fast enough for r — oo (e.g. like r~7 with y > 2), then an integration
by parts gives

l r
(“g) (r) = — 2r2_" /0 ds+ — / sg(s (7.68)

and
—A(9g) (|x]) = g (|x]) forx € R™.
Note that
g>0 = Yg>%ginB. (7.69)

We now describe the inductive procedure which we will use in order to suitably
extend radial functions in Hj (B) satisfying (7.63).

Lemma 7.25. Letn,y>2, y#nand let{ > 0. If f € H), .(R") is radially symmetric,
positive and such that
f @) <eplad™ for x| > 1,

then there is a unique radially symmetric solution z € Hf;z (R™) of

—Az=finR",
lim z(x) = 0.
[x|—o0

Moreover, z =% f implies that z is positive and

n c _
Z(x) <o |)C|2 +m |x|2 onr \x\ > 1.

This inequality becomes an equality if f (x) = cy|x| "7 for |x| > L.

Proof. In view of the “boundary condition” at infinity, uniqueness follows from
Weyl’s lemma and Liouville’s theorem.
Suppose first that f is continuous. We have

s (P15 0) =10,

Since 2 a is bounded in 0 we find

n—1 81

5, (r)= —/Ors"flf(s)ds

and since z goes to 0 at oo, it follows that
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= P
= [ ot [T p(s)dsdp

—1 P Al 1 oo

p—) [pz"/0 s"lf(s)ds} +n—2/ sf(s)ds

r

nizﬂ—”/ =1f(s) ds+—/ sf(s) (7.70)

If f > 0 is not identically 0, then z > 0. For r > 1 it follows from (7.70) that

| A "1 cf 2-
z2(r) < — </0 s f(s)ds+6f/1 s Yds)+(11—2)()/—2)r 4
_ 1 U cr 2—n cr o
- ”—2(/0 ) ‘—y) Yy

Equality holds if f (x) = cs |[x|”" for |x| > 1. The formula in (7.70) also holds for
f € Hf, (R"). The claim that z € H.,"* (R") is direct. O

loc

The second tool is a variation of an extension result which enables us to modify
radial functions in H§(B) to functions on the whole space with no increase of the
Dirichlet norm.

Lemma 7.26. Let m = 2k and let v € Hij (B) \ {0} be radially symmetric and satisfy

. Let w(r) = (9% f) (r) for

_[(=A)vr) forr<i,
f(r)_{O forr>1.

Then w € 2™2(R") and

]_ ||W||_@m¢2 == ||V||Hgl(3)
2. ||W||LS+1(R”) > ||V||Ls+l<3).

Proof. From Lemma([7.23| we find that
w(r)=c P e o™ for r > 1

which implies with w € HJ" (R") that w € 2™ (R"). Since

) = (=) (9"F) (1) = (=4) w(r)

it even follows that

k k
Il gna = |[A4%w] , = 1Fliageny = 1F sy = 4], = Vg

L2(R")

Moreover, by (7.68) it follows that 4 f(1) > 0 = ((fA)k_1 v) (1) and hence by the
maximum principle and by (7.69):
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Gf>%f=(-A)""vinB. (7.71)

Since 42f(1) >0 = ((fA)k_2 v (1) and since (7.71) holds, a further iteration of
the maximum principle and (7.69) implies

GPf>4f=(-A)"vinB.
Repeating this argument we find
w:gkfz%cf:vinB.
Hence [|w| 1 (mny > [WlLst1(g) 2 [IVIls1 8- O

If m = 2k is even, the function w € 2™2(R")\ {0} constructed in Lemmam
satisfies (7.67)).
Odd m, m = 2k + 1 for some k > 1. In this case, we take advantage of what has just
been proved for the even exponent 2k. Since Hék“ (B) C H3}(B), by Lemma

we know that any radially symmetric function v € Hék“ (B) \ {0} satisfying (7.63
allows to define an entire function w such that

w>vinB, A¥w—-v)=0inB, Afw=0inR"\B.
In particular, this implies that also
V(A¥(w—v))=0inB, V(A*w)=0inR"\B.

The construction for the 2k-case also enables us to conclude that w € C?*~1(R"), a
regularity which is not enough to obtain w € 22+12(R"), we need here one more
degree of regularity. This is obtained by recalling the extra boundary condition that
appears by going from H3*(B) to HﬁkH (B), namely A¥v = 0 on 9B, and that A*w =
0in R"\ B. Hence, follows also for odd m.

7.4 The Pohozaev identity for critical growth problems
In what follows we assume again that n > 2m and we consider the case where the
exponent p in ([7.39) is critical,

B n+2m
Cn=2m’

p=s

When trying to carry over the methods from Section to this case, one is imme-
diately confronted with the fact that the embedding HY'(Q) C L*"'(Q) is no longer
compact although still continuous. Not only the arguments break down, but a huge
number of new phenomena can be observed, some of which will be explained be-
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low. On the other hand, according to Proposition all weak H\j'—solutions of
critical growth equations are as smooth as the domain and the nonlinearity permit.
So in what follows, in smooth domains we need not specify the type of solution we
are dealing with.

The starting point of our analysis is a celebrated identity due to Pohozaev [339]
340], see also Pucci-Serrin [347]. It is deduced from the equation by means of the
testing functions x - Vu and u itself, and by partial integration. It reflects translation
and scaling equivariance of the differential equation.

Theorem 7.27 (Pohozaev identity). Assume that Q C R" (n > 2m) is a bounded
smooth domain with exterior unit normal v, and let u € C*"(Q) be a solution of

(—A)"u = Au+|ul*'u in Q,
(7.72)
D%|30 =0 for|a] <m—1,
where A € R. Then one has the following variational identity
2
/ (Am/2u> (x-v)do ifmis even,
aQ
2m?L/ udx = 5 5 (7.73)
Q
I Am=1)/2 . ifm i A
/ag(av ul (x-v)do ifmisodd

Proof. We consider first the case where m = 2k is even. Using x - Vu as testing
function we obtain for each term in (7.72))

n n
/\u|s_1u ijuxj dx:—sZ/ |u|5_1uuxjxjdx—n/ |ul** dx

) u n ) n—2m [
s—1 E d _ AJr]d - _ / S+1d ;
/_Q‘ul ( ux’) NS \u| * 2 .Q|u| g

i n
Y xjiy, | dx=—2 [ wdx;
~/Qu<':1xjuxj> * ZAM *

J

[ (Car (2) sie [ (a4t (z) N
:2(1{—1)/_(2(Ak+1u) (Akilu) dx—l—i/ﬂ(AkHu)xj (Ak71u>x.dx
:2(k—1)/ (Ak dx — Z/ (ak) & (a%u) ax

Xj
n
— Z/ Aku X Ak_lu) dx
ij=1 Q Xi

xl-x]-
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:(2/(—1)./9 (Aku)zdx—'zn; /lm (Aku) (A’Hu) (vix;) de

XiXj

k k k k—1
+Z/ A A dx+Z/ A A )Xixjdx.

i,j=1

Since (A*~'u) |50 =0, one has that on 92
J

V() ) =5 (@), ) v=x (), v) v

so that we may proceed as follows.

/Q ((_A)Zku) (ixjuxj> dxzzk/Q (Aku)zdx
E L ) (§ (), v) ) oo

i,j=1

) o (0

n

B (e § [ () (5 v

w3 [ (a%) vide
_ 2’”2’”/Q (Aku)zdx—i;l/a!z (at) (41u) | (vpves) do
+% y (Aku)z(x.v)dco
. 2’”2_”/ (a%u) dx—Z/ (A“ )(ijj-) do
n % » (Aku)2(x~v) do
_ 2’”2_”/9 (Aku)de—/m (4k) (4%) (x-v) do
+% y (Aku)z(x-v)da)
n—2m

S /(Ak dx—f A" * (x-v)da,
2 Q 8(2

where we exploited again that (Ak’lu)x_ lopo = 0. Making use of the differential
J
equation yields
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n72m

2 1 2
/ Aku dx—|—§/ Aku (x-v)d(o

=23 [ wax+” m/|\s+1dx

zmu as a testing function gives

Using now “=

—om [ 2 ) —om [
! m/ (Aku) dx=2" m/ WP dx+ " m/ |u|* ! dx.
2 Q 2 Q 2 Jo

We subtract both equations and come up with

1 2
— Ak . = / 2
3 ag( u) (x-v)dow =mA X dx,

thereby proving the claim for even m = 2k.
If m = 2k+ 1 is odd, only the differential operator needs some extra considera-
tion.

/_Q ( A2+ ) <ijux ) dx = — / (Ak+1 )Ak (Zx]ux>
_ —Zk/ (a%+1u) (a%u) dfo/ (4% u)x (a%) a
—Zk/ ‘VA" dx — Z/ (ak) Ak (4%) (vi) do

J

+ Z/ Ak ij Ak) dx+ Z /Q (Aku) xj(Aku> dx
X xXix;

i,j=1 i,j=1
2k+1 / ‘VAk dx— Z/ ( u) (V,'ijJ'V,')dCO
i,j=1
+ = 121/ xjvj)da) 2/‘VA" dx
o
n—2m
= - vkl / V) do.
2 /Q’ 20 (3\/ > (e-v)
The remaining arguments are exactly the same as for even m. (]

Remark 7.28. A careful analysis of the proof shows that the statement remains true
if we merely assume that u € C>"(Q)NC>"~1(Q). This is also true for the next two
identities.

A similar identity is also available for critical growth problems under Navier
boundary conditions. The following result, which can be proved essentially as The-
orem[7.27] is due to Mitidieri [307] and van der Vorst [398].
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Theorem 7.29. Assume that & C R" (n > 2m) is a bounded smooth domain with
exterior unit normal v, and let u € C*"(Q) be a solution of

(—A)"u = Au+|ul*'u in Q,
Alulyo =0 for j=0,...m—1,

where A € R. Then one has the following variational identity
2m,1/ udx = (—1)"*! Z/ (AT )y (A" u)y (x- V) do. (7.74)
Q

Proof. As for Theorem one uses again x- Vu and 2 22’"14 as testing functions
and integrates by parts by replacing the Dirichlet conditions with the Navier condi-
tions A/u|yo = 0 for j =0,...m— 1. This gives rise to different boundary integrals.
And, again, the cases where m is even or odd need to be considered separately. [

There are several equivalent ways of writing the identity (7.74). We chose the
one which appears most elegant since it does not require to distinguish between
even and odd m. Note that if m is even every summand in the right hand side of
(7.74) appears twice while if m is odd the summand indexed with j = mgl appears
only once and all the others summands appear twice. We refer to [375, Lemma 2]
for a different form of (7.74).

Finally, we consider the case of Steklov boundary conditions, where the situation

is slightly different. For later purposes we only need to deal with the case A = 0.

Theorem 7.30. Assume that Q C R" (n > 4) is a bounded smooth domain with
exterior unit normal v, let a € R and let u € C*(Q) be a solution of

Ay = |ul¥/ =y inQ,
{u:Au—auv =0 ondQ. (7.73)
Then
/ (2(x~VAu) & (x~v)uv+nauv) Uuydo = 0. (1.76)
Q2

Proof. The starting point is a Rellich-type identity [307, (2.6)] of Mitidieri for arbi-
trary C*(Q)-functions, which can be obtained as follows.

/Q(Azu)(x Vu)d /VAu Vudx— Z/ (Au) X jlby;x; dx

i,j=1

+ [ (x-Vu)(Au)ydo
Q
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= (n—l)/QVAu-Vudx+i7jzn"l/Q(Au)x‘.xjxjux,-dx
+/¢9.Q ((x~Vu) (Au)y — (VAu~Vu)(x-v)) do
= (n—Z)/QVAu-Vudx—j:Z’I/Q(Au)xjxjAudx

Jr/(m ((x~Vu) (Au)y — (VAu-Vu)(x-v) +(X’VAM)MV) dw

= (n—2)/ VAu~Vudx—|—ﬁ/ (Au)? dx
Q 2)a

A 2
+/ (v Vi) (Aw)y — (VA V) (V) + (x- VA — ( 2”) (x-v)) do.
0Q
By separating interior terms from boundary terms we finally get

/(Azu)x~Vudx—E/ (Au)zdx—(n—Z)/ VAu-Vudx
Q 2J)a Q

, 2
= ./M2 ((x-Vu)(Au)v—(VAu~Vu)(x~v)—|—(x-VAu)uv— (A;) (x-v)) do.
(1.77)
Since u = 0 on 9Q, (7.77) reduces to
2,y _n 2 _ 2
/Q(A u)x-Vudx 2/9(Au) dx+(n 2)/9(A u)udx
= —% aQ(Au)z(x-v)da)—l—/(m(x-VAu)uvda). (7.78)

Here we integrated by parts to get the third term in (7.78). Now, for solutions of
([7.73)) the left hand side of becomes

/Hq(Azu)x-Vudx—g/Q(Au)zdx—k(n—Z)/Q(Azu)udx

:/ |u|8/(”_4)ux-Vudx—n</ \u|2"/(”_4)dx+a/ u%dm)
Q 2 \Ja 20

+(n-2) /Q ||/ dx

n—4 _ n—4 _ na
=2 e 4))dx—|—T/Q|u\2n/<" 4)dx—7/mu%,da)

na
2 Joo

Combining the latter with (7.78) and using that Au = au, on dQ, we get (7.76). [

u%,da).
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7.5 Critical growth Dirichlet problems

In this section, we consider the semilinear polyharmonic problem

A" u=Au+ul"'u, u£0 in Q,
{( )"u u+ul’u, u# 7.79)

D%y =0 for o] <m—1,

where Q C R” is a bounded smooth domain and A € R. As before, n > 2m and s =
(n+2m)/(n—2m) is the critical Sobolev exponent. We will prove both nonexistence
results — essentially based on the PohoZaev identity in Theorem —and existence
results.

7.5.1 Nonexistence results

Restricting ourselves to starshaped domains, we draw here the following conclusion
from the Pohozaev identity (7.73). In Section we discuss whether nontrivial
solutions exist in geometrically or topologically more complicated domains.

Theorem 7.31. Assume that Q C R" (n > 2m) is a bounded smooth starshaped
domain. Then the Dirichlet problem only has the trivial solution u =0, if

1. A <0 in the case m = 1,
2. A < 0inthe case m > 2.

Proof. With no loss of generality we may assume that Q is starshaped with respect
to the origin so that x- v > 0 on dQ. Therefore, nonexistence of nontrivial solu-
tion for A < 0 follows from . Moreover, by the divergence theorem one has
S50 (x-v) do =n|Q]| > 0. Hence, there exists a relatively open part of d© where
x -V > 0 so that there, also V"u = 0. If we assume now in addition that m = 1,
then this is enough to extend u by 0 as a solution of the differential equation (7.72)
beyond this part of dQ. By means of the unique continuation principle for —A we
may conclude that u(x) = 0 in particular in . See [247] for the details. O

Remark 7.32. If m > 1, one still has a unique continuation principle [336, 345].
Knowing V"u = 0 on a part of d€2, however, does not suffice to extend u as a
solution beyond 9. Instead, one would need V/u =0 for j =0,...,2m — 1.

If m > 2 and A = 0, the nonexistence of any nontrivial solution to has to
be left open, only more restricted results are available. Concerning the biharmonic
problem, i.e. m = 2, by combining with the classical Hopf’s lemma, Oswald
[327] could prove the following.

Theorem 7.33. Assume that Q C R" (n > 4) is a strictly starshaped bounded
smooth domain. Then the problem
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A2y = D/ 0=4) 0
u=|Vu|=0 on o

(7.80)

admits no nontrivial nonnegative solution.

Proof. With no loss of generality we may assume that Q is strictly starshaped
with respect to the origin so that x- v > 0 on dQ. Assume that u is a nonnegative
nontrivial solution to . Since JdQ is smooth, by Proposition we know
that u € C*(Q). Then from (recall A = 0) we deduce that Au =0 on Q2. But
—A(—Au) = u"/ (=4 > 0in Q so that —Au is superharmonic in £ and vanishes
on its boundary. The maximum principle then yields —Au > 0 in Q. Since u =0
on dQ, Hopf’s boundary lemma for strictly superharmonic functions implies that
uy < 0on d€2, a contradiction. O

However, in general domains €2, no result excludes the existence of simplest pos-
sible nontrivial solutions — such as mountain pass solutions or constrained minima
— as they are discussed in the subcritical regime in the proof of Theorem [7.17] As-
suming that such a solution exists would not directly yield a contradiction because
due to the lack of positivity preserving — see Chapter [f]— there does not seem to be
a way to prove its positivity. Such a conclusion would be obvious only in domains
with positive biharmonic Green’s function.

Let us now briefly discuss the situation for general m > 2 whenever A = 0. Here,
it seems that, so far, nonexistence results are available only in balls where, in view
of Theorem [7.1] the class of radial solutions contains the class of nonnegative so-
lutions. Hence, the following statement, due to Lazzo and Schmidt [272], also ex-
cludes the existence of nontrivial nonnegative solutions.

Theorem 7.34. Let B C R" (n > 2m) be the unit ball, s = (n+2m)/(n—2m). Then
the problem

{ (—=A)"u=|u|"'u in B, 7.81)

D%u|y5 =0 Sor|la| <m—1

admits no nontrivial radial solution. In particular, admits no nontrivial non-
negative solution.

Proof. Assume that r+— u(r) # 0 is a radial solution to (7.81). By putting v; := A"~ 'u
and w; := r"~1. fori € {1,...,m}, equation (7.81) is equivalent to the system
-1 -1 .
PN =wy W= v, i€ {l,. . m},
where we have set v, 1 := (—1)"|v{[*"'v;. Note that the w-components satisfy the

initial conditions
wi(0)=0 forallie {1,...,m}. (7.82)

It is clear that u (and so v;) cannot have an accumulation point of zeros since oth-
erwise all its derivatives would have the same accumulation point of zeros and, by
continuity, they would all vanish at that point. Then unique solvability of the Cauchy
problem would imply that u = 0, against the assumption.
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For each i € {1,...,m} let o(v;) be the (finite) number of interior zeros of v;,
namely the number of values r € (0,1) where v;(r) vanishes. Also let B(v;) be
the number of boundary zeros, namely the zeros of v;(r) when r € {0,1}. Clearly,
B(vi) € {0,1,2} for all i. Similarly, we define o (w;) and f3(w;).

Let ¢ : [0,1] — R be a continuously differentiable function such that both ¢ and
¢’ have a finite number of interior zeros. Between any two zeros of ¢ there is a point
where ¢ attains a positive maximum or a negative minimum which is an interior zero
of ¢’. It follows, in particular, that 6 (¢’) > o (¢) + S (¢) — 1. If we apply this remark
to (v,w), forall i € {1,...,m} we have

o(w)=c(" W)=0c()>cv)+BWv)—1
and
o(vit1) = o (F vip1) = a(w) > o(wi) +B(wi) — 1,
which imply

o(vier) = o(wi) +B(wi) =1 = c(vi) +B(vi) +B(wi) =2 (7.83)

We now put k :=m/2 if mis even and k := (m — 1) /2 if m is odd. We claim that

o(vir1)—1>0(w;) >o(v) forallie {1,...,k},
o(vir1) > o(w)) >o(vi)—1forallie {m—k+1,...,m},
if m is odd, G(vk+2) > G(Wk+1) > G(vk+1),
ovi)<o(wn)—1<---<ow)—(k—1) <o) —k<
<O(mii1) k<O p2) —(k=1) < <0(vm) = 1 < (Vms1)-

b

To see this, notice that if i € {1,...,k}, both v; and w; vanish for r = 1, so that
B(vi) > 1 and B(w;) =2 in view of (7.82). If i € {m—k+ 1,...,m}, there is no
condition at r = 1 for v; or w;, and all we know is that 8(v;) > 0 and B(w;) > 1. If
m is odd, then also vy vanishes at 1, but wy; needs not, so that 8 (vx4+1) > 1 and
B(wks1) > 1. Items 1-2-3 now follow directly from (7.83). Furthermore, it follows
from Item 1 that

ovi)<own)—1<---<ow)—(k—1)<o(ves1)—k
and from Item 2 that
(V1) = 0(m) =12+ = 0(Vmiks2) = (k—1) = 6 (Vim—stt1) —k.

If mis even, k =m—k and so 6(viy1) = 0(Viy—is1). If m is odd, o(viy1) <
0 (Viy2) = 6(Vi—gy1) due to Ttem 3. Altogether, these inequalities prove Item 4
and complete the proof of the claim.

In fact, since 6(v11) = o(|v1]*~'v1) = o(v;) all the inequalities in Item 4 are
necessarily equalities. But then, also the inequalities in Items 1-2-3 are equalities.
From this we finally conclude that also are equalities so that, in particular (for
i=k+1),
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Bviki1)+Bwir1) =1 ifmiseven,  B(vir1)+B(wirr) =2 if misodd.

In turn, since B (wgy1) > 1 in view of (7.82) and since (v, 1) > 1 whenever m is
odd, the latter implies

B(vks1) =0 if mis even B(wkr1) =1 if misodd.
From this, using again when m is odd, we infer that

vir1(1) #0  if mis even wir1(1) #0  if mis odd.
On the other hand, rewritten in our context, reads

vk+1(1) =0 if mis even wip1(1) =0 if mis odd.

which gives a contradiction. t

7.5.2 Existence results for linearly perturbed equations

In the previous section several nonexistence results are collected for the critical
growth polyharmonic problem in starshaped domains. However, the discus-
sion of the case A = 0 made clear that an exhaustive treatment of nonexistence
results seems to be out of reach. Only in the ball the nonexistence situation is fairly
well understood although one should also find complementing existence results. For
this reason we mainly restrict our attention in this section to the discussion of exis-
tence for radial solutions to

{(A)mulquuP_lu, u#0 inB,

(7.84)
D%y5=0 for o] <m—1.

As before, n > 2m and s = (n+2m)/(n — 2m) is the critical Sobolev exponent. If

one is merely interested in nontrivial solutions, one can also consider the problem

in general domains, see Theorem [7.40| below.

According to Theorems and one has nonexistence of radial solutions
to for all A < 0. The goal should now be to discuss for A > 0 in the
class of radial functions. However, for general m > 1, as we shall explain below,
this class is still too large for having complementary existence and nonexistence
results. Since we are concerned with the case A > 0, not only Boggio’s comparison
principle Lemma is available but also the symmetry result in Theorem
becomes applicable. It will turn out that the class of positive radial functions is
suitable for a satisfactory discussion of for A > 0. The argument in (7.43))
then shows that a first natural restriction is A < Ap 1, the first Dirichlet eigenvalue.
But we will show more serious obstructions than just A € (0,A,, 1) in order to have
positive radial solutions to (7.84).
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In the case m = 1, Brezis and Nirenberg [72] discovered an interesting phe-
nomenon. They showed that there exists a positive radial solution to for every
A €(0,A11)ifn >4, and for every A € (%Al,l,/\l,l) if n = 3. Moreover, in the lat-
ter case, problem has no nontrivial radial solution if A < %Al,]. Pucci-Serrin
[348] raised the question in which way this critical behaviour of certain dimensions
depends on the order 2m of the semilinear polyharmonic eigenvalue problem (7.84),
if m increases arbitrarily. In order to have a suggestive name for those dimensions
we define according to Pucci and Serrin:

Definition 7.35. The dimension 7 is called critical (with respect to the boundary
value problem (7.84)) if and only if there is a positive bound A > 0 such that a
necessary condition for a nontrivial radial solution to (7.84)) to existis A > A.

Pucci and Serrin [348]] showed that for any m the dimension n = 2m+-1 is critical
and, moreover, that n = 5,6,7 are critical in the fourth order problem m = 2. They
also had a clear idea about the precise range of critical dimensions.

Conjecture 7.36. [Pucci-Serrin] The critical dimensions for the boundary value
problem are precisely n =2m+1,...,4m—1.

By the work of Brezis and Nirenberg [[72], this conjecture is true for m = 1. Sub-
sequently, Pucci-Serrin [348]] and Edmunds-Fortunato-Jannelli [160] showed that
the conjecture is also true for m = 2 while, according to Theorem below, for
arbitrary m the critical dimensions are at most n =2m+1,...,4m — 1. Finally, Ber-
nis and Grunau [53} 201] proved the Pucci-Serrin conjecture for m = 3 and m = 4
while for any m > 5 they proved that there are at least five critical dimensions
n=2m+1,...,2m+5. But in general, the conjecture of Pucci and Serrin is still
open. Since in view of Theorem [7.1} for A > 0, it is equivalent to consider positive
or positive radial solutions, a possible relaxation of the original notion of critical
dimension is the following.

Definition 7.37. The dimension n is called weakly critical (with respect to the
boundary value problem (7.84)) if and only if there is a positive bound A > 0 such
that a necessary condition for a positive solution to (7.84) to existis A > A.

We recall that the case A < 0 was already studied in Section[7.4] Here we prove
the following result.

Theorem 7.38. Let n > 2m, s = (n+2m)/(n—2m), B C R" the unit ball. Let A, ;
denote the first Dirichlet eigenvalue of (—A)™ in B.

1. If n > 4m, then for every A € (0,Ay, 1) there exists a positive solution u € C*(B)N
C*"1(B) to the Dirichlet problem . This solution is radially symmetric,
u = u(r), and strictly decreasing in r = |x| € (0,1).

2.If2m+1 <n<4m—1, then there exist 0 < A < A< A1 such that for every
A € (A, A1) the Dirichlet problem has a solution u as above and for
every A € (0,A) it has no positive solution.
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3. IfA > Ay, then has no positive solution.

In particular, Theorem([7.38]— together with Theorems|[7.1] and([7.34]- shows
a relaxed version of Conjecture

Corollary 7.39. The weakly critical dimensions for the boundary value problem
(7.84) are precisely n =2m+1,...,4m—1

Before starting the proof of Theorem let us mention that similar but some-
how weaker results hold in general domains.

Theorem 7.40. Let n > 2m, s = (n+2m)/(n—2m), ler @ C R" a bounded domain.
Let Ay, 1 denote the first Dirichlet eigenvalue of (—A)™ in Q.

1. If n > 4m, then for every A € (0,Ay, 1) there exists a solution u € Hj'(Q) to the
Dirichlet problem (7.79).

2.If2m+1<n<4m— 1, then there exists 0 < A < Am,1 such that for every A €
(A, A1) the Dirichlet problem has a solution u € Hj'(Q).

In order to prove Theorem [7.38] we proceed as in Section [7.2] We minimise the
functional v — F, (v) in (7.41)) subject to the constraint

vEN = {VEH(S"(B): /|v|s+1dx=1}
B

and we define
Sy :=inf F (v). 7.85
3= inf P (v) (7.85)
In Section the required compactness was a consequence of the Rellich-
Kondrachov embedding theorem[2.4] Here, in general, compactness may fail. How-
ever, we will show that in a suitable energy range, one still has compactness. The
threshold of this range is related to the optimal Sobolev constant defined in (7.51)
and which is independent of the domain €, see Theorem [7.23]

Lemma 7.41. Let 0 < A < Ay, 1 and (vi) C Hy'(B) N be a minimising sequence
for Fy|n. Moreover we assume that S; < S. Then F) |y attains its minimum in a
function vy € Hy'(B) NN, namely F) (vo) = S. Up to a subsequence, one has strong
convergence vy — vo in H{'(B).

Proof. Since A < A1 we have that S; > 0 and the minimising sequence (vy) is
bounded in H{j'(B). After possibly passing to a subsequence we may assume that
there exists vo € Hj'(B) with

Ve — vo in Hy'(B), v — v in LSH(B), Vi — Vo in LZ(B)7 vy — Vg a.e. in B.

By Vitali’s convergence theorem, we know that for k — oo

(et == vol ) = [ ol dx-+o(1)
B B
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so that, since v; € N, we have
1f/B|vk 7v0|5+1dx:/B|v0|s+1dx+0(l). (7.86)
As for the quadratic functionals, by weak convergence it follows that
iz — v = vollzg = IIvollzz +o(1),

F (vi) = [[vi = vollFm = F (vo) +o(1). (7.87)

In order to conclude for compactness we need that a positive multiple of vy obeys
the constraint N. So, we show first that

/ lvo|* T dx > 0.
B
Indeed, since by assumption Sy < S, (7.86)-(7.87) and Fj, (v;) = S3 +o(1) show that

/|vo|s+1dx: 1—/\vk—vo|s+1dx+0(1)
B B

> 1—s*<f+1>/2||vk—v0||;,j,),l1 +0o(1)

. (s+1)/2
= 1-5"C D2 (F ()~ Filo)+o(1) +o(1)
(s+1)/2
> l—S_(”l)/z(F,l(vk)—ko(l)) +o(1)
(s+1)/2 (s+1)/2
= 1—S—<f+1>/2(s,1 +o(l)) +o(1)=1- (?) +0(1) >0
for sufficiently large k. Hence,
Vo = _ €N,
”VOHLS“
and by making use of Fj (V) > S; we conclude that
2/(s+1)
F(vo) = Sy < / |vO|S“dx> : (7.88)
B

We now prove strong convergence vy — vo in L*1(Q). Since 2/(s+1) < 1 we
employ the simple but very useful inequality

(a+ b)) < /6D L p2/6+D) foralla,b >0

to obtain
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Sy = Fy(v)+o(l) = ||Vk—VO||%16” +Fp(vo)+o(1) dueto

2/(s+1)
= St =l 453 ([ o ax) o) due o @30 39

= (S—Su)lve —vollZ,

2/(s+1) 2/(s+1)
+ 8 ((/ |vk—vos+1dx) </ |vos+1dx) ) +o(1)
B

2/(s+1)
> (S—=S2) v = voll7se1 +S2 (/B|Vk—Vo|Sde+/B|V0|SHdx) +o(1)

(S=S) vk —vol 2 4852 (140(1)) ¥ 40(1)  due to (7:36)
(S = Sa)[[vie = vol| 21 + Sy +o(1).

%

Since by assumption S — S, > 0, we obtain v; — vg in L*! so that vy € N. Weak
lower semicontinuity of F (see (7.87)) gives

Sy > Fy(vo) and because of vo € N also Sy = F) (vo).
Combining this with (7.87) finally proves that vy — vo in HJ'(B). d
In order to obtain compactness we verify the assumption S; < S of Lemma[7.41]
To this end, we need to take into account the calculations of Theorem [7.23]

Lemma 7.42. [. Assume n > 4m. Then for any A > 0 we have S < S.
2. Let 2m+1 < n < 4m— 1. Then there exists a number A = A(n,m) < Ay such
that for all 2. > A one has Sy < S.

Proof. In view of Theorem we know that § = inf,cy ”V”%’é"' By using the same
notations as in that proof, we see that there exist constants ¢y, ¢, c3,c4 > 0 such that

' ' dx dx
2 n—2m n—2m
dx > £ —_— £ —_——
./BW£ X Z yl'zn,n ./|x\§8 (282)n72m +yr2n,n /e<|x (2|x| )n 2m
_ C182m +628n—2m/1/2 r4m—n—1 dr
€
c3€2M+0(g" M) it n>4m,
=< c26”"|loge| +0(e*")  if n=4m, (7.89)
A€M L O(e2Mm) if n < 4m.

If n > 4m, we use (7.89) to get

S+0(e"2) — Acze™™
(1 + O(Sn))Z/(s+1)

Fy (we) < =S —Acze?™ 4 0(e" M),
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while in the case n = 4m, we obtain
Fy (W) < 8 — Ace?™|loge| + O(e2™).

By choosing € > 0 small enough, the proof of Item 1 is so complete and Sy < S.
To prove Item 2, we consider a positive radially symmetric eigenfunction

(=A)"Q=An19, ¢ >0inB, D%@|yp=0for |a] <m—1,

see Theorem|[3.7] Alternatively, the Krein-Rutman theorem may be applied. We may

assume [|@|[5%, =1 so that ¢ € N. Putting A = Ay, 1 —Se, m/n e find for A > A:
2/(s+1)
S?L SF}’(([)):(AM]— /(P dX< m,1 — </¢Y+ldx> im/n:S
and thereby also proving Item 2. (]

Proof of Theorem [7.38] The existence part (Items 1 and 2) is proved exactly as
in Theorem [7.17] while only the reference to the Rellich-Kondrachov theorem has
to be replaced by referring to the compactness Lemma [7.41] and to Lemma [7.42]
Like in Theorem [7.19] one sees that the constructed solution is of one sign and,
hence, may be chosen to be positive. The symmetry result Theorem applies and
shows that these solutions are necessarily radially symmetric and strictly decreasing
in the radial variable. The limiting exponent for Luckhaus’s [281]] regularity result
(see Proposition [7.13) is also s. The proof of Item 3, i.e. nonexistence of positive
solutions for A > Ay, follows as in the subcritical case, see (7.43).

Therefore, in order to complete the proof of Theorem [7.38] it remains to show
the nonexistence part of Item 2, that is, the following statement.

Lemma 7.43. If 2m+ 1 < n < 4m — 1, then there exists A € (0,A, 1) such that for
every A € (0,A) problem has no positive solution.

Proof. We assume that there exists a positive solution u € C*"(B) to (7.84). From
Theorem we know that necessarily A > 0 so that, from the differential equation
(784), we immediately conclude that

(—A)™u > 0 in B. (7.90)
Theoreml shows that u is radial, so, we write r = |x|, u = u(r), ' (r) = % (r) =
V(u (\x\)) fy- Moreover, [0,1] 3 r — u(r) is strictly decreasing.

1. We introduce the positive weight function w(r) := (1 —r2)"!. With the help of
the simple observations



264 7 Semilinear problems

(—A)"w =0,

dy’ .
(dr) W|r:1 :OfOI']:O,...,lfl/l—z7 (7.91)
d m—1
<_dl"> W‘r:1 >07

integration by parts yields, if m is even,
/w(—A)mudxz /V ((—A)('"/z)*lw) -V ((—A)m/zu) dx
B JB
d
— (_1yn1 “ (m/2)—1 m/2 _ m/2
(-1) /()B (dr (A w)) (A u) do C(n,m)/aBA udo,

and, if m is odd,
/W(—A)mudx = / <(—A)(’"_1)/2w) ((_A)(m+1)/2u) dx
B B
d
= (=1)" (m—1)/2 (m=1)/2
(—1) /83<A w) (drA u) do

d
_ % A(m-1)/2
C(n,m) ./33 ( drA u) do.

From (7.91) we see that the constants C(n,m) are strictly positive. Applying the
Cauchy-Schwarz inequality we find

' 2
2 C(n,m)/ <Am/2u) do if m is even,
(/W(A)mudx) < o8 J 2 (7.92)
B C(n,m)/ (A(m_1>/2u> do if m is odd.
9B \dr

2. The crucial information, which we take from the Dirichlet problem (7.84), is the
following PohoZaev identity, see Theorem[7.27]

2
/ (Am/2u> dw if m even,
2mA / Pdx=1{ 798 d 2 (7.93)
B / (A<m1>/2u> dw if m odd.
o \dr
Combining and we have
2
(/ w(—A)mudx> <C(n,m) A / u® dx. (7.94)
B B

3. We want to show that the weighted L'-norm |, sw(—A)"udx is equivalent to the
L'-norm [(—A)"udx = [5|(—A)"u| dx, see also (7.90). For this purpose we need
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some additional property of (—A)™u. Employing the strict monotonicity of u in the
radial variable r, we may estimate as follows

O</(—A)mudx:/ (—A)’"udx+/ (—A)"udx
B Wl<1/2 1/2< <1

< —A)"ud / dx ((—A)"u|,_

< [ Ayt [ (-4 )

< —A’”d+2”/ dx ((—A)"ul,—
_/\x\g/z( Judx 2 ™ ((=4)"ulr-172)

m—1
< (2"+1) (=A)"udx < (2"+1) <4) / w(—A)"udx,
ll<1/2 3 |<1/2

~0< /B(—A)mudxgC(n,m)/Bw(—A)mudx.

Together with we come up with

I(=A)"ullfy < A C(nm)|ul72. (7.95)

4. Tt remains to estimate the L'-norm of (—A)™u from below by the L?-norm of
u itself. We use a duality argument, which was proposed by Brezis-Nirenberg [72,
Theorem 1.2"1].

Let ¢ € W22 OW(;”’Z (B) be a solution of (—A)™¢ = u. Since n < 4m, we have

a continuous embedding W2"2(B) C C%(B). By means of elliptic estimates (see
Theorem [2.20) we find

@l < Cll@llwane <ClI(=2)" ]2 = [lull2;

luls = [ (~a)"@udx= [ ¢ (~a)"udx
B B

< [l@lle= I(=A)"ullpr < Cllulfl2 [[(=A)"ul|1;
ull72 < C(n,m)||(=A)"ul7s.
2= ) L
o . . . . e 1
Combining this estimate with l) we finally have A > A := o) > 0. (]
It seems that a full proof of the original Pucci-Serrin conjecture |77_%|, if possible
at all, will be significantly more difficult. The most general question in this context,
whether we have nonexistence of any nontrivial (not necessarily radial) solution to

(7.84) for A close to 0, is completely open as far as the authors know, even in the
second order case (m = 1).
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7.5.3 Nontrivial solutions beyond the first eigenvalue

Here, we address the question whether, in a bounded domain €2, the critical growth
problem has a solution for all positive A > 0. Let us recall once more that
weak solutions are smooth in smooth domains, see Proposition

We remark that according to a bifurcation result of Bohme [64]], every Dirich-
let eigenvalue A, j, j € NT, of (—A)™ in  is a bifurcation point for the semi-
linear problem (7.79). Since the problem is variational, this holds true irrespective
of the multiplicity of the eigenvalues. The following statement suggests a picture
how these branches may look like, having the global bifurcation result of Rabi-
nowitz [349] in mind.

Theorem 7.44. Let Q C R" (n > 2m) be a bounded domain, let (Ay,j) jen+ denote
the ordered sequence of Dirichlet eigenvalues of (—A)™ and let | denote their
multiplicity, the eigenvalues being repeated according to their multiplicity.

1. For j € N* and for all A € (A, j—S|Q|~2"/" A, ;) problem has W; (pairs
of) solutions.

2.Ifd4m <n < (Z\f—&— 2)m, then (m) has a pair of solutions for any A > 0 such
that & & (Am,j) jen+

3. Ifn> (24+2v2)m, then (m) has a pair of solutions for every A > 0. Moreover,
for any j € N7 there exists 8; > 0 such that m) has Wj+1 pairs of solutions
forany A € (Ap.j—8,Am,j).

Direct methods in the calculus of variations like constrained minimisation as
used in Section[7.5.2]are suitable only for constructing the simplest nontrivial solu-
tions. In order to understand global properties of (7.79) we have to study the “free”
functional

Ep(v) =

1

5Fa) = s+1/||v“dx (7.96)
m/2 292

( 4 2“ s+1

2
/<Z‘VA m—l)/zv‘ = +]|v|s+1> dx if mis odd,
Q

|v|”1> dx if m is even,

2

in Hj' (). To explain the main features of E; we need several basic notions.

Definition 7.45. Let H be a Hilbert space and let E : H — R be a continuous func-
tional. We say that E is Fréchet differentiable if for all u € H there exists a linear
continuous operator L, € H' such that

E(u+h)—E(u) = (Ly,h) +o(||h||m) as ||h|lg — 0.

If the map u — L, is continuous from H to H', we say that E is a continuously
Fréchet differentiable functional and we write dE (u) = L,,. In this case, a sequence
(ur) C H is called a Palais-Smale sequence for E, if
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klim E(uy) € R exists, dE (uy) — 0 strongly in H'.
We say that E satisfies a local Palais-Smale condition below the level cy, if every
Palais-Smale sequence with limy_... E(uy) < ¢ has a strongly convergent subse-
quence in H.

The functional E) is continuously Fréchet differentiable. Let us first make pre-
cise the meaning of “critical energy level” below which a suitable compactness
holds true. Since Struwe’s pioneering work [380]] such a local compactness is a well
understood phenomenon in critical growth problems. The functional E) defined in
satisfies indeed a local Palais-Smale condition. Like in Section a key
role is played by the optimal constant S for the Sobolev embedding Hy' C L see

(7.51).

Lemma 7.46. In H{'(Q) the functional E), satisfies a local Palais-Smale condition
below the level ¢y = %S"ﬂm.

Proof. Let (uy) C H('(£2) be a Palais-Smale sequence at level below %S”/zm, ie.

lim £ (1) < co = %S"‘/z’", (7.97)
dE; () — 0 strongly in H™(Q) = (HJ'(2))". (7.98)

1. First we show the boundedness of (u;) in Hj' (). A suitable difference between
the functional and its differential gives

2m
2 (1) — (B () ) = - [l i,
= N33 < € {1 )] + B () - ]y }
= O(1) + o (1) |oag ]| -

We combine this estimate with the assumption (7.97) of bounded E -energy to ob-
tain

el = 2Ea(u) 42 [ it = [

0 Ja s+1Ja

< 0(1) +Clluell; < 0(1) + 0 (1) uell g

st =

It follows that [uk ||y < O(1).

2. After possibly passing to a subsequence we may assume that
u — uin HJ'(Q), u — uin IY(Q),

(7.99)
up —uin L (Q), p <s+1, uy — u almost everywhere in Q.

For each fixed testing function ¢ € C°(£2) one has (dE) (ux), ®) = o(1). Hence, due
to the convergence properties (7.99) of (u;), the limiting function u weakly solves
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the Dirichlet problem

{ (=A)"u=Au+|ul*'u in Q,

D%y =0 for || <m—1.
Testing the differential equation with u gives
Fy(u) = / W ldx,  Ep(u) = T/ "' dx > 0. (7.100)
Ja nJo

So, any (weak) limit of such a Palais-Smale sequence has nonnegative E) -energy.

3. Like in the first part of the proof of Lemma [7.41| we deduce the following iden-
tities which quantify the possible deviation from strong convergence

/|uk|s+ldx—/ \uk—u\”]dx:/ lu T dx+o(1), (7.101)
Q Q Q

Fy, (ux) = ||t — 7 = F3 (1) +o(1),

Ex(uk) 7E()(uk7u) = E)L(I/t)+0(1). (7102)

Using Vitali’s convergence theorem we obtain further that
/Q (|uk|571uk - |u|s71u) (ux —u)dx
:/ \uk|5+1dx—/ |uk\s_1ukudx—/ \u|s_1uukdx+/ |ul**! dx
Q Q Q Q
:/ \uk|s+1dx—/ u dx+o(1).
Q Q
Combining this with (7.T01)) yields
s—=1 . . 1s—1 _ _ _ s+l
(Juk]™ ot = ul* ) (ug —u)dx = | |ug —u| ' dx+o(1). (7.103)
Q Q

4. The assumption (7.98) on the differential dE; (1) and equation (7.103), together
with u; — u in HJ'(£), show that

o(1) = (dEy (ug) — dEy (u), g — )
=F(u —u) — /Q (|uk|s_1uk - |u|s_1u) (g —u)dx

= =l — [ foe—ul dx-+o(1),
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g — w3 :/ e — ulV dx+o(1), (7.104)
Q
m 2
Eo(ux —u) = ;””k*”HH{," +o(1). (7.105)

Applying (7.104) and the optimal Sobolev embedding (7.51) yields
e — wll g =l — [}y +0(1) < SOVl — ul| !+ o(1)
+ o(1) by virtue of (7.103)
_ n n (s—=1)/2
= S0P g — e (S Ex ) = 2 Ex () +o(D) "+ o(1)
by virtue of (7.102)
" s n (s—1)/2
<SRyl (2 i By () +o() 4 ol
by virtue of (7.100)

(s-1)/2
(s n ..
< lS (s+1)/2 (ggg&(w)) ] et — g + (1)

—(s n (S_l)/z
= 57—l (2 Bl —w)

m

According to assumption ([7.97)) the square bracket is strictly smaller than 1, indeed

(s=1)/2 2m/(n—2m
S<~“+‘>/2<”1im Ex(lfik)> < g/ (n=2m) (S"/Z'") f=em

m k—oo

This shows that [[ux — ul| gy — 0 and, therefore, the local Palais-Smale condition.[]

A suitable variational tool for proving Theorem [7.44] is a general “symmetric
mountain pass lemma”, due to Ambrosetti-Rabinowitz [[14] and refined by Bartolo-
Benci-Fortunato [30, Theorem 2.4]. We quote the version as used by Capozzi-
Fortunato-Palmieri [84, Theorem 1.2].

Lemma 7.47. Let H be a real Hilbert space, E : H— R a continuously Fréchet

differentiable functional satisfying a local Palais-Smale condition below the level

co > 0. Moreover, we assume that

1. E(0)=0.

2. Eiseven, i.e. E(u) = E(—u) forallu € H.

3. There exist two closed subspaces V™, V= C H and positive numbers p, § > 0
such that codim V' < oo and

sup E(u) < co, (7.106)
uev-
E(u) > 8 forallu e V* with |lullp = p. (7.107)

Then E has at least

dim (VY NV™) —codim (V" +V ™)
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pairs of nontrivial critical points.

To prove Theorem [7.44] we seek suitable subspaces V', V™ such that the as-
sumptions of Lemma[7.47} in particular (7.106), are satisfied. As we shall see, each
one of Items 1-3 needs its own choice for these spaces.

Proof of Theorem (Item 1). In view of Theorem [7.40| we may restrict ourselves
to j > 2. Let (¢);cy+ be an orthonormal system in L?(£) of eigenfunctions for
(—A)™ corresponding to the eigenvalues (A, ;);en+. This system is also orthogonal
with respect to the scalar product in Hj'(£2). We put

L
V= (span{(ph...,(pj,l}) in Hy', V™ =span{@i,...,@j+p;-1},

where orthogonality L is meant with respect to the scalar product in Hj'(L). Let
A € (A —S|Q|72"/" A, ;). For u € V~ there exist numbers Ty Tipu—1 €R
and ¢ > 0, such that

JHu—=1

u=t Y T,

i=1

Jtp—1

Z Ti Qi

i=1

=1

Ls+!1

Let F) be as in (7.41). Due to the orthogonality of (¢;) in L?(£2) as well as in H}'(Q)
we find

i=1 i=1

Jtui—1 Jtui—1 5 5
F Z TP | = Z (Ami—=2) 77 [l @il 2

Jtui—1 Jtupi—1 2
< Y A -NTFolp =AY e
i=1 i=1 12
Jui—1 2
< (A=) QDY gl = (A —A) QM
i=1 Ls+1

Here and in the sequel, we need the following fact from elementary calculus

a, b ) _ (s—Da ra\2/61)
max <2t . ) = 2631 (b) for any a,b > 0. (7.108)

Recalling the assumption (A, ; — A)|Q2|*"/" < §, it follows from (7.108) and by
compactness that

2

! st m n/2m
Ej (u) = EF;L < Z{ Ti‘Pi) ST < - ((Am,j—l)|.§2|2m/")

= sup Ey(u) < 2 gnfom,
ucV- n
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This means that on V™, Ej stays below the critical energy level, under which the
local Palais-Smale condition is satisfied according to Lemma This proves
(T-106).

Finally, thanks to the variational characterisation of the eigenvalues, we find for
uevt

1 A 1
Sl = 5 32 = =

1 A 1, )
3 (1 —W) lulliyg = S Pl =8 (7.109)
m, j

E) (u)

Y

with some § > 0, provided that [|u||zp = p and p > 0 is suitably chosen.

Lemma yields the existence of y; = dim (V' NV ™) distinct pairs of non-
trivial critical points and so of solutions to (7.79). (]

In what follows we assume that n > 4m and we prove Items 2 and 3 of Theo-
rem Let ¢ stand for suitable positive constants, which may vary also within
the same formula. In view of Theorem we may confine ourselves to the case
where A, j 1 < Apjand Ay jo1 <A <A, j for some j > 2.

After scaling and translation we may assume B C 2. As in Section min-
imising sequences for the optimal embedding will play a key role. However,
these functions will here be combined with suitable approximating eigenfunctions.
For any i € NT let ¢; be an L?-normalised eigenfunction relative to Ap,i. For any
h > 2 the ball B, /h of radius 2/h is contained in  and we define

Cn(x) == p(hlx])

where p is a C*-function with0 < p <1, p(r)=0forr < land p(r) =1 forr > 2.
Clearly,

ID G|l < ch®  forl=0,....m. (7.110)

Defining ¢! := {,¢; for all i = 1,...,j — 1, we have that ¢! — ¢; in HJ'(Q2) as

h — oo. In turn, if we define H~ := span{@f,..., (pﬁ1 }, this shows in particular that
B i

H ﬂ(span{gol,...,goj_l}) = {0} (7.111)

for large enough /& where, again, orthogonality L is meant in H'(£2).
Ifue H thenforsomeo; e R(i=1,...,j—1)

-1 i1
u=Y ool =Y agi=: Gy,
i=1 i=1
with uy, € span{@,..., ;1 }. Moreover,

Huhugzg/gﬁ(x)dH/B w2 (x) dx < ]2 + | . (7.112)
2/h
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Let u € H™ be such that ||u||;2 = 1 and

2 2
ul|gm = max v||Fm.
[l Pl p=1) VIl

Then u = {uy, for some uy, € span{@y,..., ;1 } and, by means of (7.110)-(7.112),
k 2 e
||A (Chuh)HLz(BZ/h\Bl/h) lfm—2k
k 2 —
V(A (gh“h))HLz(Bz/h\Bl/h) ifm=2k+1

< Apjt 72 + B < A jor (14 cllun||7h ") + b "
< Am,j—l +Ch2m7n

2 2
ol < lnllZp +

for sufficiently large 4. We have so proved that there exists ¢; > 0 such that for large
enough / we have

2 2m—n
max ul|mm < Apm.i—1+cih . 7.113
{ueH=; ||ul| 2=1} | ”HO =i ! ( )

Next, we take a positive cut-off function & € C’(B ;) such that & = 1 in B/, and
D'~ < ch®  forl=0,...,m. (7.114)

Then we recall the definition (7.57) of we € C;°(£2) and we estimate the energy of
the family (w,) which now depends also on A.

Lemma 7.48. Assume that he — 0, then there exist c1,cp > 0, depending on n but
independent of h and €, such that

gxm ifn>4m,

m
< = n/2m n—2m _
max EA(le) < I’lS +Cl(h6) 2 €2m‘10g(/’l8)| zfn:4m

teR

Proof. First, we slightly refine (7.38), and by emphasising the depen-
dence on /, namely by replacing B with B, /;,. By @ we obtain

IwellZ < S+c(he)™", lwell}7h > 1—c(he)"

5 g if n > 4m,
”WS H 12 >c 2 .
e“|log(he)| if n=4m.
By combining these estimates with (7.108), we obtain the statement. O

Assuming that A, j_1 < Ay j and Ay i1 < A < Ay, ; for some j > 2, we now
introduce the spaces
1
3

v+ = (span{er,.... 51} V== span{@f,..., 0", we}. (7115
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Notice that the space V™~ depends both on /& and €. We show that these parameters
may be chosen in such a way that £, is below the compactness threshold in the
subspace V. Here, we have to distinguish whether A is a Dirichlet eigenvalue or
not.

Lemma 7.49. Assume that n > 4m, that Ay, j—1 < Ay j and that & € (A j—1,Am j)
for some j > 2. Let V™ be the space defined in (7.115)). Then for h large enough and
€ > 0 sufficiently small we have

sup Ej (u) < Zsm/2m, (7.116)
uevV-— n

Proof. Take h large enough so that (7.1T1)) holds and that
A—Apjo1 > ik (7.117)

where c; is as in (7.113). This 4 is now kept fixed. Take any function u € V™ so that
u=v-+twg for some v € H~ and some ¢t € R. In view of (7.113) and (7.117), we
have

[ e T [ e [v]|?
_ > 0 3 2L2 . S—:Il S—(A—Am,jfl_cjhzmin)TLz <0.

Hence, since v and we have disjoint support, by Lemma[7.48| we infer

g if n > 4m,

nm
_ < n/2m n—2m __
Ej (u) = E3 (v) +Ep (twe) < n §U™ + c1(he) = €2 log(he)| if n = 4m

so that holds for sufficiently small €. O

Lemma 7.50. Assume that n > (2-+2+/2)m and assume that 2. = A j—1 < A, j for

some j > 2. Let V™ be the space defined in (7.115)). Then holds, provided h
is sufficiently large and € is suitably small.

Proof. Here we cannot proceed as in Lemma[7.49|because we cannot obtain (7.117).
We take again a function u € V"~ so that u = v+tw, for some v € H~ and somet € R.

By (7.113) we have

(17 [
1) = 5 = A = T EE <G — v

Since the norms L? and L*! are equivalent in the finite dimensional space H~, we
obtain
2m— 2 +1 —n(n—2m)/2
Ep(v) < el " |vll2 —clvlly3! < enrrm2m/m

where we used (7.108).

Now we let i — oo and we choose

g, = h~(nt2m)/2m (7.118)
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so that Lemma applies and

max Ej (twg) < B gn/am 4 c1(he)" 2" — cre™m
teR n

IN

%Sn/Zm + clhfn(n72m)/2m _ Czhf(thZm)

where the last inequality is a consequence of the choice in (7.118). By recalling that
v and w, have disjoint support, the two previous estimates show that

E;(u) = Ep(v) + E (twe)
< @Sn/Zm _C3h—(n+2m) +C4h—n(n—2m)/2m _ TSn/2m _Ch—(n+2m)’
n n

the latter equality being a consequence of the assumption n > (2 + Zﬁ)m Hence,
with the choice of € = g, in (7.118)), we see that holds for sufficiently large
h. O

For any n > 4m we choose h sufficiently large so that (7.111) holds and we
consider now the space V' defined in (7.115). If u € V" then ||u||12_16,, > Am,j||u||i2
{7109

so that, recalling (7.51)), we obtain again 9). This shows that

there exist &, p > 0 such that E; (u) > e forallu e V', lullgg =p.  (7.119)

Proof of Theorem (Item 2). We first fix & as in (7.117). Then we let € — 0 so
that Lemma [7.48| applies. When ¢ is sufficiently small, we choose V™~ according to
(7.115) so that Lemmawholds true. This shows with ¢ = %S"/ 2m which
is precisely the critical energy level under which E, satisfies a local Palais-Smale
condition, see Lemma|[7.46] Finally, (7.107) follows from (7.119).

Since codimV™ = j—1 and dimV~ = j we know that dim(V™NV~™) > 1 so
that by Lemma [7.47] we have at least a pair of critical points of E,, that is, a pair of
nontrivial solutions to (7.79). O

Proof of Theorem (Item 3). The first statement can be proved exactly as for
Item 2, it suffices to replace (7.117) with (7.118) and to Lemma [7.49] with Lemma
[7.50)

In order to prove the multiplicity statement of Item 3, we modify the spaces in

(7.115)) by enlarging V. More precisely, we set

L
Vti= (span{(pl,...,(pj,z}> , VT ::span{(pf’,...,(pj-’_2+ujil,wg}. (7.120)

To maintain the notations of Lemma [/.50| we have chosen to shift the indices and
take A € (A, j—2,Am, j—1) for some j > 2 with the convention that A, o = 0 and
VT =H(Q) if j = 2. From Lemma [7.50, we know that there exists @ > 0 such
that
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sup Ep, ; (1) = Rgn/am _ .
ucV- ’ n

Recalling that V™ is finite dimensional and since Ey,, ; ,(#) < 0 for |[u| ;> suffi-
ciently large, we know that '

Y= sup{HuHiz;uEVﬂEA (1) >0} < oo.

m,j—2

Let 6]',1 = a)/yand take A € (Amd',] 75.,‘,1,/\,"_’]',1), then

Apjo1—

A [0)
Ej(u) =Ep . ||MH§2§%S"/2’"—E foralluc V™

m,j—1 (M) +
since E, (u) < 0 whenever ||u||%2 > y. Moreover, since now A < Ay, j_1 we still have
(7.119) but with the new characterisation of V', see (7.120). Then the statement
follows again from Lemma once we note that dim(V " NV~") >u; 1 +1. O

Remark 7.51. When m = 1, the additional difficulty for 4m < n < (2+ Zﬂ)m
and A € (Ap,j) jen+ Was observed by Zhang [418] but not by Capozzi-Fortunato-
Palmieri [84]]. In fact, the proof in [84] would work analogously in balls restricting
to radial functions yielding the existence of radial solutions also in dimension n = 4.
However, in [20] it is proved thatform =1, n=4, 1 = Ai,1, (7.84) has no radial so-
lution. For interesting studies of branches of radial solutions one could also see [235].
Combining [20, [25]] one sees that the branch of radial solutions emanating from the
second radial eigenvalue of (—A) in B bends back to the first eigenvalue without
ever crossing it. If n = 5, the same branch also bends back to the first eigenvalue but
crossing it and approaching it from the left, see [[180].

On the other hand, for the second order problem with m = 1, Fortunato-
Jannelli [[171] constructed nonsymmetric solutions in the ball B C R", n > 4, for all
A > 0. It is by no means obvious how to generalise such a result to higher order
equations.

7.6 Critical growth Navier problems

As we have seen in the previous section, the Dirichlet problem for polyharmonic
critical growth semilinear elliptic equations is quite delicate, since existence results
strongly depend on the dimension, on subcritical perturbations and on the geometry
of the domain. We restricted ourselves to Dirichlet boundary conditions, since these
ensure the “pure higher order” character of our problems. In this and the next sec-
tion, we show how critical growth problems behave when considered under Navier
or Steklov boundary conditions. We recall that, in these cases, the problem can be
transformed into a second order system. These boundary conditions exhibit slightly
different phenomena for critical growth problems and this is the reason why we
believe that they deserve some attention.
Consider the following Navier boundary value problem at critical growth
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(f'A)”’u:lu+|u|s’1u, uz0 inQ.7 (7.121)
Alulygo =0 for j<m-—1,

where 2 C R" (n > 2m) is a bounded domain and A € R is a parameter.

The case L =0

In this case, no positive solution to (7.121)) may exist in any starshaped domain €.

Theorem 7.52. Assume that Q is smooth and starshaped with respect to some point
and that A = 0. Then there exists no nonnegative solution to (|7.121).

Proof. With no loss of generality we may assume that Q is starshaped with respect
to the origin. Assume for contradiction that ( admits a nontrivial solution
u. Since Q is smooth we have u € C*™ 7(!2) see Proposmon u Moreover, by
applying m times the maximum prmmple for —A we infer that (— A)Ju >0in Q for

Jj=0,...,m. Therefore, if j =0,. — 1 then (—A)/u is superharmonic in Q and
vanishes on 9, so that Hopf’s boundary lemma yields

0 .

E(—A)’u<0 on dQ. (7.122)

On the other hand, by applying (7.74)), we obtain
0= Z/ (A )y (A T0)y (x- V) do. (7.123)

Since  is starshaped, we know that x- v > 0 on dQ. In turn, in view of (7.122)
and (7.123)), this yields x- v = 0 on dQ. This is impossible since by the divergence
theorem [5, (x-v)dw =n|R2| > 0. O

If we restrict ourselves to a ball, according to Theorem @], positive solutions
are radially symmetric so that Theorem can be improved with the following
statement.

Theorem 7.53. Problem ([7.121)) has no radial solution when A = 0 and 2 = B.

Proof. For simplicity we give the proof only in the biharmonic case m = 2 since it
already contains the main ideas of the general proof for which we refer to Lazzo-
Schmidt [272].

We use the same notations introduced in Theorem [Z.34] and we assume for con-
tradiction that admits a nontrivial radial solution «. Then u and its derivatives
only have a finite number of zeros, see Theorem From Theorem we also
recall that for any ¢ € C!([0,1];R), such that both ¢ and ¢’ have a finite number of
interior zeros, we have o(¢") > o(¢)+ B(¢)— 1. In view of the boundary condi-
tions we have u(1) = Au(1) = 0, whereas '(0) = (Au)’(0) = 0 since u is smooth at
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the origin. In particular, these equalities imply that (u), B (), B(Au), B((Au)') >
1. Taking all these remarks into account, we infer that

o(u) = o(|ul¥"Du) = 6(A%) > 6 (¥ (Au)') = 6 ((Au))
> o(Au)=o(("'W)) > (™ W) =0c() > o(u).

This means that all the above inequalities are in fact equalities. But in view of
PohoZaev’s identity in Theorem [7.29] we have that (1) = 0 or (Au)’(1) = 0 so that
B(u') =2 or B((Au)') = 2. This means that at least one of the above inequalities is
strict, a contradiction. O

The case L >0

Also under Navier boundary conditions a critical dimension phenomenon can be
observed. Before stating the corresponding result, let us remark that the first Navier
eigenvalue for (—A)™ is A"}, that is, the m-th power of the first Dirichlet eigenvalue
for —A. Therefore, arguing as in (7.43), one sees that no positive solution to (7-12T)
may exist if 1 > Af’"l

Theorem 7.54. Let B C R" (n > 2m) be the unit ball. Then for problem in
B, the following holds:

1. If2m+1 < n < 4m— 1, then there exist 0 < A, < A* < A{" such that 7 121
admits a positive solution if A € (A", A{"}) and no positive solution if A €
2. If n > 4m, then (|7.121) admits a positive solution for all A € (0,A{")).

Hence n € {2m+1,...,4m — 1} are the critical dimensions also for problem
(7.1Z1)), when restricting to positive solutions in the ball. Let us also mention that
Item 2 in Theorem also holds in general bounded domains €, see the proof
below. Again, in Item 1 nonexistence of any nontrivial solution has to be left open.

Proof of Theorem|7.54 " 1. We assume here that 2m+1 <n <4m—1. When A is
in a left neighbourhood of Af"|, the existence part may be obtained as in Item 2 of
Theorem [7.38] Assume now that A > 0 and that (7.121)) has a positive solution u
in B. By Theorem (—A)*u is radially symmetric and strictly decreasing for all
k=20,...,m— 1. Moreover, an iterated application of the maximum principle for
—A yields that (—A)/u > 0 in B for j =0,...,m. Hence, if j =0,...,m— 1, then
(—A)/u is superharmonic in B and vanishes on 9B, so that Hopf’s boundary lemma
yields

;—V(—A)ju <0 ondB. (7.124)

In the radial framework, Theorem reads

zmA/bﬂdx— _ m*'Z/ (A 'w) (A" Tu) do, (7.125)
B
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In view of (7.124)), counting also the factor (—1)"*+!, all the terms in the sum on the
right hand side of (7.123)) are strictly positive. Therefore, (7.125) implies

m),/uzdxz (—1)”’“/a u (A" ) do. (7.126)
B JoB

Let ne, denote the (n — 1)-dimensional surface measure of the unit ball B and
let ¢(n) denote a generic positive constant which may vary from line to line. As u
is radially symmetric, we may proceed as follows with the terms on the right hand

side of (7.126).

/ W (A" ) do = ned (1) (A™ ') (1)
JB

fi / m—1_\/
= e </88u d(u> </83(A u) da))
]
-— (/BAudx> </BAmudx>. (7.127)

Let w be the unique (smooth radial positive) solution to

(-A)Y"'w=1 inB,
Alw|yp =0 for j <m-—2.

Integrating by parts and using the homogeneous Navier boundary conditions both
for u and w, yields

—/Audx = —/Au(fA)m_lwdx = / w(—A)"udx.
B B B
Inserting this identity and (7.127)) into (7.126) gives

mA/Buzdxz nle (/B(—A)’”udx> (/Bw(—A)’”udx).

Since u is positive and strictly radially decreasing, by (7.121)) also (—A)™u is pos-
itive and strictly radially decreasing. This fact can be used to get rid of the weight
factor w in the last integral. Indeed,

/(—A)mudx:/ (—A)’"udx—i—/ (—A)"udx
B <12 1/2k<1

= /\x\§1/2(7A)m”dx+C(”)(*A)mu (é)
/pC‘Sl/z(—A)'"udx—i—c(n)/ (—A)"udx

l<1/2
c(n) / w(—A)"udx.
B

IN

IN
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Combining this estimate with the previous inequality, we obtain

mk/Buzdx > ¢(n) (/B(—A)mudx>2 = c(n)||(—A)mu||i1 (7.128)

Since 2m+1 < n < 4m — 1, by a duality argument and using elliptic estimates, we
find
lull 2 < e(r)[[(=2)"ul| 1. (7.129)

Observe that L2-estimates for the polyharmonic operator under homogeneous Navier
boundary conditions follow immediately from the L*-estimates for the Laplacian,
see Theorem

Combining (7.128)) and (7.129), we see that for any positive radial solution u of

(7.121) in B, we have
A / u? dx > c(n)/u2dx,
B B

where the constant ¢(n) is independent of u. Since u > 0, we necessarily have that
A > ¢(n) =: A4 and no solutions exists if L < A.

2. We consider again the functional F, in (7.41), but instead of minimising it
over N (see (7.42))) we minimise it now over

M:{veHg(B):/v”'dx:l}, (7.130)
B

where H}j (B) is defined in (7.35). Correspondingly, instead of (7.85)), we define

Sy = vlélzgz Fy(v).
Arguing as in Lemma we see that if S < S, then F) | attains its minimum.
Notice that S is the same as for the Dirichlet problem, see Theorem[7.24] Recalling
that H{'(B) C Hjj (B), Lemma [7.42] ensures that indeed S; < S whenever n > 4m.
Hence, F) |y attains its minimum at some v € M. Once we have a minimiser v, by
the maximum principle for powers of —A (which holds in any domain!), we obtain
a positive minimiser by taking a multiple of the unique function u € Hj§(B) such
that (—A)"/2u = |A™/2v| if m is even and such that (—A)"=1)/2y = |Am=D/2y| if
m is odd. (]

The case A <0

In the preceding nonexistence results, the positivity of a solution, the nonexistence
of which had to be shown, is intensively exploited. For A > 0 one can conclude from
u >0 that even —Au > 0 in B. But for A < 0, we can only argue as before, when A is
close enough to 0, see [246}[309]. If A < 0, the framework of positive solutions is no
longer adequate for in B, and the argument in [398] pp. 390-391] and [400,
Theorem 3] breaks down. Instead, one has to look for nonexistence of any nontrivial
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solution. Such a result seems to be still unknown, even for nontrivial radial solutions
in the ball. And also the proof of Theorem[7.53]does not seem to extend to the case
A <O.

7.7 Critical growth Steklov problems

Once again we restrict our attention to the case of the unit ball B and we consider
the following fourth order elliptic problem with purely critical growth and Steklov
boundary conditions

(7.131)

A2y =0/ >0 in B,
u=Au—au, =0 on dB,

where a € R. In this case we have

Theorem 7.55. If a < 4 or a > n, then (7.131) admits no solution. For all a € (4,n)
problem (|7.131) admits a unique radial solution u,.

We also point out that as @ " n we have u, — 0 uniformly in B whereas as a \, 4
we have u,(0) — o0 and u,(x) — 0 for all x € B\ {0}, see [189].

As for the proof of Theorem we recall that the first Steklov eigenvalue
equals 7 and the first eigenfunction is given by ¢;(x) = 1 — |x|?, see Section m
Nonexistence for a > n is obtained again by testing with the positive first
eigenfunction ¢y, see (7.43). The other parts of the proof are more delicate.

Proof of nonexistence for a < 4. Assume by contradiction that u is a solution of
(7.131)) for some a < 4. Consider the auxiliary function ¢ € C?(B) defined by

0 (x) = (4—a+alx|*)Au(x) — 4ax - Vu(x) +a(8 — 2n)u(x), X€E€B.
Then ¢ = 0 on dB, since u = 0 and Au = au, on dB. A short computation shows

AP = 2anAu+4ax~VAu+(4*a+a\x\2)A2M
—4a(2Au+x-VAu)+a(8 —2n)Au
— (4—a+a|x|2)u("+4>/("74>.

If u > 0 solves (7.131), then A¢ = 0, since a < 4. By the maximum principle we
conclude that ¢ < 0 in B, and ¢, > 0 on dB by the Hopf boundary lemma. But on
dB we also get by direct computation, using the second boundary condition,

Oy =2aAu+4(Au)y —4a(uy +uyy) +a(8 —2n)u,
=2aAu+4(Au)y —4a(uy +Au— (n—1)uy) +a(8 —2n)uy
=212(Au)y +a(n—a)uy),
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so that 2(Au)y +a(n—a)uy > 0 on dB. Since u > 0 in B we have u, <0 on dB. We
also use ([7.76) which, for solutions of (7.131), reads as follows

/{)B (2(au)y +a(n - ayuy )uy do =0 (7.132)

This yields uy, = 0 on dB. But then u > 0 would be a solution of the Dirichlet
problem in B, which is known to have no positive solutions, see Theorem [7.33]

This contradiction concludes the proof of the nonexistence statement for a < 4 in
Theorem [7.33] O

Proof of existence when a € (4,n). From Theorem we know that the optimal

Sobolev constant )
AVl

warl N0} VI3

is not achieved. We recall that the exact value of S is given in (7.50) for m = 2. We
also recall from Theorem[7.21|that S is achieved by the radial entire functions

1

which satisfy

/R |Aug|*dx
S: n

(n—4)/n
(/ ‘u£|2n/(n—4) dx>
R

foralle > 0. (7.133)

Moreover,

dx 1 dx
20/(1=4) g — / x 1 /
Uu X
ol oo () & Ju (T )
ne, [~ ! ne, [ 31
e S P L N S
e"/o a2 28”/0 (1+1)m

= = == (7.134)

and, by (T3,
n—4)/n

(n—4)/n K(
J = ([ e vae) 5B = B o
R R~ & €

Let /% = {u € H* NH}(B); u = u(|x|)} denote the closed subspace of radially
symmetric functions and for all nontrivial u € JZ; consider the ratio
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. HAMHiZ - aH“VHiZ(()B)

u) = (7.136)
’ el 7
We consider the minimisation problem
X, = inf 7.137
ai= jof Qa(v) (7.137)

and prove the following compactness result which is the analogue of Lemma
for Steklov boundary conditions.

Lemma 7.56. Assume that 0 < a < n. If £, < S, then the infimum in (7.137) is
achieved. Moreover, up to a sign change and up to a Lagrange multiplier, any min-
imiser is a superharmonic radial solution of (7.131).

Proof. Let (uy) C 7\ {0} be a minimising sequence for X, such that
k][ ps+1 = 1. (7.138)
Then
1Aul|7> = all(w)v |72 05 = Zato(1)  ask — oo, (7.139)

Moreover, from Theorem we know that ||Au|\i2 > nl|uy ||i2(aB> for all u € H>N
H(} (B) and, in turn,

a
1AuellZ2 = Za+all (we)v (1725 +0(1) < Za+ - [ Aue7> +o(1)

so that (i) is bounded in H>NH{ (B). Hence (Vuy) is bounded in H' (B). Exploiting
the compactness of the embeddings H'!(B) C L*(dB) and H> NH} (B) C L*(B), we
deduce that there exists u € H2N H& (B) such that, up to a subsequence,

we —uin H*NH(B), (w)y — uy in L*(dB), w, — uin L*(B).  (7.140)
That is, if we set v := uy — u, then
vi = 0in H*NH}(B), (vi)y —0inL*(dB), vy —0inL*(B).  (7.141)

On the other hand, by (7.138) we infer that HAukHiz > §, so that from (7.139) we
also obtain

all(u)v |72 = llAuillf — Za+0(1) > S = Eu+0(1)

which remains bounded away from O since X, < S. From this fact we deduce that
u#0.
In view of (7.140)-(7.141) we may rewrite as

1 Aul| 72+ 1| Avil[72 —alluy]|72 ) = Za+o(1). (7.142)
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Moreover, by and Vitali’s convergence theorem, we have
U= Jluvill7 5 = Nully 2+ el +o(1) < ullfs + vel7a +o(1)

1
< Jullzsnr + S1Avellz +o(1)

where we also used the fact that both ||u||;s+1 and ||vg||s+1 do not exceed 1. Since
X, > 0 for every 0 < a < n, this last inequality gives

x
2a < Ea”””isﬂ + ?aHAVk”iZ +o(1).
By combining the last estimate with (7.142), we obtain

| AulF> = alluvll72 5 = Ea— | Avill72 +o(1)

b))
< Zlul2s + (

1) Banl +o(1) < Zulul +ol1),

which shows that u # 0 is a radial minimiser for (7.137)). This proves the first part
of Lemmal[7.56

Consider now a radial minimiser u for (7.137)) and assume for contradiction that
it is not superharmonic (nor subharmonic) in B. Then let w € H> N H{} (B) be the
unique solution to

—Aw=|Au| inB,
{ w=0 on dB.
By the maximum principle for superharmonic functions it follows that w > 0 in B

and wy < 0 on dB. Moreover, both w + u are superharmonic (but not harmonic!) in
B and vanish on dB. This proves that

lu| <w inB, luy| < |wy| ondB.

In turn, these inequalities (and —Aw = |Au|) prove that Q,(w) < Q,(u) which con-
tradicts the assumption that » minimises (7.137)).

Therefore, any minimiser u for is superharmonic or subharmonic in B.
By the Lagrange multiplier method, it is readily seen that a multiple of u is a radial
superharmonic solution to (7.13T). O

Assume that a > 4, fix a real number

a—4
0<d< (| —— 7.143
<o< n+a—4 ( )

and consider the following two-parameters family of functions

85 (lx[)

Ue.5(x) = g5(|x[)ue(x) = W’
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where g5 € C'[0,1]NW2>(0,1), gs(r) = 1 for 0 < r < § and gg(1) = 0. Then
Ug 5 € 7 and

1
Ues(x) = ue(x) = ————— inBs = {x e R"; |x| < 6}.
(e +x?)
In view of Lemma|7.56|existence for (7.131) is proved if we find U 5 such that
Qa(Us,é) <S (7.144)

for suitable &, 6 > 0. Hence, our purpose is now to estimate the ratio Q, (U, 5). We
proceed as in the proof of Lemma but here the explicit expression of the cut-
off function gs will play a major role. In view of a lower bound for the
denominator in (7136) is readily obtained:

* 1 g§(|x|) ’
2
/‘Ugg‘ dx = /|Mg| dx — / |Mg‘ dx—/\ai(z ||2) dx

E 2 0(1). (7.145)

We seek an upper bound for the numerator. From ((7.135) we get

/|AU8’5|2dx:/ \Au£|2dx+/ (|AU£75|2,|Au£|2)dx7/ | Aug|*dx
B R? B\Bs R"\B

K 2 2
_ W+0(1)—4n(n—4)en+/3\35 (14Ue 5 | Aue ) . (7.146)

After some computations we find in radial coordinates r = |x|

AUes(r) = UL4(r) + ?U; 50)
gs(r ) 5(r)
_ (82+r2) S+ (ngiz)( 5 [7-mP+ (= 1]
—(n—4) @ ( )) 75 (2r +ne?) .

Let us recall that g% (r) = g% (r) = 0 for r < §. Furthermore, as € — 0, we have

uniformly with respect to r € [8, 1]. By squaring, we get
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" 2 / 2 2
g5(r) g5(r) 8s(r)
r(;n78 + <7 _n)2 ,31176 +4(7’l—4)2 r2n74 +2(7 —I’l)

% +4(n—4)(n—"1) w +o(1).

|AU8,8(r)|2 = M

—4(n—4)

We may now rewrite in a simplified radial form the terms contained in the last
integral in (7.146). With some integrations by parts, and taking into account the
behaviour of gg(r) for r € {1,8}, we obtain

1 o / / 2 / 12
/g5<r>g5<r> b8 [,
n—6 2 5 }’" 5
85 ( 85
/ rrz 5 rn 5 dr + 75 / rn 4
2
g5 (r) _n— 4 gs(r) dr—
I‘" 4 2 5 rn 3 26n74

Collecting terms we find

1 ()2 / 2
2 2 _ 8s(r) 85(r)
/B\ 5 (|AU£5| — |Aug] )dx = nen/(S ( pr +3(n—-3) o dr

+ (7 —n)engs(1)* + 4n(n—4)e,. (7.147)

Moreover, simple computations show that
2 / 2
|| (Ues)h = neug (1 + o(1)
JB
which, combined with (7.146)) and (7.147)), yields
[ 1aUesPdx—a | (Ues)ido
B ’ 9B
K gs(r ) ’(r)2
= 8n_4+nen/6 ( 5 +3(n-3) 5 dr

+n(T—n—a)e,gs5(1)* + o(1). (7.148)

Putting f = g, we are so led to find negative values for the functional

1(5)2 )2
J(f):= /51 <fr£2+3(n3) J;E)ﬁ > dr+(7T—n—a)f(1)?

when f € C°[§,1]NW!>=(§,1) satisfies

F(8)=0  and /; F(r)dr=—1. (7.149)
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The Euler-Lagrange equation relative to the functional J reads
)+ (T =n)rf'(r)=3(n—3)f(r)=0 o<r<i,

whose solutions have the following general form f(r) = ar"~3 + Br—3 for any
a,p € R. The first condition in (7.149) yields B = —aé". To determine the value
of o, we use the second condition in (7.149) and obtain

2(n—2)

s N (3 ¥ T

So, let us consider the function f(r) = ("> — 8"r~3) and compute

() = /61 [n(n—3)r"] +3n62”} dr+(7T—n—a)(1—8")?

062 ntl

= (1-8")|(4-a)(1-8") +n8"| =y <0,

where the sign of y follows from the initial choice of & in (7.143). Summarising,
with the above choice of f and recalling that g5(r) = — [ ,1 f(s)ds, we obtain from

[.143)

K
/B|AUE75\2dx—a/aB(U&5)%dw - 8,114 Fneny+o(1) .

Finally, by combining this estimate with (7.143) and recalling the definition in

(7-136)), we find

Ky 2
g tne,a”y+o(l)
0,(Ug5) < £ - ase—0
"= B v
so that holds for sufficiently small €. O

Proof of uniqueness. If we consider radially symmetric solutions and put r = ||,
then for r € [0, 1) the equation in (7.131) reads

; 2(n—1 —1)(n-3 —1)(n-3 n
" (r) + (nr )u”/(r) + (n ’)é” )u//(r) . (n zgn )u’(r) _ un%j (r)
(7.150)
while the boundary conditions become
u(l)=0, W'(1)+(n—1—a)d'(1)=0. (7.151)
Moreover, the PohoZaev-type identity ((7.132)) yields
20" (1) +2(n—1)ud"(1)+ (2(1 —=n) +a(n—a))u'(1) =0. (7.152)

In turn, with the change of variables



7.7 Critical growth Steklov problems 287

_n—4 n—4
2

u(r) = " v(logr) (0<r<1), i) =e"u(d) (1<0), (1.153)

equation (7.150) may be rewritten as

V() — O (1) + Cv(t) =vicd () 1€ (—o0,0), (7.154)
where )
4 2 4n+8
C = (”(”4 )> - % > 0. (7.155)

After some computations we find from (7.151)) and (7.152)) that

v(0) =0, V(0) <0,

(7.156)
V'(0) = (a—2)v'(0), v"(0) =1 (n®—4n+2a®> —8a+16)V(0).

Assume that there exist two solutions u; and u, of (7.150) and let v{ and v, be
the corresponding functions obtained through the change of variables (7.153). Then

both v; and v, satisfy (7.154) and (7.156). Put

0= gy (1
so that
Wl (1) = Cowl (1) + Cowi(e) = 2™ (1), 1€ (—0,0),
with

w;(0) =0, wh(0) = —1,

l

w/(0)=2—a, w/"(0)=—1(n*—4n+2a>—8a+16),

1 1

Ai = Vi (0)]¥/ =4 > 0.

With no loss of generality we may assume that A; > A;. Let w := wy — wy so that
w satisfies

W' (1) = Cow” () + Crw(t) = Apw\ /8 (1) — 2 04 )
with homogeneous initial conditions at # = 0. This equation may be rewritten as
W (8) = Cow” (1) + Crw(t) = (A — w0+ pOw(e),  (7.157)
where, by Lagrange’s theorem,

_nt+4

£l =23

A /0 1 (swi (t) + (1 = 5)wa (1)Y= ds > 0.

We now prove a technical result.
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Lemma 7.57. Let h € C%(—o0,0], then the unique solution w € C*(—o0,0] of the
Cauchy problem

{wi”(t) —Cow' (t) +Ciw(t) = h(t), t € (—e0,0)
w(0) =w'(0) =w"(0) =w"(0) =0

is given by
w(r) = - (n4_ 3 /[ " ginh ”(72_’) /T " h(s) sinthsdr
- / " Gls— )h(s)ds, (7.158)
where 1 (n—4)
.. n n—4)o
G(G):n( "y 51nh7—(n_2)(n_4)s1nh 5

is positive for o > 0.

Proof. Tt follows by combining three simple facts. First, the unique solution w of
the problem

{W"<t> ~Ew)=<t), 1€ (~e=,0)
w(0) =w'(0) =0

is given by

{z"m ~ ) Zh(), 1€ (—w,0)
2(0) =Z(0) =0

is given by

2(t) = ni4/toh(r) sinh%d‘c.

Third, by (7.155)) the left hand side of (7.157) may be written as
d? (n— 4)2 d>  n? "
dr? 4 ar> 4
Finally, by changing the order of integration in the second term of (7.158)) we get

4 s —4)(s— —
G(s—1t)= m/t sinh (n )2(S v sinh n(fz ) dt, t<s<0,

and the explicit form of G follows by elementary calculations. (|
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By Lemma [7.57] the homogeneous Cauchy problem for (7.157) is equivalent to
the following integral equation

w(0) = (1 —2a) [ 65—l ) 4 [ Gls 1) fls)wis) s
In turn, by putting
W)= (h— o) [ G- w05 > 0,
the above integral equation reads
W) =W+ [ G50 f(5)m(s)ds.

The solution to this problem is obtained by iteration. One makes an “initial
guess” wo and constructs a sequence of approximations which converges to the so-
lution. The sequence is defined by

w1 (8) =W(t) +/0 G(s—t) f(s)w(s)ds  forall k >0.

We may start with a nonnegative initial guess wy. Then by recalling that W > 0,
f>0o0n (—e,0] and that G(s —¢t) > 0 for s > ¢, we readily obtain

w(t) >0 forallt <0.

Finally, if we multiply (7.157) by €/ we may rewrite it as

i (e (o5 - w0+ M )

_ g2 ((M 7lz)w(ln+4)/(n74) (t) +f(t)w(t)) .

By integrating this equation over (—eo,0) and using the homogeneous boundary
conditions we obtain

0
/ /2 ((/11 _ lz)w(ln+4)/(n74) (1) —|—f(t)w(t)) dt=0.
In view of the sign conditions

M—A >0, w; >0, f,w>0,

this implies that A; = A,, w = 0 and u; = uy. Uniqueness is so proved. O
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7.8 Optimal Sobolev inequalities with remainder terms

As we have seen in Theorem [7.23] the best Sobolev constant (in the critical case) is
not achieved on a bounded domain. In this section we show that the corresponding
embedding inequality can be improved by adding remainder terms.

Let  C R" be a smooth bounded domain and for all g € (1,e0) let

_ /
Julyg i= sup (A7 [ juldx
ACQ, |A|>0 A

denote the weak LI-norm, where ¢’ is the conjugate of g.
Recall the scalar product and norm introduced in (Z.10)-@.11) for the space
H{'(£2) and let S be as in (7.50). We have the following improvement of Theorem

Theorem 7.58. Let m € NT and let Q C R" (n > 2m) be a bounded domain. Then
there exists a constant C = C(diam(Q),n,m) > 0 such that

lullizg = Sllullzees +Cllall® o for all u € Hy' (). (7.159)

Proof. Let R > 0 be such that 2 C Bg, where Bg denotes the ball centered at the
origin with radius R. Extending any function u € H{'(2) by 0 in Bg \ £ shows
H{'(L) C Hy'(Br). Therefore, it suffices to prove in the case where Q = By
for some R > 0. We divide the proof into two parts.

Proof of for positive functions. Consider the closed convex cone of non-
negative functions

H ={veH](Bgr); v>0a.e.in Bg}.
Let g € L”(Bg), g Z 0 and g > 0 a.e. in Bg. Let v be the solution of the problem

(=A)"v=g inBg,
D%|9p, =0 for |a| <m—1.

Then v € HJ' N L”(Bg). Take u € %"\ {0} and consider the (entire) function

u—v+ ||| in B,

Iole=Pu(£)  in B
where B, is the polynomial of degree n —m — 1 whose lowest power is n — 2m and
satisfies

P()=1, PY1)y=0 ¢=1,....m—1.
Since ¢ € 2™2(R"), we may write inequality (7.47) for ¢ and obtain (for some
C=C(n,R) >0)
et = vl +ClIVIIE= = Slull 7o,
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where we used the fact that both u > 0 and —v + ||v||z= > 0 a.e. in Bg. Therefore,
we obtain
2 2 2 2
eell g =+ [[V[Izm — 2(u, v)egn +Clvllz= = Slual| 71

and hence
2 2 2 2
lulg =2 | ugd— (vl + ClvIE=) + Sl
'R

Replacing g,v with A g, Av the previous inequality remains true for all A > 0. Taking
into account that for all « > 0 and b > 0 we have max; ((ad —bA?) = %, we obtain

(o, u8)*

el > Sl + e
Y e T

(7.160)

Note that here we also used g > 0 and u > 0. Let A C Bg, |A| > 0 and take g = 1,4
(the characteristic function of A) in (7.160). Then we have

/ ugdx:/udx. (7.161)
Br A

Moreover, if Y= {/ é |A| and G(_4n g, denotes the Green function corresponding
to (—A)™ in Bg, then for a.e. x € Bg we have by Boggio’s explicit formula (2.65)
for G(_am g, (see also @)

V()| =

G_aym e (%,Y) 1A(y)dy‘ gc/ e — y[2m " dy

Y
<C |x_y|2m7n dy < C/ pn71+2mfndp
By(x) 0

:C|A‘2m/n7

where the C denote possibly different constants that only depend on n and m. This
proves that
V]|g= < C(n,m)|APPmm . (7.162)

Finally, by Holder and Sobolev inequalities, we have
IVl = V)i = /Avdx < [l A2 < C ) [V g A 22

therefore,
Vi3 < Cln,m) A2 (7.163)

Since |A| < |Bg| = e,R", from (7.162)) and (7.163) we get

Vli7 +ClIVIIZ= < C(n,m, R)A[" .
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By arbitrariness of A, this inequality and may be replaced into (7.160) to
obtain

2 2 Si112 m
all g = Sllael| 75 +CHu||Lﬁ forallu € HJ'(Bg) N A, (7.164)
for some suitable C > 0.
Proof of for sign-changing functions. Take a sign-changing function u €

H{['(Bg). By Theoremwe infer that there exists a unique couple (u,up) € % x
J* such that u = uq +up and (ul,uz)H(r)n = 0. Then

el = s By + - (7.165)

Since u; > 0 and u; < 0 a.e. in By (by Proposition we have |u; + up| <
max{|ui|,|uz|} and, for all r > 0,

g (x) + u2 ()" < max{|u; (x)]", Ju2 ()|} < Jur (x)|"+ Juz(x)]" for a.e. x € Bg.

Furthermore, if r > 2 we obtain

2/r
oty = (] o-+unra) < (f Gl helyax)
Br Br

< |7 + iz (7.166)

Since we already know that holds for both u; and uy, by and (7.166),

we get

2/r

2 2 2
el = g+ i

> S(HMIH%HI + ||“2||%s+1)4'6(”“1”24m + ||”2||if_"m)

n—
W

2 2
> Sl +Cllul

with C = C/2. This completes the proof of (7.159). O

Recalling the properties of the weak norms (see [234} p.255] and [393| Section
4.2]), from Theorem we immediately obtain

Corollary 7.59. Ler m € NT and let Q CR" (n > 2m) be a bounded domain. Then
forany p € [1,L5) there exists a constant C = C(£2,m, p) > 0 such that

lul| e = Sllull 71 +Cllullzo  for all u € Hy'(Q).

Comparing this result with Corollary[7.39allows for the following interpretation.
On bounded domains, the Sobolev inequality for the embedding Hj' C L1 with
optimal constant S may be improved by adding an L*-norm if and only if the space
dimension is weakly critical.
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Similar results also hold in other subspaces of H”(£2) such as H}j (£2), see (7.35).
We prove here two inequalities which are strictly related to existence and nonexis-
tence results for critical growth problems.

Theorem 7.60. Let Q C R" (n > 2m) be a bounded C™-smooth domain. Then for
all p € [1, =) there exists a constant C = C(n, p,|Q|) > 0, such that

' n—2m
el Fpm = SllullZosr +Cllullzr  for all u € Hy ().
Let B C R" (n > 4) denote the unit ball. Then

Al > S 2o +4/BB Zdo  foralluc HXNH(B).

Proof. We keep p € [1, %) fixed as in the first statement. Let B denote the unit
ball. By scaling and Talenti’s comparison principle, see Theorem[3.12] it suffices to
prove that there exists Cp > 0 with

1
el = Sl + & lulzo (7.167)

for each u € Hjj(B), which is radially symmetric and radially decreasing with re-
spect to the origin (and hence positive). Let us set

[Vl = Al | |
Sy,p =inf T;v € Hg(B) and v radially decreasing .
' v
Ls+1

If by contradiction (7.167) does not hold, one gets S , < S for all > 0. Let us fix
some A € (0,1 ), where

V1

in
HE B0} [|v]|3,

Lp =

is the first positive eigenvalue of

(=AY = Allul7,?ul”~2u  inB,
Alu|yp =0 for j=0,...,m—1.

Arguing along the lines of Sections and[7.6|one finds a smooth positive radial
strictly decreasing solution of

{(A)muuSMIIuIIip”IuI"‘zM inB, (7.168)

Alu|yp =0 for j=0,...,m—1.

On the other hand, for any positive radially decreasing solution of one has
the following variant of the PohoZaev’s identity (7.74):
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_2 m . .
28 (5 =" ) Il = (0 £ [ @7 v @ o

As in the proof of Theorem[7.54] we conclude
2 2 2
Alullzr = c(n, p)|A™ullpy = c(n, p) [lullzr,

since we have assumed that p < n/(n—2m). For A > 0 sufficiently small, we obtain
a contradiction which proves (7.167).

Similarly, the second inequality is a direct consequence of the definition of X, in
combined with Lemma and the nonexistence statement (for a < 4) in
Theorem[7.53] This shows in fact that £, = S. O

7.9 Critical growth problems in geometrically complicated
domains

We consider the semilinear biharmonic equation with purely critical nonlinearity
A2u=uf' "y inQ (7.169)
either with Navier boundary conditions
u=Au=0 on dQ (7.170)
or with Dirichlet boundary conditions
u=|Vu|=0 on dQ. (7.171)

Here Q C R” (n > 4) is a bounded smooth domain.

According to the results in Sections and in geometrically simple do-
mains obstructions to existence of certain solutions (e.g. positive or, in balls, radially
symmetric) have to be observed. Here, we address the question whether existence of
“relatively simple” nontrivial solutions of with one of the above boundary
conditions can be proved in sufficiently complicated domains. In the second order
analogue the question was intensively discussed, see e.g. [29} 128 [332], references
therein and subsequent works. In the next two sections we will specify what is meant
by “complicated” domains. First, we consider domains which are noncontractible
and, for sake of completeness, we quote without proof results from [33}[157]. Then
we consider contractible domains which are however “almost” noncontractible and
we prove the corresponding statement in all details.
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7.9.1 Existence results in domains with nontrivial topology

We consider here classes of domains having a nontrivial topology in a suitable sense.
If Q is an annulus and if one restricts the functions to be radial, the problem is no
longer critical and both (7.169), (7.170) and (7.169), (7.171) admit a nontrivial solu-
tion. Therefore, it appears reasonable to consider domains which are in a topological
sense “at least as complicated as an annulus”. Although they are slightly beyond the
scope of this book, for the reader’s convenience we quote two results in this direc-
tion without giving proofs.

For the Dirichlet boundary conditions, only the existence of nontrivial solutions
in domains  which are contained in suitable annuli could be shown. More pre-
cisely, we quote from Bartsch-Weth-Willem [33] the following statement.

Theorem 7.61. Let Q C R" (n > 4) be a bounded smooth domain. Then there exists

g > 1 such that (7.169), admits a nontrivial solution provided
{xeRp<|x—a|<pg}CQ and {xeR"|x—al<p} g R
for some p >0 and a € R".

For a given domain Q C R”, let H;(Q,Z,) denote the homology of dimension k
with Z;-coefficients. Then, as pointed out in [33], the assumption of Theorem
implies that H,_1(Q,7Z,) # 0. In fact, the statement in [33]] holds for any polyhar-
monic Dirichlet problem with m > 2 and A = 0. The proof of Theoremm
in [33] is obtained as a consequence of a more general result concerning nonde-
generate critical manifolds of the associated energy functional. The isolated critical
values are related to the Sobolev constant (7.44).

On the other hand, for the Navier boundary value problem Ebobisse-Ould Ahme-
dou [157] proved the following statement.

Theorem 7.62. Let Q2 C R" (n > 4) be a bounded smooth domain such that
Hi(Q,Z2) #0

for some positive integer k. Then ([7.169), admits a positive solution.

The proof of Theorem[7.62]in [157] follows the lines of the celebrated paper by
Bahri-Coron [29] which deals with the second order critical growth problem. It is
assumed for contradiction that (7.169), admits no positive solution. Then it
is possible to construct some nontrivial homomorphisms in the k-th homology. A
careful expansion of the corresponding energy functional near its critical points at
infinity (see (7.46)) enables one to show that whenever the “concentration parame-
ter” € tends to vanish, the above mentioned homomorphisms become trivial, giving
a contradiction. We refer to [[157] for the details.
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7.9.2 Existence results in contractible domains

In this section we are interested in topologically simple but geometrically compli-
cated domains. We show that (7.169), admits a posifive solution in “strange”
contractible domains Q. As before, for the Dirichlet problem we merely show that
([7-169), admits a nontrivial solution in the same kind of contractible domain.
On one hand our proof is inspired by strong arguments developed by Passaseo [332]],
on the other hand we have to face several hard difficulties, especially and somehow
unexpectedly under Navier boundary conditions. One of the crucial steps in the
approach by Passaseo is to prove that sign changing solutions of “double
the energy” of the associated functional. For the second order problem this may be
shown by the usual technique of testing the equation with the positive and nega-
tive parts of the solution. Of course, this technique fails for where higher
order derivatives are involved. We overcome this difficulty thanks to the decompo-
sition method in dual cones explained in Section This method enables us to
bypass the lack of nonexistence results for nodal solutions of in starshaped
domains. Moreover, when dealing with Navier boundary conditions, the required
generalisation of the Struwe compactness lemma [380] turns out to be very delicate
because of the second boundary datum and the lack of a uniform extension oper-
ator for H> N H(} —functions in families of domains. See Lemma and its proof
in Section The same problem arises in Lemma where a uniform lower
bound for an enlarged optimal Sobolev constant has to be found in a suitable class
of domains. An important tool for this lemma is a Sobolev inequality with optimal
constant and remainder term, see Theorem[7.60] This inequality is closely related to
nonexistence results, which have been discussed above.

For the sake of a precise formulation of the existence results we have to give a
number of definitions.

Definition 7.63. Let K C R” be bounded. We say that u € 22 (R") satisfies u = 1
on K in the sense of 2%%(R") if there exists a sequence (u;) in C2(R") such that
ur = 1 on K for each k € N and u — u in 2%2(R").

Definition 7.64. We define the (2,2)—capacity of K as
capK = inf{/ |Au|?dx: u=1onK inthe 2**(R") sense}.
Rn

We set cap@ := 0.

Since the nonempty set
{ue 2**(R"): u=1onK inthe 2**(R") sense }

is closed and convex, there exists a unique function zx € .@272(]1%”) such that zx = 1
on K in the sense of 2>2(R") and

AZK 2dx- capk.
p
R”



7.9 Critical growth problems in geometrically complicated domains 297

Finally, we specify what we mean by set deformations.

Definition 7.65. Let Q C R” and let H,Q C Q. We say that H can be deformed in
Q into a subset of € if there exists a continuous function

A Hx[0,1] - Q
such that 7 (x,0) = x and 7 (x,1) € Q forall x € H.

Our first result states the existence of positive solutions for the critical growth
equation with Navier boundary conditions. Combined with Theorem
this shows that the existence of positive solution strongly depends on the geometry
of the domain.

Theorem 7.66. Let Q be a_smooth bounded domain of R" (n > 4) and let H be a
closed subset contained in Q. Then there exists € > 0 such that if Q2 C & Q is a smooth
domain with cap(Q \ Q) < & and such that H cannot be deformed in  into a subset
of Q then there exists a positive solution of

A2y = w8/, in Q
u=|u u in £, (7.172)
u=Au=20 on dQ.

We will prove this result in Section[7.9.4]

Next we turn to Dirichlet boundary conditions. In this case, we merely show the
existence of nontrivial solutions to (7.169). The lack of information about the sign
of the solution is due to the lack of information about the sign of the corresponding
Green function. This issue was discussed in detail in Chapter [6]

Theorem 7.67. Let Q be a_smooth bounded domain of R" (n > 4) and let H be a
closed subset contained in 2. Then there exists € > 0 such that if Q C € is a smooth
domain with cap( \ Q) < € and such that H cannot be deformed in Q2 into a subset
of Q then there exists a nontrivial solution of

A2y = ul¥=Yy  inQ
u=|ul u in £, (7.173)
u=|Vu|=0 ondQ.

The proof of this result, which can be obtained by arguing as in Section[7.9.4]be-
low, is simpler than the one of Theorem[7.66} As we will explain below, for (7.172),
one has to study very carefully the behaviour of suitable sequences (u,) such that
up € H> NHY (£2y) for varying domains €. In contrast with the spaces HZ (£,), there
is no obvious extension operator into H>(R"). Only as far as positivity of solutions
is concerned, the problem with Dirichlet boundary conditions is more involved than
with Navier boundary conditions. Here we have no positivity statement of the solu-
tion because Lemma[7.69] below does not seem to hold.

The solutions given by Theorems [7.61] and [7.62] are not related to the ones in
Theorems [7.67| and |7.66| respectively. To explain this, assume that .Q satlsﬁes the

assumptions of Theorems [7.61) or [7.62] If ug, is the solution of (7.172) or (7.173),
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then by exploiting the proof of Theorem [7.66|one has that uq converges weakly to
zero as cap(2 \ 2) — 0. Hence, any nontrivial solution in £ cannot be obtained
as limit of the solutions ug in £2. On the other hand, one expects the nontrivial
solutions in & to be stable and to remain under “small” perturbations £2 C Q. These
solutions in 2 will be different from ours. The latter situation was studied in [[128]]
for the second order problem.

Finally, let us observe that there are also contractible domains £2 which satisfy
the assumptions of the preceding theorems. In the following example we describe
precisely such a situation. Further examples may be adapted to the biharmonic set-
ting from [332, pp. 39-41].

Example 7.68. Let QcC R”", with n > 5, be an annular shaped domain and let us drill
a sufficiently “thin” cylindrical hole along a segment in order to obtain the smooth
contractible subdomain £2. To be more precise, we assume that for £ small enough,
Q\ Q; is contained in a cylinder with basis Be C R"~! and fixed height. Then by
n75)

simple scaling arguments one finds that cap (§ \Qg) =0(¢e —0as e —0,

provided that the dimension satisfies n > 5. _

We choose H to be a spherical hypersurface in 2, which cannot be deformed
into a subset of Q.. This can be seen by looking at the degree of mapping
d(s(.,1),H,0) for t € [0,1], where 5 is assumed to exist according to Defi-
nition Instead of the above segment of fixed length, one may consider any

bounded piece of a fixed generalised plane, provided that its codimension is at least
5.

7.9.3 Energy of nodal solutions

One may extend the arguments used for Lemma[7.22]to prove a similar statement in
any bounded domain in case of Navier boundary conditions. For Dirichlet boundary
conditions this seems to be impossible due to the lack of information about the
positivity of the corresponding Green’s function.

Lemma 7.69. Let Q be a bounded domain of R" and assume that u solves (7.172
and changes sign. Then ||A14||L2 > 24/”S||u\|L2n/(n Y

In the case of the half space, by exploiting nonexistence results for positive so-
Iutions, we have a stronger result. In fact, we believe that no nontrivial solution

exists in the half space (either with Navier or Dirichlet (7.I71) boundary
conditions), but the following result is enough for our purposes.

Lemma 7.70. Let Q = {x, > 0} be the half space and assume that u € 9**(Q)N
C%(Q) solves the equation

A2y — |u|8/(”*4)u in {x, > 0} (7.174)

with boundary data either or (7.171). Then HAuH > 24/HSHM||L2H/ (n4)-
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Proof. Notice first that by Theorem [7.52] which also holds in unbounded domains,
problem (7.174), (7.170) does not admit positive solutions. A similar nonexistence
result holds for boundary conditions (7-I71), see Theorem [7.33] This result may be
extended to unbounded domains. We refer to [[352, Theorem 4].

Therefore, any nontrivial solution of (7.174)), with boundary conditions (7.170) or
(7.171)), necessarily changes sign. We obtain the result by repeating the argument of
the proof of Lemma [7.22] With Navier boundary conditions this is straightforward,
while with Dirichlet boundary data one may invoke Boggio’s principle in the half

space, see (2.66). O

From now on we restrict our attention to the H? ﬁHé —framework. We proceed
again by constrained minimisation over the critical unit ball M defined in (7.130)
but with some additional topological constraints. We put

M= {u € H*NH}(Q): / a2 (=) g = 1}
Q
and we minimise the functional

F(u) ::/Q|Au|2dx

constrained on the manifold M. This functional was previously represented by Fp in
{741,

In the spirit of Definition[7.435] we say that (uy) C M is a Palais-Smale sequence
for F at level c if

]Ln; (MZ) =, }E}; ||dF(M/)||(Tu[M)/ —0
where T,,,M denotes the tangent space to the manifold M at u,.

We now state a global compactness result for the biharmonic operator. Even if
the proof is similar to the one by Struwe [380], some difficulties arise. We postpone
the proof, where we emphasise the main differences with respect to second order
equations, until Section[7.9.3]

Lemma 7.71. Let (uy) C M be a Palais-Smale sequence for F at level ¢ € R. Then
for a suitable subsequence, one has the following alternative. Either (u;) has a
strongly convergent subsequence in H> N HL(Q) or there exist k nonzero functions
i@y,... 0 € D*2, solving either or with boundary conditions ,

and a solution ity € H* NH} (Q) of (7.172)) such that

k —(n—4)/2n
e — iy <Z / |2/ (=) dx> in HXNH} (Q) (7.175)
j=0

and
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4/n
lim F () ( /\u 2= g ) : (7.176)
{—o0 i=0

The domain of integration for uy is just 2, while for uy,...,uy, it is either a half
space or the whole R".

When working in H3 () a similar result holds true with Dirichlet boundary con-
ditions instead of Navier boundary conditions. Thanks to Lemma we may
prove the following compactness property in the second critical energy range.

Lemma 7.72. Let (uy) C M be a Palais-Smale sequence for the functional F at level
c € (8,2%/"S). Then, up to a subsequence, (u;) strongly converges in H? NHL(Q).

Proof. Assume by contradiction that (u;) does not contain a convergent subse-
quence in H>NH} (L2). Then by Lemma one finds functions &y € H>NH{ ()
and i1y, .., ux € 2 satisfying (7.175) and (7.176). Assume first that all 7y, ..., 1
are positive solutions of (7.43). Then each i; is of type (7 and attains the best
Sobolev constant, i.e.

. (n—4)/n
/Rn 2 ) g = /R AT dx =S (/R [ ) dx) i=1,. .k

(7.177)

which implies [ |;|>/ "% dx = §"/* for j = 1,...,k. In turn one obtains
4/n
hmF (up) </ ||/ (=) dx+kS"/4> .
If iy = 0, we get F(up) — k*/nS, while if iy # 0 for each k > 1 one has
4/n
(/ || >/ (=) dx+kS"/4> > (k+1)*7s.

In any case we have a contradiction to S < }im F(u) < 24/ns.

We now consider the case in which at least one #; is sign changing or a solution
in the half space {x, > 0}. By Lemmas and we have for these u;

(n—4)/n
|ﬁj|2n/(n74) dx:/ |Aﬁj\2dx > 24/nS (/ m\j|2n/(n74) dx) 7
Rn Rn Rn

and hence [ga |@;[*"/"=%) dx > 28"/*, while for the remaining 7}, (7.177) holds true.

In any case, we have hm F(up) > (2 s/ 4)4/" = 24/"5, again a contradiction. t
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7.9.4 The deformation argument

The proof of Theorem is by far more involved than the proof of Theorem[7.67]
because the trivial extension of any function u € H* N H{ () by 0 does not yield
a function in H?(R"). In particular, for the space H3 () Lemma below easily
follows by this extension argument. A further difference is that the positivity con-
clusion of Lemma does not hold in the Dirichlet boundary value case. But in
the latter case, one simply has to drop this argument. Therefore we only deal with

the proof of Theorem
For all smooth Q C Q let  : M — R" be the “barycenter” map

B = [ slux) P/~ dx.

Since Q is smooth one finds 7 > 0 such that Q is a deformation retract of
Q = {x ER": dist(x,Q) < 7}.

First we show that the energy or, equivalently, the optimal Sobolev constants will
remain relatively large if we prevent the functions from concentrating “too close” to
their domain of definition.

Lemma 7.73.

Y:=inf {inf{F(u) cueM, Bu) ¢ £~2+} , Q smooth subset ofﬁ} > S.

Proof. Assume by contradiction that for each € > 0 there exists a smooth 2, C Q
and us € H> NH} NC™(Q¢) such that

/ g [/ g = 1 (7.178)
Qe
/ |Aue|>dx < S+¢ (7.179)
Q¢

Blue) & Q.. (7.180)

LetU: € H 2(]R”) be any entire extension of ug. Since 2 is smooth, the existence
of such an extension is well-known. We emphasise that the quantitative properties
of Ug outside . (which are expected to blow up for € \, 0) will not be used.
Furthermore, let 1, be the characteristic function of 2.

Step I. We claim that 1o, Us — 0 in L*(R") as € — 0.

By Theorem [7.60] there exists C > 0, independent of &, such that

1
I Aull72 = S|ull200g + E||u\|§l for all u € H> NHY (). (7.181)

Putting together (7.178), (7.179) and (7.181)) we have for each € > 0
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1 1
S+e> /_Q |Au5|2d'x2S||u£||i2n/(n74) +EH”£||§1 :S‘f‘g”l!)gUeHil
€

so that || 1, Ug|;1 — 0 as € — 0. By (7.178) and classical LP—interpolation we also
get | 1o, Uel/;2 — 0as e — 0.

Step II. We show that the weak-+-limit (in the sense of measures) of 1, |Ug|>"/ ("~
is a Dirac mass.

An integration by parts shows that HVugH%Z(QS) < |[Augll;2(q,) l1uell 12(q,)- Then by
Step Iand (7.179) we infer that

1o, VUell2mny = [[Vuell 2, — 0-

Therefore, taking any ¢ € C*(R"), we findas € — 0
/Rn 1Q€|A((pUg)|2dx:/Rn Lo, |@PIAU: 2 dx +o(1). (7.182)

By the L' (R") boundedness of the sequences (1q, |Ug|*/"=%) and (1g,|AUe|?)
there exist two bounded nonnegative measures V, (L on R” such that

Lo [Ue P4 v g |AU)? —* 1 (7.183)

in the sense of measures. By the Sobolev inequality in . we have

S (/ lQS|U8|2n/(n74)|q)|2n/(n74) d.x)
R7

for all € > 0 and therefore, by (7.182)) and (7.183), letting € — 0 yields

(n—4)/n
S</ |<P2"/("_4)d") S/ o[> dp.
Rn R~

By (7.178) and (7.179) we also know that

(n—4)/n .
S (/ dv) = du.
. n Rn

Hence by [277, Lemma 1.2] there exist X € Q and ¢ > 0 such that v = 06;. From
we see that 6 = 1 and the claim follows.

The contradiction to (7.180) is now obtained by means of Step 11, since f(u;) —
X. This completes the proof. (|

Proof of Theorem According to Lemma we may choose [T such that
S < < min{2*"8,y}. Let ¢ € C(B;(0)) be such that

(n

~4)/n .
< [ 1alaoUe)Pdx

/ |<p|2"/<”*4)dx=1,/ |A@[2dx < Ti. (7.184)
B1(0) B1(0)
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Define for each ¢ > 0 and y € R" the function @5, : R" — R by setting

Poy(x) = @ (x;y)

where @ is set equal to zero outside B (0). It is readily seen that there exists ¢ > 0
such that B5(y) C £ and hence @5, € C°() for each y € H. For all Q C Q let
70 € 2%%(R") be such that zo = 1 in Q\ € in the sense of 2>2(R") and

/ |[Azo |2 dx = cap(.(~2\!2),
]Rn
see what follows Definition Note that one has

(1—z20)T; (@) € H*NH}(Q) forally € H,

Y5,y

= —22  Moreover, for each § > 0 there exists € > 0 with
I 95,y HLZn/(n74)

where T,,(¢)

sup |4 (20 7(9)) | 2 < 8 (7.185)
yeH

whenever cap(2\Q) < €. Then one gets

1= 20) T (@)l 2ins) #0  forall y € H,
if € is sufficiently small. So, we define the map @ : H — M by

(1-z0)T(9)
1(1 = 20) T (@)l 2wy

Taking (7.184) and (7.183) into account, we find € > 0 such that

Po(y) =

sup{F(Pqa(y)): yeH} <1 (7.186)

provided that cap(ﬁ\ﬂ) < €. From now on & is fixed subject to the previous re-

strictions. Let © C Q be such that cap(2\Q) < & and r € (0,7) be such that Q is a
deformation retract of

Q= {xeR": dist(x,Q) <r}.
As in Lemma[7.73| one obtains
inf{F(u): ueM, B(u) £ Q2;}>S. (7.187)
Notice that

inf{F(u): ueM, B(u) ¢ Q;} <sup{F(Pqo(y)): yeH}. (7.188)
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Otherwise, the map % : H x [0,1] — Q given by
Z(y,t)=(1-1)y+1B(Pa(y)) forye Handr € [0,1]

would deform H in Q into a subset of Q. and then into a subset of 2 (Q is a
deformation retract of €2,) contradicting the assumptions. Here, in order to see
X(y,t) € L2, we used the fact that support(Pq (y)) C Bs(y) and that, since ¢ > 0,

B (®a(y)) € Bs(y) C Q.
Therefore, by combining (7.186)), (7.187) and (7.188)) one gets

S<inf{F(u): ueM, B(u) € Q.,} <sup{F(Pqo(y)): ye H}
<ﬁ<y§inf{F(u): ueM,ﬁ(u)€§+}.

In what follows we need to find two appropriate levels, such that the corresponding
sublevel sets
FC={ueM: F(u)<c}

cannot be deformed into each other. For this purpose let ¢;,c2 > S be such that
cy<inf{F(u): ueM,B(u) ¢ Q2;},
¢y =sup{F(Pq(y)): ye H}.
Assume by contradiction that there exists a deformation ¥ of F2 into F!, i.e.
B F2x[0,1] = F2, 9(.,0)=Idpe, and 9(F?,1) C F°.
We define 7 : H x [0,1] — & by setting for cach x € H
(1 =3t)x+3tB(Pq(x)) ifr €[0,1/3],

H(x,1) =  P(B(F(Pa(x),3t —1))) ifz €[1/3,2/3],
pp(B(O(Pa(x),1),3t=2)) ifre(2/3,1],

where p : §+ — Q is a retraction and p:Q; x[0,1] — Q4 is a continuous map
with p(x,0) = x and p(x,1) € Q for all x € Q.. In order to see that & (x,t) €
Q, one should observe that ¢c; < v and ¥(Pg(x),3t — 1) € F2, hence we find
B(d(Pa(x),3r —1)) € Q..

As O(Pg(x),1) € F for each x € H and

cy <inf{F(u): ueM, B(u) € Q.},

then for eachx € H
B(d(Pa(x),1)) € 2+

and # is a deformation of H in £ into a subset of 2, a contradiction to our as-
sumptions. Then the sublevel set
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F2={ueM: F(u)<c}

cannot be deformed into
Fl'={ueM: F(u)<ci}.

Hence, by combining Lemma with the standard deformation lemma, see [328|
Theorem 4.6] and also [[140, Lemma 27.2], [381}, Ch. II, Theorem 3.11], one obtains
a constrained critical point ug such that

S < F(ug) < sup{F (Pa(y)): y € H} < < 2*/"S.

Finally, uq does not change sign by Lemma [7.69] O

7.9.5 A Struwe-type compactness result

In this section we give the proof of Lemma In fact, we prove the corresponding
statement for the “free” functional

1 n—4
EQ(M):E/Q|Au|2dx_7/g|u|2"/<"*4>dx

which is defined on the whole space H> N H(} (£2). More precisely, we have

Lemma 7.74. Let (u;) C H* NH} () be a Palais-Smale sequence for Eq at level
¢ € R. Then either (u) has a strongly convergent subsequence in H* NH} (Q) or
there exist k > 0 nonzero functions u; € @2‘2([20,]-), J=1,....k with Q ; either the
whole R" or a half space, solving either (7.43) or (7.174) with boundary conditions
and a solution ty € H*> NH} () of (7.172)) such that, up to a subsequence,

as ¢ — oo we have

up — o in H*NHY(Q),

k
2 ~ 112 =112
1Aullz2 — llAdo|l 72 + Y A1,
=1

k
Eq(w) — Eq(io) + Y Eq,, (i1)).
=1

Proof. The proof is lengthy and delicate, so we divide it into seven steps (to heaven).
Step 1. Reduction to the case uy — 0.

It follows as in Lemma see , that there exists u € H> NH} (Q) such
that dEq (1) = 0 and, up to a subsequence, one has

up— uin H*NH} (Q), ug— uin LY1(Q),

ug—uinLlP(Q), p<s+1, wus—uae. inQ.
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As in (7.102) one has
Eq(u¢) — Eq(ug —u) = Eq(u) +o(1)

and, like there, Vitali’s convergence theorem proves that

/W\Hldx—/ |ug—u|“'+ldx:/ " dx+o(1),
JQ JQ Q
Together with dEg (1) = 0, this yields

dEq(us) —dEq(ug—u) — 0 in (H*NHH(Q))

so that also (uy — u) is a Palais-Smale sequence for Eq . Therefore, we may assume
that

2
ug—0,  Eqg(up) —c> ;S"/“. (7.189)

Indeed, if ¢ < %S"/ 4, then we are in the compactness range of Eq and by arguing as
in Lemma([7.46] we infer that u, — 0 up to a subsequence. In this case the statement
follows with k = 0.

As in (7.105)) the Palais-Smale properties of (u¢) give

2
Eolu) =~ [ |Aufdx-+o(1).
nJjQ
Together with (7.189) this yields
/ AugPdx > §4 4 o(1). (7.190)
Q
Let L € N be such that B»(0) is covered by L balls of radius 1. By continuity of the

maps

y— |Aug|?dx, R +— sup |Aug|? dx
By r(y)NQ2 yeQ VB r(y)NQ

and (7.190), for ¢ large enough one finds R, > 1/diam(2) and x’ € Q such that

Sn/4
/ |Auy|? dx = sup |Auy|? dx = . (7.191)
By g, (x)NQ yeQ /By g, (y)NQ 2L

When passing to a suitable subsequence, three cases may occur.
Case I. Ry — oo and (R, dist(x’,d)) is bounded;
Case II. Ry dist(x!, 0 Q) — +oo;
Case III. (Ry) is bounded.
Step I1. Preliminaries for Case 1.
For every x € R" let us write x’ for its projection onto R"~!, so that x = (', x,,).

Since dist(x’,0Q) — 0 we find that, up to a subsequence x’ — xy € dQ and p; :=
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R, dist(x’,02) — p. Moreover, for sufficiently large ¢ there exists a unique y’ € 9Q
such that dist(x’, Q) = [y* —x"|.

Up to a rotation and a translation, we may assume that xo = 0 and that —n), =
(0/,—1) is the exterior unit normal to € in 0. Then y* — 0 and the exterior unit
normal to 9 in y’ converges to —1,,. We now translate and scale the domain £ by
setting

.Q[ = Rg(.Q —xz),

so that x is mapped into the origin 0 while y’ is mapped into a point at distance
p¢ from the origin and converges to the point (0, —p) as £ — . In view of the
smoothness of dQ we have that £, converges locally uniformly to

Q)= {(x’,x,,) eR": x, > —p}.

In particular, for every ¢ € C°(£) we also have that ¢ € C°(;) for sufficiently
large ¢. This will be used below. Let us now set

_ R ¢, X
ve(x) =R, ug x—i—R7 , (7.192)

so that v, € H? N H{ (£2) and, by (7.191),
n/4

2L

sup \AWde:/ (7.193)
) Q

|Avy|? dx =
yeR" J ,NBy(y B1(0)

iR

By boundedness of (u) we infer that there exists C > 0 such that [|Avy|[;2(q,) <

C. Let 1g, denote the characteristic function of €. Then the sequence (1q,v/) is
bounded in 22/ ("=2)(R"), and in L2/ (*=*)(R"), so that, up to a subsequence, we
have

love — vy in @2/ (=) 20/ (n=4) (R (7.194)

where support(vg) C 29 and vol,——p = 0. Moreover, since (1g,D?v;) is bounded in
L? (R™), by weak continuity of distributional derivatives, up to a further subsequence
we deduce

/Q Dizjv[ (pd)c—>/Q Dizjvo Qdx
0 0

forall € C2(Qp) and i, j = 1,...,n. In particular, vy has in £y second order weak
derivatives.
Step I11. The limiting function vy in solves in Q.

Fix ¢ € C(Qp). Then for ¢ large enough we have support(¢) C €. Define
@r € CZ(Q) by setting

n—4
2

Po(x)=R,* ¢ (Re(x —x‘*)) :
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Therefore, (D?¢;) being bounded in L?(£2) and taking into account (7.192), one
obtains

0(1):<dEQ(Me),<Pe>:RE/QAWA(P(RE(X*XZ)) dx
ﬂ
—R,? /|u4|8/<"74)ug(p<Rg(x—x£)> dx
Q
:/ AVgA(pdx—/ el =)y, 0 dx (7.195)
R7 Rr

:/ AvoA(pdx—/ lvol¥/ " Dvo@dx+o(1).
R R

Then vo € 2?2(Qp) solves (T.172) in distributional sense. The delicate point is to
see that Avg = 0 on 9. To this end, let ¢ € C2(R") with ¢ = 0 on 9y and let
% be a neighbourhood of the support of ¢. Then for £ large enough we find smooth
diffeomorphisms y, such that

X0(%N0Q)=x(U)NQ,  x(%NI) = x(%)NIL

and (/) converges locally uniformly to the identity as £ — oo. For x € x;(% ) we
define @;(x) = @(x, ' (x)) and extend ¢, by 0 to a C?(R")-function such that ¢, = 0
on 9£. Since (x, ') also tends to the identity, we obtain ¢, — ¢ in C*(R") and

/ (AV()AQD — |vo|8/("*4>vo(p)dx = lim/ (AVgA(Pg — |W|8/(n74)w(pg)dx
Qo l=e0 )0y

n—4 n—4
zélim [AugA (R/2 (pg(Rg(x—xZ))> — |M[|8/(n74)u[R/2 QD[(R[()C—X[))} dx

n—4
2

= lim <dE.Q (ue), R, ¢e(Rz(X—x[))> =0.

Therefore, by extending any given ¢ € H> N H} (£2y) with bounded support oddly
with respect to 9y as a function of H>(R") and then by approximating it by a
sequence of C? functions (@) with @, = 0 on 9, we get

/AVOA(pdx:/ vol¥"Hvodx  forall ¢ € HY NH?(Ly),
Q Q

which implies that vy is also a solution of (7.172)) in €.
Step 1V. The limiting function vy in is nontrivial.

Let ¢ € C(R") such that £y N support(¢) # 0; then for £ large enough, we may
define

Vo1 Q¢ Nsupport(@) — R, Vo (x) =vo (2, (x)). (7.196)

Since vy € C?(20), vo = Avo = 0 on € and () converges to the identity, we get
as £ — +oo
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[12gvo = 12,Vo.¢ll 2 (support()) = ©

11a,vo — 1a,vo|

(
L2n/(n=4) (support()) of
|| IQOVV() — IQgV%/”LZ(suppoﬂ((ﬁ')) = 0(

(

)
) (7.197)
)
)

To simplify the notations we omit in what follows the 1, in front of v, Vv, Avy
and the 1g, in front of v, Vvg,Avg. Then by (7.197) and some computations one
obtains, as £ — oo

L 1atov—gvoPar= [ A(970, — gvo)Pdx+o(1)
R" QyNsupport(@)

(n—4)/n
>s( oG0P 0] o)
QyNsupport(@) i

(n—4)/n
zS< / |(P(Vow)|2"/(”_4)dX) o(l).
Rﬂ

2

By compact embedding one has vy — vo in L7,

parts one gets

(R") and thanks to an integration by

IV(@(ve=vo))llr2 < lo(ve =vo)llz2[[A(@(ve = vo))ll2 (7.198)

and therefore Vv, — Vg in LZZOC(R”). Hence the previous inequality yields

(n—4)/n
Am%(m—w)lzwzS(/R,llfmz"/("4>|vO—w2"/<"4>dx) +o(1),

which implies
(n—4)/n
/ o’du>S </ |2/ (=) dv) , (7.199)
R” R"

where du and dv denote respectively the weak-x-limits of |A (vo — v¢)|? and |vg —
ve\z’“/ ("=4) in the sense of measures. By the concentration-compactness principle
[277, Lemma 1.2] of Lions we know that there exists an at most countable set J
and two families (y;)je; C R" and (v;)jes C (0,+o0) such that dv =} ;c; v;6y,,
where &, is the Dirac distribution supported at y. In fact, since dVv is a finite measure
satisfying (7.199), also the set J is finite. See [178 Formula (2.8)] for the details.
Therefore, there exists a finite number N € N such that

N
vo — v = av =Y v;8,, (7.200)
j=1

the convergence —* being in the weak-*-sense of measures.
In order to show that vy # 0 we assume by contradiction that vy = 0. Since the
number of Dirac masses in (7.200) is finite, we may choose 7 € (0, %) such that
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yj & (Bi14+3¢(0) \ B1(0)) for all j = 1,...,N. For simplicity we write from now on
B, = B,(0). For any ¢ € C(R") such that support(¢) C (Bj+3¢ \ B1) we know by
(7.200), recalling vo = 0, that

/ Qv dx — 0 as £ — oo
Q
Hence, using @v; as test function in (7.193) and observing (7.198), we see that also
/ @lAvPdx —0  asl — foo.
2
In particular, this shows that

/ |Ave|?dx —0  as{ — oo, (7.201)
QN (B1+2:\B1+1)

Take now y € C*(R";[0,1]) such that y = 1 in By and y = 0 outside Bjr.
Since (yvy) is bounded, we may use it as test function in (7.195) and obtain

o= [ jaPdr- [y,
Q/NBy12¢ QNB142¢

where we used (7.198) and (7.201). The latter allows us to handle the region By ;27 \
By+: where different powers of y and its derivatives play a role. Therefore, by
applying to yv, € H? ﬂH& (QyNBj127) the Sobolev inequality derived from || ,
we infer

n

i
<1Sn4 {/ |A(1//vg)|2dx] ) / |A(yve) [P dx < o(1).
£NByi2¢ QyNB1 427
(7.202)

On the other hand, from (7.193)), (7.193)), and (7.201)) we deduce

/ |A(llfw)|2dXS/ |Ave?dx+0(1)
£iNB 421 Q,NB,

n/4

<L |Ave?dx+0(1) <
Q/NB;

+o(1).
This, combined with (7.202), yields

1 2
(1 - 24/(n—4)) /Qmer |A(yve)|"dx < o(1),

so that
/ A () Pdx— 0 as £ — oo
£yNB1 427

In turn, recalling the shape of y, this yields
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lim |Ave|*dx =0
l—e0 JQ,NBy

which contradicts and shows that v Z 0.

Step V. In Case 11, a solution of appears.

One can proceed similarly as in steps II-IV. However, since in this case we have
pe = Rydist(xp, 0 Q) — oo, the boundary dQ disappears at infinity. Therefore, the
previous arguments simplify because one does not have to consider the boundary
0£y. Defining vy as in (7.192), one finds that (v/) converges to a solution vo €
P?2(R") of (T.43).

Step VI. Case III cannot occur.

By contradiction, assume that (R;) is bounded. Since Ry > 1/diam(£2) we may

assume that, up to a subsequence,

xéﬂxgeﬁ, Ry — Ry > 0.

Let us set 2y = Ry(2 —xp) and

4on X
ve=Ry* uy (xo—l—Ro) .

As in Case I (with the obvious simplifications), one gets for a subsequence vy —
vo € H? OH(} (£p) and that vy #Z 0 solves in p. But this is absurd since
up — 0.

Step VII. Conclusion.

If (uy) is a Palais-Smale sequence for Eg, then by Step I its weak limit #y solves
(7.172). By Steps III, IV and V the “remaining part” (uy — i), suitably scaled,
gives rise to a nontrivial solution vg of (if Case II occurs) or (if Case
I occurs). With the help of this solution, we construct from (u; — iip) a new Palais-
Smale sequence (wy) for Eq in H*> N HJ () at a strictly lower energy level. In the
case where vy is a solution of in a half space Qp we again have to use the
locally deformed versions v ¢ in £ of v. These have been defined in (7.196). Let
¢ € C?(R") be any cut—off function with 0 < ¢ <1, ¢ =1 in B;(0) and ¢ =0
outside B>(0). We put

we(x) == (ug — tip) (x) —Rg"74)/270/ (Rg(x—xl)) (0] (\/Rig(x—xe)) .

First we remark that wy is well-defined since ¢ = 0 for Ry|x —x’| > 21/R; and since
the domain of definition of Vo, grows at rate R;. Further we notice that j, and X !
converge uniformly to the identity even on B, \/R7(O). For this reason we have

)0 () w22

and also in 2"2"/("=2)(Qg) and in L*/(*~%)(Qy). Hence, we have
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Eq(wi) =Eqg(up) — Eq () —E_QO(VO) +o(1)

and dEg (w¢) — O strongly in (H* N H} (.Q))'. In the case where we find the solution
vo in the whole space, we argue similarly with some obvious simplifications.

Now, the same procedure from Steps II to VI is applied to (wy) instead of (u; —
up). As vo Z 0 and hence

2
Eq,(vo) > =8"4,
n

this procedure stops after finitely many iterations. (|

7.10 The conformally covariant Paneitz equation in hyperbolic
space

For a brief review of the geometrical background we refer to Section [I.5] Here we
do not aim at giving an overview of the huge field of Paneitz equations, where a lot
of work has been done, see the bibliographical notes in Section Such a task
is beyond the scope of this monograph. We want to discuss a special noncompact
manifold and to explain a result for the Paneitz equation in the hyperbolic space.
Details concerning the related differential equations problems are explained below
and in Section

The manifold (.#,g) to be considered here is the hyperbolic space H" with its

standard metric. We focus on finding a complete metric h = U ﬁg on H" such
that % has prescribed Q-curvature. We give conditions on Q, which include the case
QO = constant, such that an entire continuum of mutually distinct complete radially
symmetric conformal metrics exist all having the same prescribed Q-curvature. In
the case where Q = %n(n2 —4) this family contains in its “center” the explicitly
known standard hyperbolic Poincaré metric, and at least a sub-continuum of these
metrics has negative scalar curvature.

We point out that it is surprising to find such highly non-unique solutions. In
previous work on the second order Yamabe problem, uniqueness of metrics with
constant scalar curvature was found in the case of H" by Loewner-Nirenberg [279].
In the case of S uniqueness, up to isometries, was proved by Obata [325]] and later
by Caffarelli, Gidas, Spruck [82] and Chen, Li [94]]. In the fourth order Paneitz
problem uniqueness, again up to isometries, of metrics with constant Q-curvature
on S" was found by Chang, Yang [93] for n = 4, by Wei, Xu [410] and C.S. Lin
[274]] for n > 4 and by Choi, Xu [96]] in the exceptional case n = 3.
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7.10.1 Infinitely many complete radial conformal metrics with the
same Q-curvature

As a model for hyperbolic space H" we use the Poincaré ball, i.e. H" is repre-
sented by the unit-ball B = B;(0) C R” with standard coordinates x, ..., x, and the
Poincaré metric g;; = 48;;/(1 — |x|?)2. Since H" is conformally flat we may seek
the metric i of the form h;; = U ﬁgi = uﬁ 0;; and the corresponding Paneitz
equation (I.28) for u reduces to
2 N4 (nt4)/(n—4) ,

A MZTQM , u>0 inB, u|gp = o°. (7.203)
The condition u|yp = o is necessary, and as we shall show also sufficient, for com-
pleteness of the metric h. For U = 1 we are at the Poincaré metric. In this case the
conformal factor is given explicitly by

2 (n—4)/2

=|—7 . 7.204

up(x) <1 _|x|2> ( )

The Poincaré metric (ug/ (n=4) o; j> ~ with ug as above has constant Q-curvature Q =
I

Lo(n? — !
gh(n”—4).

Theorem 7.75. For every o > 0, there exists a radial solution of the prescribed Q-
curvature equation (|7.203)) in the unit ball with Q = én(n2 —4), infinite boundary

values at dB and with u(0) = a. Moreover,

1. the conformal metric (u4/ (n=4) 5, j) ~on B is complete;
ij
2. ifu(0) > 0 is sufficiently small, then the corresponding solution generates a met-

ric with negative scalar curvature.

The existence part and Item 2 are proved in Section[7.10.2] see Proposition[7.83]
whereas Item 1 is proved in Section[7.10.3]

The equation is invariant under M&bius transformations of the unit ball.
But the only solution which is invariant under all Mobius transformations of the unit
ball is the explicit solution (7.204). Hence, we also have infinitely many distinct
nonradial solutions, which is again in striking contrast to the second order analogue
of (7.203). The following interesting open problem remains to be studied.

Find a geometric criterion, which singles out the explicit solution (7.204) among all other
solutions of (7.203).

One might guess that among all radially symmetric metrics the explicit Poincaré
metric is uniquely characterised by a condition of the kind

1
—C§Rh§—E<O
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with a suitable constant C. This is apparently wrong, since it will follow from a
forthcoming result in [142] that for every radial solution u of one has that
the scalar curvature of the generated metric satisfies lim,_ R, = —n(n—1). It is
however trivially true that the Poincaré metric is the only one with R, = —n(n —1).

Remark 7.76. A similar result as Theorem[7.75]can be proved for radial nonconstant
Q € C'(0, 1] for which there are two positive constants Qg,Q; > 0 such that Qy <
0O(r) < Q; on [0, 1] and for which r — r7Q(r) is monotonically increasing for some
g € [0,1). For details see [205].

7.10.2 Existence and negative scalar curvature

Here we look for radial solutions of (7.203). By means of a shooting method we
shall construct infinitely many distinct solutions. Applying the special Mobius trans-
forms

1 x—lal"%a
0B—B el)= 0 (a—<a|2— 1)") ,

2
lx—|a| =2 a]
we even find nonradial solutions by setting

7m0 Yo,

Here Jy, is the modulus of the Jacobian determinant of ¢,. All these conformal
metrics have constant Q-curvature %n(n2 —4) and a continuum of them has negative
scalar curvature.

Solutions of with O = %n(n2 —4) are multiples of solutions for the sim-
plified problem

A%y =Dy S0 inB, ulyp = o

For radial solutions we study the initial value problem

2
A%u(r) = (r‘"jr (w‘jr)) a(r) = u(r) D0, s
w0)=a, (0)=0, Au(0)=p,  (Au)(0)=0,

where o > 0, B € R are given. If necessary, unt4)/(n=4) \will denote also the odd
extension to the negative reals; however, we mainly focus on positive solutions. It
is a routine application or modification of the Banach fixed point theorem or the
Picard-Lindelof-result to show that always has unique local C*~solutions.

It is a simple but very useful observation that the initial value problem enjoys a
comparison principle by McKenna-Reichel [296].
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Lemma 7.77. Let u,v € C*([0,R)) and O > 0 be such that
Azu(r) . Qu(r)(n+4)/(n74) > sz(r) . Qv(r)(n+4)/(n74) forallre [O,R)
{ u(0) > v(0), u'(0) =v'(0) = 0, Au(0) > Av(0), (Au)'(0) = (Av)'(0) =0.
Then we have
u(r) >v(r), ' (r) >V'(r), Au(r) > Av(r), (Au)'(r) > (Av)'(r) for all r € [0, R).

Moreover,

1. the initial point O can be replaced by any initial point p > 0 if all four initial data
at p are weakly ordered,

2. a strict inequality in one of the initial data at p > 0 or in the differential in-
equality on (p,R) implies a strict ordering of u,u',Au,Au' and v,v',Av,AV' on

(P,R).
According to Theorem [/.21] problem (7.205) has the following entire solutions

(n(n2 -4 (n— 4)) =

(V=B =) + (e2/-r)*)

Up(r)=a

n—4
2

with o > 0. Moreover, these functions are the only positive entire solutions of
(7.205)), provided B is suitably chosen, say = By = Po(¢). The metric

4
h=U}*&; (7.206)

arises as the pullback of the standard metric of the sphere S” under a stereographic
projection to R”.

For our purposes it is enough to show that the solution Uy is a separatrix in
the r-u-plane, i.e., if we fix @ > 0 and consider f3 as a varying parameter then Uy,
separates the blow-up solutions from the solutions with one sign-change, which lie
below Uy,.

Lemma 7.78. Let o > 0 be fixed. Then for B > Po, the solution u = uy g blows
up on a finite interval [0,R(ct,f3)). The blow-up radius R(a, ) is monotonically
decreasing in f3.

Proof. 1Tt is useful to have the explicit solutions

) —(n—4)/2
Vo(r) = a <1 — (;) ) (7.207)
o

of (7.205) at hand, where A¢ = a=2/("~4) (n(n*—4)(n—4)) 4 We fix any o > 0,
some f3 > fp(a) and look at the corresponding solution u = uy g of (7.205). In
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order to see that u/(r) — Uj(r) is strictly increasing, note first by Lemma [7.77]
that Au(r) — AUq(r) is positive and strictly increasing. Since u'(r) — U (r) =
Jo 1" Y (Au— AUg)(rt) dt it follows that o' (r) — Ul (r) is also strictly increasing.
So u(r) cannot converge to 0 and hence has to become unbounded as r — oo. By
integrating successively the differential equation of u we find R large enough such
that

u(R) >0, u'(R) >0, Au(R) > 0, (Au)'(R) > 0.

Since limg o Vg (r) = 0 locally uniformly in C*, we can find a sufficiently small
¢ > 0 such that

u(R) >Vz(R), u'(R)>VL(R), Au(R)>AVxz(R), (Au)'(R)> (AVy)(R).

But then the comparison principle Lemma shows that for all » > R we have
u(r) > Vg(r) and hence, blow-up of u at some finite radius R(c,3). The mono-
tonicity of R(e, ) is also a direct consequence of Lemma O

Lemma 7.79. Let o > 0 be fixed. The blow-up radius R(a, ) is a continuous func-
tion of B € (Bo,=0).

Proof. Let B > By be arbitrary but fixed and let u = u, g denote the corresponding
solution of (7.205). The continuity from the right

l}k\ﬁ = R(a’ﬁk) —>R((X,ﬁ)

follows directly from monotonicity and lower semicontinuity of 8 — R(c,f3).
Hence, only continuity from the left has to be proved.

First we show that for r close enough to R = R(, ) the functions u, ', Au and
(Au)' are finally strictly increasing. For u, ¥~ s/, Au and "' (Au)’, this follows
from successive integration of the differential equation, since the relevant quantities
become — at least finally — positive.

It remains to consider «'(R) and (Au)’ (R). We observe that

R
w:Rnflu'(R):/ " Audr;
0

"R "R
[eS) :Rn71<Au)/(R) = / rnilAzudr: / rnilu(n+4)/(n74) dr_
JO JO

(7.208)

From this we conclude for » R that

r n—1 1
(;) u<"+4)/(”74>(s)ds: r/ (u(rt)>(n+4)/(nf4)tn71dt;
0

n+4 1
n—4Jo

(@au'e) = [

0
1
(Auw)"(r) = / (u(rt)) 9/ =81 gy 4y (u(rt)¥ =4 ()i di
0

— o0 by (7208);
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u(r) = /Or (;)nilAu(s)dSZr/olt"*lAu(rt)dt;

1
"(r) :/0 " 1Au(rt)a’t—l—r/ " (Au)' (rt)dt
— bon by (208

Moreover, for later purposes we note that for r /R

W(r) = 2 /O L AuY () dt 4 r / L A () dt
2 r

u

0
1
!/
> rﬁ/ (4w (5)ds —C = ZAu(r) —C = +oo

Here, C denotes a constant which depends on the solution u
Let us consider a sequence f; " B. By monotonicity we have R(a, )
(a,p). For # > 1, which will be adequately chosen below, we define the func-

tion
(4=n)/2 r
=t —
Vk(r) k uOtHB <tk> )

which solves the same differential equation as Ug B We find values rp — 0 < rp <

R(ct, B) such that

uaﬁ(ro) >0, uixﬁ (ro) >0, Aug g (ro) >0, (Auayﬁ)’(ro) >0,

and all these quantities are strictly increasing on (ro — 6,R(a, 3)). By continuous
dependence on data, for B; close enough to 8 we also have

uaﬁk(m) >0, ug‘ﬁk(ro) >0, Aua’ﬁk(ro) >0, (Aumﬁk)/(ro) > 0.

For suitably chosen #; we conclude that

n T n
vi(ro) = t;£4 2y Ug B < 0) <f;E4 Vz”aﬁ(”O) <ugp (10),

Vi(ro) = (2 <

Avk(ro) = tk n/2 Au 05[3 (

2 n 2
2, g(ro) < i g (r0),

I /\

) =
) < 1, Aug p(r0) < Aug g, (r0),

ws) ( ) (D2 (Mg Y () < (At ) ().

(Ave) (ro) = 1" (Au

By continuous dependence on data, we may achieve

e\ 1 (k—>°<7).

The comparison result of Lemma yields for r > ry,
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Ug,p, (1) = vie(r).
This gives finally
R(a,B) <R(a,Bi) < R(vi) = R(a, ) 1y — R(ax, B) as k — oo,

where R(v;) denotes the blow-up radius of vy. The proof is complete. t

Lemma 7.80. Let o > 0 be fixed. Then for the limits of the blow-up radius R(a.,3),
one has

lim R(q,) = oo, lim R(a, ) =0.
Jim R(c.p) Jim R(cc )

Proof. The first claim is just a consequence of the global existence of the solution for
B = Bo and continuous dependence of solutions on the initial data. The proof of the
second statement bases upon some scaling arguments. First we note that the same
argument as in the proof of Lemma shows that R(0, 1) < c. By the comparison
result from Lemma [Z.77] we conclude that

R(o/,1) <R(0,1) <oo  forall o > 0. (7.209)

For B > 0 we find the relation

g p(r) = (%) oty ((2‘,)2/("_4) r) : (7.210)

where ¢ is chosen such that

(o )/
ﬁ—(w) , le. a=af .

Obviously, o' \, 0 for B " eo. We read from (7.210) and (7.209) that

o o

2/(n—4) 2/(n—4)
Rap) =k ) (%) <ron (L) —ropn

which tends to 0 as § — oo. O

Lemma 7.81. Let u: B — (0,00) be a C*-function such that —Au < 0 in B. Then the
conformal metric h given by , namely

hij=u"/"s,,

satisfies R, < 0 in B.

Proof. In order to compute the scalar curvature it is more convenient to write the
conformal factor as
4/(n—2
hij =g,

n—4)/(n=2)

i.e. we setv:= u(”_z)/("_“), u = . The scalar curvature R, of the metric

(hij);; 1s then given by
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_ A=) ) /(0-4) 4, (-2)/(n—4)

4n—=1) _(142)/(n-2)
Ro= =) Av=
(n-2)" e

4n—=1) o) /n-a) [ 2)(n-4) 2 6/,
_ A iy n L 6em/n)y
— u Au+(n_4)u [Vl

so that R, <O. O

Remark 7.82. The subharmonicity assumption in Lemma([7.8T]is justified by the fact
that, for radially symmetric solutions, it is also a necessary condition in order to have
negative scalar curvature, see [205} Proposition 1].

We now prove the existence part and Item 2 of Theorem which is sum-
marised in

Proposition 7.83. For every o > 0 there exists a radial solution of with
u(0) = o which blows up at r = 1. Moreover,
1. if u,ii are two such solutions with u(0) < i(0), then Au(0) > Aii(0),

n—4
2. if0 <u(0) < (n(n*>—4)(n—4))"s, then the corresponding solution generates a
metric with negative scalar curvature.

Proof. Let o > 0 be fixed and let uy g denote the solution of (7.205). According
to Lemmas and we find a suitable 8 > Bo(a) such that for the blow-up
radius we have precisely R(o,8) = 1. Item 1 is a consequence of Lemma m
To prove Item 2, we consider V,, as defined in and note that under the hy-
pothesis 0 < u(0) < Vg, (0) with atg = (n(n* —4)(n 74))% we find by Item 1 that
Au(0) > AV, (0) > 0 and hence Au > 0 on [0, 1). Thus by Lemma(7.81|the solution
u generates a metric with negative scalar curvature. (]

In order to complete the proof of Theorem[7.75] it remains to show the complete-
ness of the induced metrics.

7.10.3 Completeness of the conformal metric

4
Completeness of the metric 7 = u=4 §;; on B means that every maximally extended
geodesic curve has infinite length. However, the following lemma reduces this to a
property which is simpler to check.

Lemma 7.84. Let u be a radial solution of (|7.203). The induced metric u% 0;j on
H" is complete if and only if

1
/ u(r)? ") dr = oo,

0
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Proof. To see the necessity of the above condition note that for fixed z € R"\ {0} the
curve y(r) = rz/|z| for r € (—1,1) is a maximally extended geodesic and its length
is given by

1 v lﬁ
2/(; ()/(r),}/(r))h dr—2/0 un=4dr.

Next we prove the sufficiency. Let ¥ be a maximally extended geodesic in (B,h)
parameterised over R. Then lim,_, 1. |y(f)| = 1. Clearly ¥ has infinite length if
6 () = dist, (y(¢),0) becomes unbounded for # — =-eo. Since

ol
3(t):/0y Wit (r) dr

the claim follows. O

Diaz-Lazzo-Schmidt [[142}143]] announced that for the unbounded solutions with
constant Q-curvature constructed in Theorem|7.75| one has asymptotically for r 1

u(r) ~C(1—r2)4=m/2, (7.211)

where C = C(n) does not depend on the solution. Furthermore, the derivatives of u
exhibit a corresponding uniform behaviour. This is an even more precise information
than just completeness of the conformal metric since it shows in particular that

1
/ u(r)z/(”’4) dr =00

and so, the completeness of the conformal metric in view of Lemma [7.84] Their
work is announced to cover a very general situation, will be quite involved and rely
on a deep result of Mallet-Paret and Smith [282] on Poincaré-Bendixson results for
monotone cyclic feedback systems.

In what follows we give an independent and relatively simple proof of the state-
ment of completeness by means of a suitable transformation and energy consider-
ations. The proof applies in the same way both to the case of constant and non-
constant Q-curvature functions, which is useful in view of Remark The final
statement concerning completeness is given in Proposition below.

In what follows we consider for simplicity (%Q)("“‘) 8 instead of u, so that
in radial coordinates the Paneitz equation reads

uiv(r)—l— 2<nr_ ])u///(r) + (I’l— ll)én_3)u//(r) _ (l’l— lzgn_:s)u/(r) _ M%(l’)
(7.212)

We estimate the maximal blow-up rate for solutions of (7.212)). The following
statement proves “half” of the optimal asymptotic behaviour (7.211)) and is therefore
of independent interest.

Proposition 7.85. Let u : [0,1) — [0,0) be an unbounded smooth solution to (7.212).
Then there exists a constant C = C(u) such that
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u(r) Sc(l—lrz)%'

Proof. As was shown in the proof of Lemma [7.79, we may choose p € (0, 1) such
that

u,u' ,u”  Au, (Au)' >0 are increasing in (p, 1).

Rewriting the PohoZaev-Rellich-type identity (7.77) for the solution u on B, for
any r € (0, 1), the volume integrals (over B,) vanish and therefore

n

4 1
O:Iﬂfl(Au)'( u) +ﬁr"*1u’Au—r"<§(Au)2+

—4
n— 4 721
2 2 n ) (7.213)

In the sequel, C denotes a constant depending on u. By using the analogue of (7.213)
on the interval [p,r] we obtain for all r € (p, 1)

—4 u n —4
e () + S (Au(r)? = 7 (Au) () 5 Au

(7.214)

We estimate the two sides of (7.214) separately.
Right-hand side. The following estimates for r > p are obtained by integration

—|—/ s)ds <u'(r) +C,
Au(r) < (Au) (r)+C.

Hence the entire right-hand side of (7.214) can be estimated by Cyu/(r) (Au)’ (r) +
C; and since u'(r), (Au)’ (r )—>oof0rr—> 1 we find that C/ (r) (Au)’ (r) for p < r <
1 is an upper estimate for the right-hand side of (7.214).

Left-hand side. After dropping the last term in the left-hand side of (7 a lower
bound is given by

4
o P (r).

Hence, ((7.214) yields the existence of a constant C = C(u, p, €) such that

2n

ui-4 < Cu' (Au) on [p,1).
The multiplication by u’ leads to

3n—4

!/ !/
(uns )/ <cu*(Au) =C (u'zAu> —2Cu'u"Au<C (u'zAu) on [p,1),

and an integration shows
3n—4 2 12
un4 <Ciu'"Au+C, <Cu'Auonp,1).

Now, as above, we can estimate
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Aulr) =il + "l (p) + 1

.
/ u'(s)ds < Cu" (r)+C < Cu(7)
P

r

and we may proceed to the inequality

3n—4
un-4 < C(u')zAu < C(u')zu".
In a similar way the multiplication by «’ and an integration leads to

urt < cu on p,1), ui=t < i on p,1).

Solutions of Cv = vi=% on some interval [0,0) with 0 < & <1 are given by
ﬂ
2

\@@):(”;4c) (6 —r) .

If for some value of ry € [p,1) we would have u(rg) > vi(ro), then u(ro) > vg(ro)
for some 6 € (0, 1). Then u stays strictly above vg and hence u blows up somewhere
in the interval (p,d), i.e., strictly before the point 1. This contradiction shows that
u(r) <v(r) forall r € [p,1) which in turn proves the claim. O

Next, we establish a first lower bound for the blow-up rate of radial solutions to
the Paneitz equation (7.203)). This bound is far from being optimal, see (7.211).

Lemma 7.86. Let u: [0,1) — [0,00) be an unbounded smooth solution to (7.212).

Then there exists a constant C = C(u) such that
Mzc(5) T a2
u(r — on .
T\ =2 ’
Proof. Let u=u(r) solve (7.212) on [0, 1) with u(1) = e. Then for some ry € (0,1)
we may assume that «/(r) > 0 and (Au)’(r) > 0 whenever r > ry. Thus

' (E)"‘lu%(s)ds < (Au)(ro) +ur (r),

ro N\

@) = (") (4w ()

and hence
, ntd ntd
Au(r) < Au(rg) + (Au) (ro) + un=4(r) = K+ un=2(r)
with suitably chosen K = K(u) > 0. Now let v be the unique radial solution of

Av=K +vi‘i forrg<r<1, v(ro)=u(rg), v(l)=o0c.

Then v is a subsolution for u and

H
2) * on [ro,1),

M@zwozc(

1—r
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where C = C(ro;u). O

Instead of proving the expected asymptotic behaviour (7.211), we show the
weaker result that | P/ (n=4) — 4 oo This is enough for our purposes and the proof
appears to be much simpler. To this end we employ some dynamical systems tech-
niques. We apply a sort of Emden-Fowler transformation to (7.212)) in order to ob-
tain an “asymptotically autonomous” differential equation. The stability analysis
performed for the limit autonomous equation can be carried over to this asymptoti-
cally autonomous equation. Energy considerations then allow to reach a contradic-
tion if 142"/ ("% < 4o,

With the transformation

u(r) = (1=) 2" v(=log(1—r2)), v(t) = e*Pu(VT=eT), 1€ (0,00),
(7-212) becomes

Ko (V™ (1) + K3 (0)V" (£) + Ko (V' (1) + K () (1) + Kov(t) = 11—6\;% (1), (7.215)
where the boundary r = 1 is transformed into # = 4o and

Koz%(n+2)n(n—2)(n—4),

1
Ki(r) = 1¢ ((1 —e ) (—4n® +24n—32) + (1 —e ") (4n® — 160> — 16n+64)
T 4nd —4n? — 24n) ,

Ka(t) = % ((1 — e )2 (4n> —40n+80) + (1 —e *)(16n> — 161 — 96)
+ 4’ + Sn) ,
K1) =(1—¢")P(n—4)+(1-e")(n+2),
Ki(t) = (1—e )2
Note that is asymptotically autonomous, since all the K;(¢) have finite limits

as t — oo, and that (7.215) has the constant solutions vo = 0 and v| = (16K0)%.
Motivated by the observation that

W (r) =0V (1) +

we transform (7.215) into a system for w(z) = (wy(t), w2 (¢),w3(¢),w4(t))T by set-
ting
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The resulting system is

wy Etg = —’%;‘wdt) +wa(t)

wh(t) = ws(t

wi(t) = Wi(l) (7.216)
Ka(t)W, (1) = Ca(t)wa(t) +Ca(6)w () + Ca(t)wa(t) + 151 (1) 74,

1 1
G (t) = —<n’ + =n,

8 2
_ 3, nn=2) , n=2
Ci(t) = 2" + 5 ¢ e
3 1
Cy(t) = —in—i—e*’(Zn—Z) +ed(2— En)

To get an idea of the behaviour of the asymptotically autonomous system ((7.216))
we replace the functions C;() by their limit C;* = lim, ... C;(t),i = 2,3,4. We study
the autonomous limit system

wh (1) = =252 wi (1) +wa (1)
wy(t) = ws(t) (7217)
w3 (1) = wa(r) '
n+4
wy(t) = Cywa(t) +C3w3 (1) + Cywa(t) + gewi (1) 2
where : : 3 3
C;:_§n3+§n, C§°:1—Zn27 Cy=—3n
The autonomous system has the steady-states
n—4 n—4

0 =(0,0,0,0) and P = ((16Kp)"¥

(16Kp) 5 ,0,0).

Note that O and P are also steady states for the asymptotically autonomous system
(7.217). At the point O the system (7.217]) admits the linearised matrix

with four negative eigenvalues
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n n n n
M=2—->h=1l-=->h=——>=—1—-
1 2> 2 2> 3 2> 4 >

and corresponding eigenvectors

—92)2
¢1:(1707070)7 ¢2: 17_17_1—’_27_(” ) )
2 4
2 2
n 3n 3(n+2)
=(1,-2,n,—— =(1,-33+—,———|.
¢3 ( ) 7”, 2 ) 9 ¢4 ( ) ) + 2 ) 4 )
Thus O is asymptotically stable for (7.217). At the point P the linearised matrix is
2100
0O 0 1 0
Mr=1"9 0 01
ik G G ey
with the eigenvalues
u =1, W = —n,
n

=50 i on—9, ="+ i/ 200,

Thus P has a three-dimensional stable manifold and a one-dimensional unstable
manifold.

Lemma 7.87. The origin O is an asymptotically stable steady state of system
(7:216). Moreover, the following facts hold.

1. If w is a solution to system such that w(ty) — O for a sequence t — oo,
then for any € > 0 one has that eventually

[w(r)| <exp ((4;1 +8> z).

4—n
2

2. The corresponding solution u(r) = (1 —r?)"2 wy(—log(1 —r?)) of the original

equation is bounded near r = 1.
Proof. System (7.216) has the form

w (t) = Mow(t) + G(t,w(t)),

1 n T _ -
G(t,w) = <16 + 0(6’)) (0,0,0,w§ +4/( 4)) +e 'Bw+e ¥ Cw,
with constant 4 x 4—matrices B and C. In particular

G
lim  GW)

t—oo,.w—0 |W|

:07
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i.e. condition [223) Ch. X, (8.11)] is satisfied. Since all eigenvalues of My, are
smaller than (4 —n)/2, the corollary of [223 Ch. X, Theorem 8.1] shows asymp-
totic stability of the origin O. Moreover, for a solution w with w(;) — 0, it follows
from this corollary that

lim sup

t—o0

log |w(?)| < 4—n
t - 2

Hence, for any € > 0, one has that eventually

() Sp((“; +s) t).

For the solution u of the original equation (7.203) this means that for » < 1 close

enough to 1
—&

u(r) < (1 —r2)

In view of the minimal blow-up rate for unbounded solutions proved in Lemma([7.86]
this shows that r — u(r) has to remain bounded near r = 1. O

We are now ready to prove Item 1 in Theorem namely the completeness
of the conformal metric. To this end, thanks to Lemma [7.84] it suffices to prove the
following statement.

Proposition 7.88. Ler u : B — [0,00) be an unbounded smooth radial solution of the
Paneitz equation ([7.203)). Then

1
/ u(r)z/("*“)dr = oo,

Proof. From Proposition[7.85|we infer that v is bounded as long as it solves (7.213).
Then ¢ +— Ky (1) (t) + K3 ()" (t) + K (t)V' (t) + Ky (¢)V'(¢) is also bounded for ¢ €
(0,00). Hence, by local Li—estimates for fourth order elliptic equations (see Section
@I), we infer that for any g > 1 there exists a constant C;, > 0 such that for any
t > 1 we have

IVllwsaq—1,+2) < CallVll (0.0 -

By combining Sobolev embeddings and local Schauder estimates we conclude that
there exists a positive constant independent of ¢, still called C,, such that

Wllearir ity < Collvlleo.m)

Therefore, all the derivatives v/ ...v" are bounded in (0,0) and may be used as test
functions. Let us assume by contradiction that

1
/ u(r)? " dr < oo,

which gives that
/ v(s)2ds < C/ v($)2 = ds < oo,
0 0



7.11 Fourth order equations with supercritical terms 327

Consider the values K;° = lim, .. K;(t), i.e,

Ky =Ko= %6(n+2)n(n—2)(n—4), Ky =-(n—1)(n*—2n—4),

3
K;:§n2—3n—1, K =2n—-2, Ky{=1.

Testing the differential equation (7.215)) once with v and once with v/ gives that for

{ — o0 . .
/v”(s)zds—K;’/ V(s)?ds = 0(1),
0 0
! !
K§°/ v”(s)zds—KT/ V(s)2ds=0(1).
0 0

Observe that only the terms with constant coefficients are relevant since all other
terms contain a factor e~ and produce finite integrals.
Since K5K3 # K7, the two above estimates show that

/ V(s)ds < oo, / V' (5)?ds < oo.
0 0
Testing the differential equation (7.215) with v finally gives

/ V" (5)? ds < oo

0

so that .
/0 (w1 () +wa(s)> +ws(s)> + W4(s)2) ds < oo.

Consequently there is a sequence #; " oo such that

1}5130 (w1, wa,w3,wa) () = 0.
Since O = (0,0,0,0) is stable, this shows that

llLrg (wi,wa,w3,wy) (z) =0.

From Lemma we conclude that u(r) remains bounded near r = 1, contradicting
the assumption on u. U

7.11 Fourth order equations with supercritical terms

It has become clear that the growth of the nonlinear term in semilinear elliptic equa-
tions has a crucial influence on its properties. After a brief overview of subcritical
problems, see Section[7.2] we have so far focussed on problems with critical growth.
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Since phenomena and proofs are quite different beyond critical growth — any vari-
ational approach seems to break down completely — we finally study here a fourth
order model Dirichlet problem

A?u=A(1+u)” inB,
u>0 in B, (7.218)
u=|Vu|=0 on dB,

of supercritical growth, i.e. we assume that n > 4 and p > %. As before, B C R"
is the unit ball and A > 0 a nonlinear eigenvalue parameter. By regularity theory for
the biharmonic operator, see Chapter 2] any bounded solution u of satisfies
u € C*(B) and, by Theorem itis also radially symmetric. Moreover, by Boggio’s
principle Lemma [2.27] the sub-supersolution method applies in B while it may fail
in general domains. For all these reasons, we restrict ourselves to balls. As already
shown for (7.38), when p is supercritical unbounded weak solutions to (7.218) may
exist. Similar problems for higher polyharmonic operators (—A)™ (m > 2) could
also be considered but the proofs appear significantly more technical.

According to related work on second order equations, see e.g. [70L (73] 188 [196]
239, 1302} 1408]], we address questions concerning existence/nonexistence, smooth-
ness and stability of positive minimal solutions, regularity of the extremal solution
within a certain regime for p and existence of singular solutions for a suitable value
of the parameter A. Moreover, we characterise radial singular solutions in terms of
critical points of associated dynamical systems and give some further qualitative
properties of singular solutions. Here, a singular solution is always understood to be
singular at the origin x = 0.

Since the problem is of supercritical growth, we cannot work within a variational
framework and there is no canonical space for weak solutions to (7.218).

Definition 7.89. We say that u € L (B) is a solution of (7.218)) if u > 0 and if for all
@ € C*(B) N HZ(B) one has

/qu(pdx:l/(1+u)p(pdx.
B B

We call u singular if u ¢ L*(B), and regular if u € L*(B). Finally, we call a solution
u of (7.218)) minimal if u < v a.e. in B for any further solution v of (7.218]).

In order to state the results we recall that A 1 > 0 denotes the first eigenvalue for
the biharmonic operator with Dirichlet boundary conditions in B. By Theorem
we know that Ay ; is and simple and that the corresponding eigenfunction ¢; does
not change sign. Define

A :={A >0: (7.218) admits a solution}; A¥ :=supA. (7.219)

A first result concerns the existence of minimal solutions. It shows that one has
existence of stable regular minimal solutions to (7.218) for A € (0,A*), while for
A > A%, not even singular solutions exist. In second order problems this immediate
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switch from existence of regular to nonexistence of singular solutions is established
by using suitable functions of possibly existing singular solutions as bounded su-
persolutions, see [70]. Such techniques fail completely for fourth and higher order
problems. Here, we employ dynamical systems arguments, and this is one further
reason why we have to formulate our results for positive — hence radial — solutions
in the ball.

Theorem 7.90. Let n > 4 and p > (n+4)/(n—4). Then the following holds true.
1. For A € (0,A*) problem admits a minimal regular solution uy,. This so-

lution is radially symmetric and strictly decreasing in r = |x|.

2. For A = A* problem (7.218) admits at least one solution u* € H*(B) which is the
a.e. pointwise monotone limit of uy as A / A*.

3. For A > A* problem (7.218) admits no (not even singular) solutions.

Moreover

A e [Ko%) (7.220)

4 4 4 4
Ko:(+2> <n—2—> <n—4—>. (7.221)
p—1\p—1 p—1 p—1

For the proof see Section[7.11.2] Next, we establish that the regular minimal solution
is stable.

where

Theorem 7.91. Let n > 4 and p > (n+4)/(n—4). Assume that A € (0,A*) and let
uy, be the corresponding minimal solution of . Let W (M) be the first eigen-
value of the linearised operator A*> — Ap(1 +uy )P~". Then ui(A) > 0.

For the proof see Section [/.11.4f We remark that Theorems [7.90| and also
hold in the subcritical and critical range, i.e. for any p > 1. For 1 < p < %%, we may
define the action functional J), associated with the Euler-Lagrange equation

1 A
Jl(”)zi/BM“‘z dx—m/3|l+u|p+ldx for all u € H3(B).

Then variational methods enable us to show that for any A € (0,4%) the correspond-
ing minimal solution u, is a strict local minimum for the functional J; . Moreover,
according to the related result [40, Theorem 2.2] we expect for any A € (0,A*) the
existence of a second positive solution, a mountain-pass critical point for Jj .

For the corresponding second order problem an explicit singular solution for a
suitable value of the parameter A turned out to play a fundamental role for the
description of the shape of the corresponding bifurcation diagram, see in particular
(73] and (7.38). When turning to the biharmonic problem the second bound-
ary condition |Vu| = 0 prevents to find an explicit singular solution directly from
the entire singular solution to the differential equation A%u = |u|?~'u in R\ {0},
namely
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a(r) =K/ P4/ ) (7.222)

where Kj is as in (7.221)). Nevertheless, the existence of a singular (i.e. unbounded)
solution u for a suitable eigenvalue parameter A; can be proved.

Theorem 7.92. Letn >4 and p > (n+4)/(n—4). Then there exists a unique param-
eter As > 0 such that for A = A, problem (7.218) admits a radial singular solution
and this radial solution is unique.

This result is proved in Section [7.11.5] where supercriticality is intensively ex-
ploited.

By means of energy considerations we can give bounds for radial singular so-
lutions and the corresponding singular parameter. The precise blow-up rate ~
Clx|#/(P=1) at x = 0 is determined and an explicit estimate from below is deduced.
For this purpose we transform in Section[7.11.1]the differential equation in
into an autonomous system of ordinary differential equations and apply subtle en-
ergy estimates. This technique has proved to be very powerful for studying the pre-
cise asymptotic behaviour of entire solutions in R” in [182]. Moreover, a character-
isation of singular (respectively regular) radial solutions to in terms of the
corresponding dynamical system is given. This system is shown to have two critical
points, the unstable manifolds of which are related to singular (respectively regular)
radial solutions.

Theorem 7.93. Let n > 4 and p > (n+4)/(n —4). Assume that ug is a singular
radial solution of with parameter As. Then A; > Ky and

1/(p—1)
wt) > (5) e

Ko\ /(1)
us(x) ~ <l0> x| 4P~ g5 x — 0.

)
In particular;, any radial solution to for A < Ky is regular.

For the proof we refer to Section Again supercriticality is crucial here.

Furthermore, we address the question whether the extremal solution is regular
or not. This question seems to be quite difficult. Inspired by stability techniques
developed in [131], we give here a partial result. In this respect a further critical
exponent p, arises for n > 12,see Proposition below, which is defined as the

unique solution p, € (%700) of

4p, ( 4 )( 4 >< 4 > n*(n—4)?
+2 ) (n—2-— n—4— = . (7.223)
Pe—1\pc—1 pe—1 pe—1 16

Equivalently, p, is the unique value of p > % such that

—(n—4)(n> —4n> —128n+256)(p — 1)* +128(3n—8)(n—6)(p— 1)*
+256(n% — 18n+52)(p — 1)> —2048(n—6)(p — 1) +4096 = 0
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and is given by

n+2—/n2+4—nv/n2—8n+32
Pc= .
n—6— \/n2+4fn\/n278n+32
In Section[/.11.4|we prove the following result.

Theorem 7.94. Let p. € ((n+4)/(n—4),) be the number which is defined by
7.223)) for n > 13. We assume that
n+4 n+4

ifn>1
n_4<p<Pclfn_ 3, n_4

<p<ooif5<n<I12.

Letu* € Hg NLP(B) be the extremal radial solution of corresponding to the
extremal parameter A*, which is obtained as monotone limit of the minimal regular
solutions uy, for A/ A*. Then u* is regular.

This result suggests that, in the parameter regime between (n+4)/(n—4) and p,,
(A*,u*) is a turning point on the branch of solutions to (7.218)). This and much more
has been recently proved by Davila-Flores-Guerra [[132]. Concerning the asymptotic
behaviour of the branch of regular radial solutions they have the following result.

Theorem 7.95. Let p. € ((n+4)/(n—4),00) be the number which is defined by
(7:223)) for n > 13. We assume that

4 4
Y e pifn>13, MY cwifS<n<i2.
n—4 n—4

Then (7.218) has infinitely many regular radial solutions for A = A;. For A # As,
there are finitely many regular radial solutions the number of which becomes un-
bounded when A — As.

We sketch the basic ideas of the proof at the end of Section

7.11.1 An autonomous system

In radial coordinates r = |x| € [0, 1], the differential equation in (7.218) reads

Z(nr_ 1) u///(r) + (l’l — lz‘gn — 3) u//(r) _ (I’l— 12‘§n — 3) u/(r)

=A(1+u(r)?’. (7.224)

u” (r) +

We put first
U(x) := 1 +u(x/V2) forx € By-(0), u(x) =U(VAx)— 1 forx € B.

For x € B%(O) one has
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AU (x) =U(x)P. (7.225)

Our purpose here is to transform (7.223) first into an autonomous equation and,
subsequently, into an autonomous system. For some of the estimates which follow,

it is convenient to rewrite the original assumption p > % as

(n—4)(p—1) > 8. (7.226)

Next, for t < % we set

U(r)=r P Dyogr), re (0,vA), v() =Py (¢') . (7.227)

After the change (7.227) equation (7.223)) takes the form

. 1
V() + K3V (1) + KoV (1) + KV (1) + Kov(t) =P (1), t< %17 (7.228)

where the constants K; = K;(n, p), with i = 1,...,3, are given by

9 (n=2)(n—4)(p—1)3+4(n®> —10n+20) (p—1)*>—48(n—4) (p—1)+128
(p—1)3 ’
(n2—10n+20)(p—1)>—24(n—4)(p—1)+96
(p—1)? ’
Ky = 2=4pn D=8

K =

K =

For Ky, we refer to (7.221). By using the supercriticality assumption (7.226), it is
not difficult to show that

Ko >0, K1 <0, K3 > 0.

On the other hand, the sign of K, depends on n and p.

Finally, we put
log A
Z(t) == v(—t1), r>— Oi .

For z, we have the differential equation analogous to (7.228)), namely

. log A
(1) — K32 (1) + Ko (1) — Ky 2 (t) + Koz(t) = 2P (t) fort > —%. (1.229)

In order to study the possibly singular behaviour of u near r = 0, we have to inves-
tigate the behaviour of z for r — co. Equation (7.229) has two equilibrium points,
namely 0 and Ké /?=D First we show that once the solution converges to an equi-

librium point, then all derivatives converge to 0 as t — oo,

Proposition 7.96. Assume that z : [Ty,) — R exists for some Ty and solves a con-
stant coefficient fourth order equation

V(1) — K32 (1) + Ko (t) — KiZ (1) = f(z2(t)) fort > —Tp, (7.230)
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where f € C'(R) and where the coefficients may be considered as arbitrary real
numbers K; € R. Moreover, let zy be such that f(zo) = 0 and assume that z satisfies
limy 00 z(t) = zo. Then fork =1,...,4, one has that

limz% (1) = 0. (7.231)

t—o0
Proof. By assumption we have for any g > 1 that

t+3
lim [ |f(z(7))|?dt =0, lim[[z(.) = 20llco—2,43)) = O-

t—oo Ji_o

We consider (7.230) as a fourth order “elliptic” equation and apply local L?-
estimates, which could of course be directly obtained in a much easier way for the
ordinary differential equation (7:230), and conclude

,ll)nolo ”Z( . ) 7ZO||W4>'1(171,1+2) =0.

By combining Sobolev embedding, see Theorem [2.6] and classical local Schauder
estimates (Theorem [2.19) we then have that

lim l2(.) = 2ol a1 = O

which proves (7.231). O

We now write (7.228)) as a system in R*. We obtain from (7.227)

# _ /D) (v/(t) _ pilv(z‘)> (7.232)
so that 1
Ur)=0 < V()= P 1v(t) :
This fact suggests the definition
4
wi(t) =v(t), wa(t) = /(t)_ﬁ (),
walt) = (1) = =25 (0, wslt) =" ()=~
so that (7.228) becomes
wi (1) = SErwi(t) +wal(1)
wy(t) = wi(t) (7.233)
W4(6) = walt)
wy(t) = Cowa(t) + Caws (1) + Cawa (t) +wi (¢),
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where for w; < 0 we interpret w’l’ := [w1|[P~'wy as its odd extension and

4 k+1—m
K4
Cp=— K form=1,2,3,4 withKs=1.

k=m—1 (p_])k+17m

This gives first that C; = 0 so that the term Cyw;(f) does not appear in the last
equation of (7.233). Moreover, we have the explicit formulae

C2 = pT_lKOa
C3 = — 2y (7 = 10n+20)(p— 1)> — 16(n —4)(p — 1) +48),
Ci=—21 (n=4)(p—1)-6).

System (7.233)) has the two stationary points (corresponding to vy := 0 and v :=
1/(p—1)

K )
0

0(0,0,0,0) and P(K(}/(P*‘,—il 1! oo)

Let us study first the “regular point” O. The linearised matrix at O is

i
I

00
10

M:

0 01

co ol
Noo ~

C3 Cy
and the characteristic polynomial is

o ut K 4+ Kou® + Kyp + Ko.
Then the eigenvalues are given by

+1 4 4 +1
u1:2p77 M= —7, uszip*n, u4:2p7fn-
p—1 p—1 p—1

Since we assume that p > Z*j > = 4 > Z*g, we have

M1 > > 0> 3 > .

This means that O is a hyperbolic point and that both the stable and the unstable

manifolds are two-dimensional.
At the “singular point” P, the linearised matrix of the system is given by

24100
0 010
M:

P 0 00 1
PKo

C C3Cy
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The corresponding characteristic polynomial is
4 3 2
V=V +K3v'+ Ky v —‘y—KlV—‘r(l —p)Ko

and the eigenvalues are given by

v N1+ N2 +4/ N3 Ni — /N2 +4y/N3
1:

V) =

2(p—-1) ’ 2(p—-1) ’
v _ Ni+/Ny—4y/N3 v N — /N, —4y/N3
T 2p-n T 2(pm1)
where
Ny :=—(n—4)(p—1)+8, Ny = (n* —4n+8)(p—1)?,
N3 := (9n—34)(n—2) (p—1)*+83Bn—8)(n—6) (p—1)*

+(16n* —288n+832) (p—1)> — 128(n—6)(p — 1) +256
= (=1 ((1=2+ pKo) .

The stability of the stationary point P is described by the following
Proposition 7.97. Assume that n > 4 and p > "3,
1. We have vi,vo € Rand v, <0 < vy.
2. For5<n<12we have v3,v4 ¢ R and Re v =Re v4 < 0.
3. For n > 13 there exists a unique p. > Zfi satisfying (|7.223)) and:

if p< pe, then v3,v4 € R and Re v; =Re v4 < 0,

if p=pe, then v3,v4 € R and vy = v3 <0,

if p> pe, then v3,v4 € Rand vy < v3 <0.

Proof. We first observe that (7.226) is equivalent to
N <0 (7.234)

and that implies

Ny =N} =4(n—2)(p—1)>+16(n—4)(p—1) —64 > 4(n—2)(p —1)*> +64 > 0.

Next, we show that

(N2 —N?)?

16
Indeed, by exploiting again (7.226), we have:

Ny > (7.235)
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Ny — (NzIéV%)Z
=8(n—2)(n—4)(p—1)*+16(n* —10n420)(p—1)> —128(n—4)(p—1)?
+256(p—1)
> 16(n* —6n+12)(p—1)°> —128(n—4)(p—1)>+256(p— 1)
=64(p—1)>+16(n—2)(n—4)(p—1)>—128(n—4)(p—1)>+256(p— 1)
> 64(p—1)°+128(n—2)(p—1)>—128(n—4)(p—1)>+256(p— 1)
= 64(p—1)>+256(p—1)2+256(p—1) =64(p+1)>(p—1) > 0.

In particular, (7.235]) implies that N3 > 0. In turn, together with the fact that N > N12,

this shows that y/N> +4+/N3 > |N;| which proves Item 1.

In order to discuss the stablhty properties of the eigenvalues v3 and v4 we intro-
duce the function

Ny == 16N; —
= —(n—4)(n® —4n* —128n+256)(p — 1)* +128(3n — 8) (n — 6)(p— 1)°
4 256(n* — 18n452)(p — 1)> —2048(n — 6)(p — 1) + 4096 (7.236)

= —(n—4)2n(p— 1)*

o (55 ) -5

For 1.939... <n < 12.565..., the first coefficient in (7.236)) is positive, so that

assuming
5<n<12,

we obtain with the help of (7.226):

Ny = —(n—4)(n® —4n*> — 1281 +256)(p—1)* +128(3n — 8)(n— 6)(p — 1)
+256(n* — 18n+52)(p —1)> —2048(n — 6)(p — 1) + 4096
> —8(n® —4n* —128n+256)(p —1)* +128(3n —8)(n — 6)(p — 1)*
4 256(n> — 18n452)(p — 1)> —2048(n— 6)(p — 1) + 4096
= 64n*(p—1)> —8(n—4)(n* —40n+128)(p— 1)
+ 256(n* — 18n452)(p —1)> —2048(n— 6)(p — 1) +4096
> 64n(n—4)(p—1)> — 64(n> —40n+128)(p — 1)*
4 256(n> — 18n452)(p — 1)> —2048(n— 6)(p — 1) + 4096
> 512n(p—1)* +64(n —4)(3n—20)(p — 1)* —2048(n — 6) (p — 1) + 4096
= 2048(p—1)>4+192(n—4)*(p—1)> —2048(n— 6)(p — 1) +4096
> 2048(p —1)2 +1536(n—4)(p — 1) —2048(n — 6)(p — 1) + 4096
=2048(p—1)>—=512(n—12)(p — 1) +4096 > 0,

since n < 12. This, together with (7.234]), proves Item 2.
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In order to prove Item 3, we assume that n > 13 and we study Ny = Ny4(n, p) as a
function of p. We compute its second derivative (with respect to p):

9>N,

o p?

= 12(n—4)(n® —4n® — 128n4256)(p — 1)*
—768(3n—8)(n—6)(p—1) —512(n* — 18n452).

This is a quadratic function of p which tends to 40 as p — +oo. Its minimum is
smaller than the Sobolev exponent (n+4)/(n —4) if and only if

0 < (n® —4n®> — 1281 +256) — 4(3n—8)(n— 6) = (n— 18)(n® +2n+ 12) 4 280.

This is certainly true for n > 18, while for n = 13,...,17, we have %(n, ) < 0.
Summarising, for p > (n+4)/(n—4), % has at most one zero. Therefore, for
p> ",

p+— Na(n,p) is either always concave or it is first convex and then concave.
(7.237)
Moreover, since the first coefficient in is negative (recall n > 13), we have

lim Ny(n, p) = —oo forall n > 13. (7.238)

p—oo

Finally, note that

2 2
N4(n’n+4)_32768n 0 and 8N4< n+4>_20480n

= = 0. (7.239
=2) T may 0 o\ Ta ) T mae 7 09

By (7.2377)-(7.238)-(7.239) there exists a unique p. > (n+4)/(n—4) such that

Na(n,p) > 0forall p < p,, Na(n,p) =0, Na(n,p) < 0forall p> p,.

This proves Item 3 and completes the proof of the proposition. (]

According to Proposition [7.97| we have in all cases
vy >0, v, <0, Revy <Revs <0.

This means that P has a three-dimensional stable manifold and a one-dimensional
unstable manifold.

We now show that there are only a few possible values for lim,_, . v(t), provided
the limit exists. Here, v is as in (7.227). The following proposition holds indepen-
dently of the signs of the coefficients K; (i = 1,2, 3).

Proposition 7.98. Let v be a positive solution of (7.228) on (—oo, % logA) and as-
sume that there exists L € [0, 40| such that



338 7 Semilinear problems

lim v(z) = L.

t——o0

Then L € {071(5/(1;—1)}‘

Proof. In order to avoid confusion with respect to the time direction we switch to

the solution z of (7.229):
. 1
(1) = K32" (1) + KaZ" (1) — K12 (1) + Koz(t) = 2" (¢) forr > —logA.
For contradiction, assume first that L is finite and L ¢ {O,Ké/ (p 71)}. Then z7(t) —
Koz(t) — a:=L” — KoL # 0 and for all € > 0 there exists T > 0 such that
a—e <) K" (1) + K (t) — K12 (t) <+ foralle >T. (7.240)
Take € € (0,|ot|) such that & — € and & + € have the same sign and let

6 :=sup|z(t) — z(T)] < oo.

>T
Integrating (7.240) over [T,¢] for any ¢ > T yields
(—€)(t—T)+C—|K|6 <7"(t) - K3"(t) + K27 (t) < (0 +€)(t —T)+C+K; |8,

where C = C(T) is a constant containing all the terms z(7T'), Z(T), Z’(T) and Z”(T).
Repeating this procedure twice more gives

o+
6

a—E&

c (t—T)P+0(t*) ast—oo.

=TV +0() <2/(1) <

This contradicts the assumption that z admits a finite limit as t — -oo.
Next, we exclude the case L = +oo. Assume by contradiction that

lim z(r) = oo. (7.241)

{— o0
Then there exists T € R such that

. P(t
() - K3Z" (1) + K" (1) — Ky 2 (t) > % forallz > T.

Moreover, by integrating this inequality over [T,¢] (for t > T), we get

1 1
(1) — K32 (t) + KaZ (1) — Kyz(t) > 3 / P (s)ds+C  forallt >T, (7.242)
T
where C = C(T) is a constant containing all the terms z(T), Z'(T), Z’(T) and 2 (T).
From (7.241) and (7.242)) we deduce that there exists 7/ > T such that & := 7" (T") —
K3Z"(T") + K27 (T") — K1z(T') > 0. Since (7.228)) is autonomous, we may assume
that 77 = 0. Therefore, we have
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. P
() — K" (1) + K (1) — K 2 (1) > % forallt >0, (7.243)
7"(0) — K37"(0) + K27 (0) — K12(0) = ot > 0 . (7.244)

We may now apply the test function method developed by Mitidieri-PohoZaev [308]].
More precisely, fix T; > T > 0 and a nonnegative function ¢ € C#[0,0) such that

|1 fortel0,T]
‘P(t){o fort>T; .

In particular, these properties imply that ¢(77) = ¢'(T1) = ¢ (T1) = ¢""(T1) = 0.
Hence, multiplying inequality (7.243) by ¢(¢), integrating by parts, and recalling

yields

T 1 (%
|80+ K" (1) + Ko (1) + Kig' 0)z0)de = 5 [T 00+
(7.245)
We now apply Young’s inequality. For any € > 0 there exists C(€) > 0 such that
(@) (@)p/(p—1) di
_ @ b o] i_ 49 _
200 =z¢ ¢1”_8Z 9+C(¢e) PRVICE " fori=1,2,3,4.
Then, provided € is chosen sufficiently small, becomes
T |¢ |P/ 1 /T
Z / dt > - / 2 (t)dt+a (7.246)
1/ ) 4 Jo

where C = C(¢,K;) > 0. We now choose ¢ () = ¢o( %), where ¢y € C2[0,0), ¢ > 0

and
1 fortel0,1]

¢O(T):{O fort>1>1.

As noticed in [308]], there exists a function ¢ in such class satisfying moreover

T p/(p—1)
/ l%d‘c::f\i<‘x’ (i=1,2,3,4).
0 g, (1)

To see this, it suffices to fix any nonnegative nontrivial ¢ € Cf [0,0) and take ¢y =
@* for a sufficiently large integer power k. Thanks to a change of variables in the

integrals, becomes

4 T
| i
CZAiTl’lP/(P’”zZ/O P(O)di+a  forall T>0.

Letting 7 — oo, the previous inequality contradicts (7.24T). O
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7.11.2 Regular minimal solutions

The main goal here is to prove Theorem We first prove the estimate (7.220)
for A*. Let Ko be as in (7.221). Then the function

u(x) == |x| ¥/ P=1 —q

is an explicit singular solution of the differential equation in with A = Kj
and also a weak supersolution for (7.218)) with parameter A = Ky. To see this, one
observes that u € H?(B) in view o and that also for biharmonic equations
one has a kind of Hopf lemma for the boundary data, see Theorem and Lemma
This shows A* > K.

In order to show that A* < A /p, we proceed as for , that is, we multi-
ply (7218) by a positive first eigenfunction ¢@; (see Theorem [3.7) of the Dirichlet
problem and obtain

Az,l/u(pl dx:/qu(p] dxz?t/(l—{—u)”(pl dx>pl/u(p1 dx, (7.247)
B B B B

thereby proving the desired inequality.

We now turn to the most difficult part of Theorem [7.90] namely the immediate
switch from existence of regular minimal solutions to nonexistence even of singular
solutions. We start by proving boundedness of the transformed function v.

Lemma 7.99. Let u be a radial solution of the Dirichlet problem (7.218), and define
the corresponding functions U = U (r) and v = v(t) according to (7.225)) and (7.227))
respectively for r € (0,%/A) and t € (—oo, 1logA). Then v is bounded.

Proof. By contradiction, assume that v is not bounded. In view of Proposition [7.98]
we may exclude that the limit as + — —oo exists. Hence, we assume that

0< ltiminf v(t) < limsup v(¢) = +oo.

- t——oo0

Then there exists a sequence t; — —oo of local maxima for v such that for all k

klim v(ty) = +oo, V(1) =0. (7.248)
— o0
Define
M=V (1) (7.249)
so that
lim )“k = oo,
k— oo

Since (7.228) is an autonomous equation, the translated function

~ 1 1 1
Vie(t) = v(t+ 1 — Zlogkk), t € (—eo, Zlog/l —t+ ZIOgAk)
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also solves (7.228). In particular, the function
Ur(r) = r~#/=U5;(logr)
is a radial solution of equation (7.225) which satisfies the conditions
~ _ o 1 _ _
Ue(V/A) =1 l)vk(z logAe) = A, /P i) =1 (7.250)

and by (7.232), (7.248). (7.249)

ﬁ,g(c/fk):_ﬁz;‘/%o. (7.251)

Next, we define the radial function

up(r) = Up(v/ Jqr) — 1 = lk_l/(p_l)e4”f/(”_l)U (re) —1

so that by (7.250) and (7.251)) we have
Aup = (1 4+uw )P, g > 0in B,
u, =0 on 0B,
d 4
B S S| on dB.
v p—1

This boundary value problem is solved in a weak sense, since U is a weak solution of
. In view of the comparison principle in B with respect to the boundary datum

4y see Theorem this shows that u; is a weak supersolution for the problem
A%u=X(1+u)?, u>0inB,
{ i=|Vi| =0 on JB. (7.252)

By standard arguments, see for example [40, Lemma 3.3], we infer that for any
A problem admits a weak solution. Since A, — oo this contradicts the
nonexistence of solutions of for large A, see (7.247). This completes the
proof of the lemma. U

In Section [7.1T.1] we transformed the differential equation in (7.2I8) for radial
functions into the autonomous system (7.233) which has two critical points O and
P. With the help of the former we give a precise characterisation of regular solutions

of (7.218).
Proposition 7.100. Ler u = u(r) be a radial solution of (7.218) and let
W(1) = (wi(t),wa(r),ws (1), wa(t))

be the corresponding trajectory relative to (7.233)). Then u is regular (i.e. u € L (B))
if and only if
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tlim W(t) = 0.
Proof. If W corresponds to a regular solution, it is obvious that lim,_, .. W (¢) = O.
Let us now assume conversely that lim,_,_.. W (¢) = O; we have to prove that the
corresponding solution u of (7.218) is regular. We calculate the eigenvectors of Mo
corresponding to the positive eigenvalues i.e. spanning the unstable manifold. These

are ,
1 1 1

W = 1,2,4&,8 ptl form:z&;

p—1 p—1 p—1

W, =(1,0,0,0) for u = i
p—1
Since Uy > Uy, all trajectories approaching O as t — —oo are tangent to W> except
one, which is tangent to Wy, see [36]] for p # 3 and [219] for p = 3.

But for a solution to (7.2T8)), the latter case cannot occur, since one always has
u(r) > 0,u/(r) <0, ie. w; > 0,w, < 0. So, for any solution of (7.218), we may
conclude that ru'(r) = o(u(r)) for r \, 0. That means that for any € > 0 and r > 0
close enough to 0 we have

ru' (r)

u(r)

—&< <0.

Integration yields that for r \, 0
0<u(r)<Cr.

Using this information, the differential equation and lim,_... W(¢) =0, i.e.

P (P=Ny(r) =0, P =Dy (1) =0,

PPN Au(r) =0, PPN (Au) (r) =0,
successive integrations of (7.218)) show that

(Au) (r)=0(1), Au(r)=0(1), u'(r)=0(1), u(r)=0(1)
for r \ 0. This proves that u is regular. O
We may now prove

Proposition 7.101. Assume that ug is a solution of with parameter As. Then
the Dirichlet problem (7.218) has for any A € (0, ;) a regular radially decreasing
minimal solution.

Proof. Suppose that u; is a solution of corresponding to A = A,. After
possibly replacing u, by the minimal solution of corresponding to A = A4,
we may assume that u is radial. We look for a regular solution of for a fixed
A € (0,As). Put up = uy and define u; = )%uo so that u; solves
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/BulAz(p dxzx/B(Huo)P(pdx for all ¢ € C*(B) N HZ(B).
We define by iteration u; as the unique solution of
/BukAz(pdx —2 /B(l Vw1 edx  forall g e CHB)NHZ(B).  (7.253)

By Proposition[3.6] we deduce that
0 < ttin < tx <up_,  forallk>1, (7.254)

where up,;, denotes the minimal solution of (7.218)) with respect to the parameter A.
By monotone convergence it follows that there exists u € L”(B) such that iy — u in
LP(B) as k — oo, u > upi,. Moreover, passing to the limit in (7.253) we have

/qutpdx:A/(lJru)”(de for all ¢ € C*(B) N Hg (B).
B B

Fix ¥ € (%, 1) and introduce a strictly increasing sequence (%) with %A <% <D
for any k > 1. Note that for any @ > 0 and for any 8 > « there exists ¥ > 0 such
that for all s > 0

(I+as)? <BP(1+s5)P+7. (7.255)

By (7.255) there exists C; > 0 such that for all ¢ € C*(B), ¢ >0, ¢ = |[Vo| =0on
oB

p
/ugAz(pdx:l/(l—l—ul)”(pdx:?L/ <1+Auo> odx
B B B As

<A / (97(1+uo)? +C1) @dx = / (0Pu + ACy)A @ dx,
B B
where y is the unique solution of the Dirichlet problem

A’y =1 in B,
v =|Vy| =0 ondB.

The weak comparison principle (Proposition yields
up < O up + AC Y < Sju + AC .
Iterating this procedure we prove that for any k > 1 there exists C; > 0 such that
w1 < g + ACLY. (7.256)

Since we chose /1% < % < ® < 1 it follows by (7.256) that for any k > 1

ue < (0 ug+Dy  forallk > 1 (7.257)
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for suitable Dy > 0. Therefore, for any € > 0 there exists k such that (5)2 < € and

hence, by (7.254) and (7.257), we have

0<u<ug<éeuy+Dz.

From this we deduce that for any € > 0

0< lim\s(l)lp P =Dy(r) < lim\S(l)lp (6r4/(p_1)u0(r) + r4/(p_1)D;> =€L,

where L = limsup, Y/ (”’l)uo(r) is finite according to Lemma|7.99| This proves
that

lim /P~ Dy(r) = 0.

™0

Finally by ((7.227)), Propositions and[7.100|we conclude that u € L™(B).

The minimal solution up,;, may now be obtained by means of an iterative pro-
cedure starting with 0. Radial symmetry is hence obvious, see also Theorem [7.1]
Furthermore, the equation written in radial coordinates shows that u is radially de-
creasing. (]

Proof of Theorem[7.90) First, we remark that Items 1 and 3 are proved by Proposi-
tion[Z.1011

As for Item 2, i.e. existence of a possibly singular solution for the extremal pa-
rameter A*, we obtain by means of a generalised PohoZaev identity uniform bounds
for minimal regular solutions to (for A € (0,A%)) in H3 NLP*!(B), which
allows to take a monotone limit as A A*.

The estimates (7.220) are proved at the beginning of this section. O

7.11.3 Characterisation of singular solutions

Let u be a radial singular solution of and let v = v(¢) be the corresponding
function defined in (7.227). Let z(r) = v(—1) so that z() solves the equation (7.229)
fort > —%logl.

We introduce here the energy function

1
_p+1

1|z“(t)|2. (7.258)

Ko
‘ 2

tp+1_
z(t) 3

K

. 2 20 100\12

E(t): (1) =5l +
This energy function will prove to be a useful tool to establish integrability prop-

erties of z. These are essential in order to characterise singular solutions in terms of

critical points of the dynamical system (7.233)). See Proposition [7.107]below which

is the main result of this section.

The first result is analogous to Proposition[7.96]
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Lemma 7.102. Let 7 : (—% logA,) — R be the solution of corresponding
to a radial singular solution of (7.218). Then for k=1, ... 4 the functions z and o
are bounded in (—% log 2, o).

Proof. By Lemma it follows that z(f) = v(—t) is bounded in (—1logA,e).
Put I = (—3logA,o) and o = —}logA. Then zP(t) — Koz(t) is bounded in I and
hence, by local L?—estimates for fourth order elliptic equations (see Section [2.5.2)),
we infer that for any g > 1 there exists a constant C; > 0 such that for any # > 7y + 1
we have

120 llwsaqe—1,42) < Callzllz= -

By combining Sobolev embeddings and local Schauder estimates we conclude that
there exists a positive constant independent of ¢, still called C,, such that

||Z(')||C4-7(t,t+1) <G ||Z||L°°(I)'

g

In the next four lemmas we prove some summability properties for the function
z and its derivatives.

Lemma 7.103. Let 1y = —i logA. Then
[ G Pds+ [ 12/65)Pds <o
I 0]

Proof. Let E(¢) be the function defined in (7.258)). For any ¢ > fy we obtain by
integration by parts and exploiting (7.229)

4 t
E(t)—E(f) = / E'(s)ds = / (ZPZ/ — KozZ _KZZ/ZU‘FZUZW) ds
fo J1y

t .
_ Z/(t)zl//(t) _Z/(to)zl//(to) + Z/ (ZP _K()Z_KZZ// _Zlv) ds
fo
1
— Z/(t)Z”/(t) _Z/(to)zl//(to) + ZI (_K3Z/// _KIZ/) ds
fo

= ()" (1) =2/ (80)2" (t0) — K32/ (1)2" (1) + K32/ ()" (t0)
t
+ / (Ksz'(s)? — K12/ (5)?) dis. (7.259)
fo
By Lemma(7.102]it follows that E(¢) and the functions Z'(¢),z” (¢),z” (¢) are bounded

in I = (fy, ), while around fy they are obviously smooth. This together with (7.259)
and the fact that K3 > 0,K; < 0 proves the claim. O

Lemma 7.104. We have -
/ 12" (s)[2ds < eo.
fo

Proof. We multiply the equation (7.229) by z” and integrate over (fo,7) to obtain
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o t
/ (2"(s) — K32"(s) + K22 (5) — K12/ (5) + Koz(s)) 2" (s) ds = / 2 (5)7"(s) ds.
) T
(7.260)
First, we prove that all the lower order terms in the integral identity (7.260) are
bounded. By Lemmas [7.102} [7.103] and integrating by parts we have

| /IO ()7 (s) ds

< [el)Z (0] + [<(0) (0)| + [ 1¢(5)Pds = O(1) as 1 = o

By Lemma([7.103]and Holder’s inequality we have
12

[z al<([1eora)” ([ ops) =on) e

0 fo

“

By Lemma([7.102} integrating by parts, and Lemma[7.103] we obtain

<[P (0)Z (1) + 12P (10) (10) | + =0(1)

]

[ r 62 )2 ds

fo

/t 2 (5)7"(s) d

Ip

as t — oo, Using again Lemma[7.102] we conclude that

¢ 1 1
/ ()" (s) ds| < E\Z"(I)\z + §|Z”(t0)|2 =0(1) as 1 — o,

fo

Finally, after integrating by parts we infer that

t |Z”/(s)\2d5 _ Z'"(I)ZU(I) 71///00)2/00) B /tZiV(S)Z”(S) ds=0(1) as t — oo

1o o
in view of Lemmas[7.102] [7.103] and by inserting the above estimates into (7.260).
This completes the proof of the lemma. O

Lemma 7.105. We have

|27 (5)|*ds < oo.
fo

Proof. We multiply the equation (7.229) by z and integrate over (fy,#) to obtain

| (s) s = /, ((5) — Kozls) + Ki2!(s) — Ka?(5) + KaZ"(5)) () d.

fo
(7.261)
Arguing as in the proof of Lemma[7.104one can easily prove that the right hand side
of (7.261)) remains bounded as t — eo. This completes the proof of the lemma. O

Lemma 7.106. We have
/ 2(s)|2" 7 (s) — Ko |*ds < .
T

Proof. Using the differential equation (7.229) we obtain
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. 2
()~ K" () + K (5) K12 () =2 ()l (5) — Ko™

The proof of the lemma follows immediately from Lemmas[7.103]and[7.105] O

By considering the autonomous system (7.233)) we can now characterise singular
solutions of (7.218). The next result is the complement to Proposition [7.100]

Proposition 7.107. Let u = u(r) be a radial solution of (7.218) and let
W(t) = (wi(t), wa(r), w3 (1), wa(t))
be the corresponding trajectory relative to ([7.233). Then u is singular if and only if

lim W(t)=P.

[——oo

Proof. Let W = (wy,wa,w3,wa4) be the solution of the dynamical system ((7.233))
corresponding to a radial singular solution u of (7.218). In view of Lemmas [7.103|
and[7.106] we infer that

there exists {0y} such that opy < O, klim O = —oo, klim (Okr1—0r) =0
— 00 —r o0

and such that
either ]}imW(Gk) =P or limW(ox)=0. (7.262)

k—oco

Then we claim that holds on the whole real line, without extracting a subse-
quence, that is

either llir7n W(E)=P or limW()=0 (7.263)

——o0

respectively in the two cases of (7.262). We prove that the first alternative in (7.262)
implies the first alternative in (7.263), the implication with the corresponding second
alternative (obtained by replacing P with O) being similar. So, assume for contradic-
tion that limy_,.. W (0} ) = P and that lim,_, _.. W (¢) does not exist. Then there would
exist a subsequence (ky)seny Wwith the following properties: for any small enough
€ > 0 there exists /¢ such that for all / > ¢, one has that

|W(oy,) —P| <, Ok, — Okpi1 < €7
and moreover there exists 6; € (Oy,1,0x,) With
|W(s)—P| <2¢ forallsc (6;,0r,) and [W(6,)—P|=2¢.
The triangle inequality shows that W (6;) — W (oy, )| > € and hence

1
Ok, — 9@

W (6,)—~W(ay)| > é
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By the mean value theorem we conclude that

Gk/ ,
/ W'(s)ds
0

so that there exists 7, € [0y, 0y, | with

1 1
- <
€

/ W ()] ds
6

O'k[ — 9(

1
!

Since € is arbitrarily small, |W (oy,) — P| < &, |[W (%) — P| < 2€ and since W solves
system (7.233), this is impossible for large enough ¢. This contradiction shows that
(7:263) holds.

In view of Proposition [7.100] we may exclude the second case in since
it would imply that u is a regular solution. Therefore, only the first case may occur
and this proves that if W corresponds to a radial singular solution u of (7.218), then
lim;_,_ W(t) = P. The converse conclusion is obvious. O

The energy function defined in will help us to specify further the be-
haviour of singular solutions of (7.2I8) near r = 0. To this end we may assume by

Proposition [7.107] that

lim z(r) = K/,

t—o0

Next we prove the following.

Lemma 7.108. Let u; be a singular solution of with parameter Ag and let
z(t) : (—3log Ay, 00) — (0,0) be the corresponding solution of (7.229). Then it can-
not happen that 7' (ty) = 0 for some .

Proof. Assume by contradiction that Z'(f) = 0 for some #. Then by (7.232), we
have that 7/ (—% log As) # 0 and hence, z is not a constant. We infer from (7.259)) that
for any t > 1y

!
E(t)—E(to) =2 (0)Z"(t) — K3 ()2 (1) + | (K3Z"(s)* — K12/ (s)?) ds.
fo
Letting 1 — oo and observing Proposition [7.96] yields
E(e0) — E(t) = / (K3 (s)2 — K12 (s)2) ds > 0

fo

=1 pt1)/(p-1) 1 v Ko, o L0
——— K, —z(t)"" — —z(n =" (#
2(p+1)° > prrd) g o)+ 3l )]

>min<€pJrl _ Ko 2> — _piilK(PJrl)/(P*l)
T >0 \pt+l 2 20p+1)0 )

a contradiction. O
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Proof of Theorem We know from ((7.232) that

1 4
v’(Zlogls) ==

1
1V(Zlogks) >0

so that {
Z/(_Z logAy) <O0.

Lemmal|7.108|then shows that for all ¢ > —% log A; we have
J)<0 = z(t) > Ké/(”’l) = Ux)> Ké/(F*‘)|x|f4/<pfl)

so that

1/(p-1)
s (x) > (’;") x| ~H(-D) _ 1.

In particular O = u(1), which entails A; > K.

Finally, as a straightforward consequence of Proposition we obtain the
asymptotic behaviour of singular solutions at the origin. If u; is a singular radial
solution of with parameter Ay, then

1/(p—1)
us(r) ~ (KO> F 4 (=) asr— 0.

This completes the proof. O

Remark 7.109. With a completely analogous proof one can show a similar result for
different nonlinearities such as f(u) = e" or f(u) = (1 —u)~* for k > 1. See [39].
Here one can also find related results under Steklov boundary conditions.

7.11.4 Stability of the minimal regular solution

In this section we shall give the proof of Theorem

Let A € (0,A%), and let u), be the corresponding minimal solution. By Proposition
we know that ) is a regular solution. Consider the following weighted n-
eigenvalue problem

Ay =nip(1+uy)"" 'y in B,
{ v=I|Vy|=0 on dB, (7.264)
and let
[ 1Ay ax
m(A)=  inf B (7.265)

weH§<B)\{0}Ap/(1+u,1)1”111/2 dx
B
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be the corresponding first eigenvalue. Since u; € L*(B), we infer by compactness
of the embedding HZ(B) C L*(B) that the minimum in is achieved. Note
that by the Lagrange multiplier method any minimiser y; of 1;(4) solves
with n =n(1).

Since uy is a regular solution of (7.218), we infer by L?—estimates for fourth
order elliptic equations and Schauder estimates that both u; and y; are classical
solutions of (7.218) and (7.264)), respectively. In the next lemma we show that
does not change sign in B.

Lemma 7.110. Ler W be a minimiser for N1 (A). Then y; > 0 in B up to a constant
multiple.

Proof. This can be obtained by using the dual cones decomposition, exactly in the
same way as in the proof of Theorem [3.7] O

Lemma 7.111. Ler 101 () be the first eigenvalue of (7.264). Then (1) > 1.

Proof. Fix A € (A,A*) and consider the corresponding minimal solution uy of
- Since uj,,uy are minimal solutions for the respective problems, we have
that u; < uy in B. Boggio’s maximum principle yields u; < uy in B. By Lemma

7.110| we may fix a positive minimiser y; of (7.265). Convexity of s — (1 4+ s5)”
yields

Apm(2) [ (g =) (1) v dx= [ (g — )42 d
:/BF(H—uI)”—)L(H—u;L)”} v dx>7L/B[(1+uz)1’—(1+u;L)”] w1 dx
> AP/I?(1+”/1)p71(“I—“A)WI dx.

This proves that 173 (A) > 1. O

Proof of Theorem[7.91] Consider now the first eigenvalue p; () for the linearised
operator A% — Ap(1 +uy )P~ '. We have

/|Aw|2 dx—),p/(l—f—u,l)p*lwzdx
w(A)= inf 2B B .

weH? (B)\{0} / W dx
B

Observing that Ny (A) > 1 by Lemma(7.111} we have for any w € H3(B)

/|Aw|2dx—lp/(1—|—ux)”71w2dx2 <1— ! >/|Aw2dx
B B m)/ Je

1
sa (12 [
= “( mm) st
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where Ay 1 denotes the first eigenvalue of the linear Dirichlet problem. It follows
that

1
w(d) > Ay <l — > > 0.
' Mm(4)
This completes the proof of Theorem [7.91] O

Proof of Theorem We make use of an idea from [I31]]. Let u; denote the
positive minimal regular solution of (7.218)) for 0 < A < A*. According to Theorem
[7.91] these are stable so that one has in particular

/(A(p(x))2 dx—pz/u+ul(x))f’*1<p(x)2dxzo for all ¢ € C7(B).
B B

By taking the monotone limit we obtain that

/ (Ap(x))? dx—pl*/(l (@) o) dx >0  forall p € C(B).
B B

(7.266)
We assume now for contradiction that u* is singular. Then according to Theorem
we have the following estimate from below:

1/(p-1)
u(x) > <§2> |x|_4/(p_1)—1.

Combining this with ((7.266)) yields

2 o(x)?
/ (Ap(x))” dx > pKo/ e dx for all ¢ € C7°(B).
B B |x
However under the “subcriticality” assumptions that we made it follows that we
have pKy > n?(n—4)?/16. This contradicts the optimality of the constant in Hardy’s
inequality

2(n—4)2 )2
/B(A(”(x))zdx2 (164) B(P|J<C|2 &

forall ¢ € C7(B),

see [353] and the more recent paper [130]. Therefore, u* is regular. U

7.11.5 Existence and uniqueness of a singular solution

Existence of a singular solution for a parameter A to be specified will be shown by
passing to the limit in a sequence of suitably rescaled regular solutions u to (7.218]).
We recall the transformation used throughout Section

Ux) =1+u(x/V2) for x € B47-(0)
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so that we shall study the equation
AU =UP in B 47(0). (7.267)

Since the equation (7.267) is invariant under the scaling

p—1

Us(x) =aU(a * x)

i.e. U is a solution of if and only if U, is a solution of (7.267), it is not

restrictive to concentrate our attention on solutions U of the equation (7.267) which
satisfy the condition U (0) = 1.
Next we define Uy = Uy(r) as the unique solution of the initial value problem

(see (T223))

2(n— 1)U”/—|— (n—1)(n—-3) U’ — (n—1)(n—3)

PR 2 t4 3

U + Uy = 1oy

(7.268)
Uy (0) =1, U;(0) = Uy (0) =0, Uy(0) =y <0.

We report here a crucial result from [182].

Lemma 7.112. Letn >4 and p > (n+4)/(n—4).

1. There exists a uniquey < 0 such that the solution Uy of @) exists on the whole
interval [0,00), it is positive everywhere, it vanishes at infinity and it satisfies
Uy(r) <0 forany r € (0,c0).

2. Ify <7, there exist 0 < Ry < Ry < oo such that the solution Uy of (7.268) satisfies
Uy(R1) = 0, lim, ~g, Uy(r) = —oo and Uy(r) < 0 for any r € (0,Rz).

3. If Y >, there exist 0 < Ry < Ry < o such that the solution U, of@ sat-
isfies Uy(r) < 0 for r € (0,Ry), Uy(R1) = 0, Uy(r) > 0 for r € (Ry,R>) and
lim,/Rz Uy(r) = o0,

4. If 1 < 1 <0, then the corresponding solutions Uy, ,U, of satisfy Uy, <
Uy, and Uy, < Uy, as long as they both exist.

5. r4/(1”1)U7(r) — Ké/(p_l) as r— oo,

Proof. See the statements and proofs of [[182, Theorem 2, Theorem 3, Lemma 2].[]

For any y < 0 let Uy be the unique local solution of (7.268). Thanks to Item 3 in
Lemma @, we may define Ry for y > ¥ as the unique value of r > 0 for which
we have Uy(Ry) = 0.

The idea in constructing a singular solution to (7.218) consists in suitably scaling
Uy(.) = Uy(Ry)|Bg, to B and in finding a suitable subsequence for 7\, 7, which
locally converges in B\ {0} to a singular solution. A first step is proving Ry — oo
for Y\, 7.

Lemma 7.113. Let n > 4, p > (n+4)/(n—4) and Y be as in the statement of
Lemma|7.112| Then the map 'y — Ry is non-increasing on the interval (¥,0) and
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lim Ry = +-oo.

YNY
Proof. The fact that the map ¥ — Ry is non-increasing on the interval (7,0) follows
immediately by Items 3 and 4 of Lemma[7.T12]and the definition of R,. This shows
that the function y — Ry admits a limit as ¥ — 7. Suppose by contradiction that

R:=lim Ry < +oo.
™Y
Then by Lemma/7.112] Items 1 and 4, we have for all y € (7,0) that
Uy(Ry) > Uy(Ry) > Uy(R) > 0. (7.269)

Define for any y € (7,0), r € [0, 1] the function
1. (7.270)

Then uy solves the Dirichlet problem

2 _ p4 p—1 P
A%uy = RyUy(Ry)’~ (14 uy)? in B, 7.271)
uy =|Vuy| =0 on dB.
Since the function Uy is decreasing on the interval (0,R,) we find that
Uy(Ry) < Uy(r) <Uy(0) =1 for all r € [0,Ry]. (7.272)

Then by (7.269) and (7.272)) we obtain for all y € (7,0) and all r € [0,1) that

1 1
—-1< -1

0=l < iRy S Gm

This shows that the set {uy : ¥ € (7,0) } is bounded in L™ (B) and hence by a bootstrap
argument, from ((7.271) and the fact that R;‘,U«>,(R,,)1”1 < A* (see (7.219) for the

definition of A*), we deduce that there exists a sequence ¥ \, 7 and a function
€ H3(B)NC™(B) such that

iy, — 0 in C*(B) (7.273)

as k — oo. Take any r € [0,R). Since Ry, /'R, there exists k = k(r) such that r < Ry,
for any k > k. Hence, for k > k, we may take r/ Ry, instead of rin (7.270) and obtain

Uy, (r) = Uy, (Ry,) (qu (r/Ry)+ 1)- (7.274)

Since the sequence () is decreasing, we infer by Items 3 and 4 of Lemmal(7.112]that
Uy, (Ry,) is non-increasing. By (7.269), Uy, (Ry,) is also bounded from below and
hence admits a strictly positive limit. Thanks to (7.273)) we also have uy, (r/Ry,) —
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u(r/R) as k — oo. Therefore by (7.274) we deduce that for any r € [0,R)

U(r) := lim Uy (r) = ( lim Uy, (Ryk)) (u(r/R)+1). (7.275)

k—soo

In fact, we deduce from (7.273) and (7.274) that Uy, — U in C*([0,R]) for any
0 < R < R. Since & € H3(B), (7.275) shows that

lim U’ (r) = 0. (7.276)
r,/R

On the other hand, by continuous dependence on the initial conditions it follows

klim Uy (r) =Uy(r) forallre[0,R)

and hence U (r) = Uy(r) for any r € [0,R). This with (7.276) implies

lim Us(r) = 0,
r/R

which is absurd since U%(R) < 0, see Item 1 in Lemma [7.112| This completes the
proof of the lemma. O

Lemma 7.114. Let n > 4 and p > (n+4)/(n—4) and let u be a regular solution of

(7.218)). Then

24\ V/(p=1)
u(x) < (k) lx|#/P=V 1 forall x € B\{0}.

Proof. Let u be a regular solution of (7.218)) for some A > 0 and define the scaled
function
1

o= (mew) 0

so that U satisfies
A’U=UP in Bg(0) and U(0)=1
where we put R = v/A(1 —|—u(0))p77l Let

M = max /P Dy(r)
re[0,R]

and let R € (0,R] be such that #/(p_l)U(F) = M. Defining
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we obtain a solution of

A2w=R'URP '(1+w)’  inB,
w=0 on dB,
w <0 on dB.

This proves that MP~! = rR'U (R)P~! < A* since otherwise by the super-subsolution
method, see [40, Lemma 3.3] for the details, we would obtain a solution of
for A =R U(R)P~! > A*. This yields for all r € [0,R] that

U(r) §Mr_4/(p_1) < ()L*)l/(p—1>r—4/<p—1). (7.278)

Then reversing the identity (7.277), by we obtain
«\ 1/(p—=1)
u(r) = A~V P-URY =Dy (Rr) — 1 < (x) A1)y

which completes the proof of the lemma. (]

Proof of Theorem For y € (7,0) consider the corresponding solution Uy of
the Cauchy problem (7.268) and the function uy introduced in (7.270). If we put

Ay = R‘;,UY(R,,)F_I, then by (7.271) we have that uy solves

{ A%uy = Ay(1+uy)? inB,

uy =|Vuy| =0 on dB. (7.279)

We show that A, remains bounded away from zero for y > 7 sufficiently close to 7,
which is defined in Lemma [/.112] By Item 5 of Lemma[7.112| we infer that for a

fixed € € (0, Ké/ P=D) ) there exists a corresponding re > 0 such that

Uy(r) > (K" —g)r %=1 forall r> re. (7.280)

On the other hand, by Lemma [7.113] we deduce that there exists ¥ € (7,0) such
that for any y € (7, ) then Ry > re. Therefore by Item 4 of Lemma(7.112|we obtain

forall y € (7,7)
Uy(Ry) > Uy(Ry) > (Ky " — )R, /"
and this yields for all y € (7, %)
Ay > (K PTY —g)rl = (7.281)

Combining (7.281) and Lemma|7.114|we obtain for all y € (7,%), x € B\{0}

A5\ V/(=1)
y(x) < <C> x| 74/ (=1 1. (7.282)
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Since p > (n+4)/(n—4) and uy solves (7.279), we obtain by (7.282)
/ |Auy|*dx = ly/ (1+uy)Puydx < A* / (14 uy)" ' dx
B B B

< ()“*)”% / A

_4p£D)
< —0 |x|” P71 dx < oo,
cr

This proves that the set {uy : Y € (7, )} is bounded in H3 (B) and hence there exists
a sequence ¥, \, 7 and a function u € Hj (B) such that u, — u in H§(B). Moreover,
by (7.282) and applying Lebesgue’s theorem, u weakly solves (7.218) for a suitable
A>C.

It remains to prove that the function u is unbounded. For simplicity, in the rest of
the proof uy,,Uy, , Ry, Ay, will be called respectively uy, Uy, Ry, Ax.

By compact embedding we have that u; — u in L'(B) and hence we have

1 1
limi/ u(x)dx = lim lim/ ug(x)dx
P B0)] o) (enr" 2 i) )
and passing to radial coordinates, we obtain by (7.270) and Item 4 of Lemma[7.112]
1 T Ur(R
lim / u(x)dx=1lim ( —1+ " Jim / Mp"*ldp
N0 e, JB.(0) AN0) M k—eoJo  U(Rg)

er 1
Ue(p)p™ "dp

n
—lim( -1+ lim———
O ( e R{U(Re) Jo

n 1 er
> lim | -1+ — lim —————— Us(p)p" Ydp | . 7.283
> ‘{%( + = lim RIUA(RD) Jo 7(P)p p) (7.283)

By (7.280) we have that there exist C, Ry > 0 such that
Us(p) > Cp~ P~V forall p € (Ry,).

Hence, we have for k > k = k(r)

er R() __4 _ 4
Us(p)p"~'dp > / Uylp)p"dp + — <RZ TRy T ) :
0 n— -
p—1
(7.284)
Since p > (n+4)/(n—4) > (n+4)/n, since A is bounded away from zero by
(7-281)), and since Ry — oo by Lemma[7.113]as k — oo, we find

4 1

. . n — —_
Jim R{U(Re) = fim Ry *4 = e

Hence, we obtain by
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Rkl’

: n—1
,}E};m A Uy(p)p"dp
4 4

> liminf-—— ¢ (RZP';»"/‘I _ng>

e (nfﬁ)RZUk(Rk)

"7%1 Crnil;%1 ~ 4

= liminf C: ! o 2 ; —. G/ 5T (7.085)

w (n ) (n=5%5) @y

Inserting in we obtain

lim

e / ( )u(x)dxz lim(—1 +nCr4P=1)) = 4o,
r n (0

rN\.0

This proves that u ¢ L™(B). The existence of a parameter A; > 0 and of the corre-
sponding singular solution u; is so proved.

Concerning uniqueness of A; and ug, we refer to Propositions 3.1 and 3.2 by
Davila-Flores-Guerra [132] which are based on a slightly modified version of

(7.233) for W = (w1, wz, w3, ws), see (2.12) in their paper. O

Sketch of the basic ideas of the proof of Theorem The analysis by Déavila-
Flores-Guerra [132] is based on the Emden-Fowler transform of and
on the just mentioned modified version of for W = (w1, wp,ws,ws). The sta-
bility analysis of the stationary points O and P, which is performed in Section[7.11.1]
plays a crucial role. According to Proposition regular solutions are charac-
terised by lim,_, . W (z) = O while, according to Proposition singular solu-
tions correspond to lim,_,_.. W (¢) = P. Dirichlet boundary conditions mean that the
corresponding trajectories intersect the hyperplane ¢ = {w, = 0}. The goal is to
understand all trajectories W(.) solving and intersecting 7.

As a first observation, Ferrero-Gazzola-Grunau-Karageorgis 168} [182] proved
that in the parameter regime below p. one has a heteroclinic orbit W, connecting O
to P which, for ¢t — oo, spirals infinitely many times around P in its stable manifold.
This corresponds to an entire solution of A2U = U? oscillating around the singular
solution i, see (7.222)).

Secondly, one has — up to a shift in time — precisely one singular orbit W; — i.e.
lim,_, _.. Ws(¢) = P — intersecting ¢ in a point Qp. This trajectory corresponds to
the uniquely determined singular solution of (7.218)), see Theorem [7.92}

One then studies trajectories W(.) “very close” to W, in the unstable manifold
of O, which is shown to intersect the stable manifold of P transversally. This means
that W(.) eventually hits a local three-dimensional manifold close to W; and to P
and “almost parallel” to the stable manifold of P. If this intersection point is close
enough to W; the singular orbit takes it for increasing ¢ until W(.) finally intersects
S in a point Q close Qp. Such a trajectory W(.) gives rise to a regular solution
to (7.218). The spiraling behaviour of W, around P yields that that the intersection
points Q spiral around and converge to Qg in 7. Transforming this result back into
the A-u-picture proves Theorem[7.95] O
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7.12 Bibliographical notes

The seminal paper by Serrin [368] which is based on Alexandrov’s technique of
moving planes [7]] initiated a huge series of work on symmetry properties of sec-
ond order elliptic equations and systems. As prototypes we only mention the work
by Gidas-Ni-Nirenberg [195] and Troy [396], the latter referring to systems and
therefore to Navier boundary conditions, see Theorem Concerning the Dirich-
let problem, we refer to preliminary work by Bennett [38] and Dalmasso [[122] who
extended with different proofs Serrin’s result to the biharmonic problem. Subse-
quently, Lazer-McKenna [269] and Dalmasso [124] extended the result by Gidas-
Ni-Nirenberg under quite restrictive assumptions on the nonlinearity f. Moreover,
first symmetry results concerning minimisers of Sobolev embeddings were obtained
in by Ferrero-Gazzola-Weth [166]. Theorem is due to Berchio-Gazzola-Weth
[45] and takes advantage of refined monotonicity properties of the Green function
with respect to reflections at hyperplanes, which were first observed in [166]. The
moving plane method has been previously applied to some integral equations in
papers by Chang-Yang [93]], Li [273]], Birkner, Lopez-Mimbela, Wakolbinger [56],
and Chen-Li-Ou [95]]. The proof of Theorem [7.1]has common points with some of
these papers but also contains new features since, in particular, it deals with very
general nonlinearities f and reduces the problem to Green’s function inequalities.
Finally, the counterexample [7.4]is due to Sweers [386].

Proposition namely the regularity result for at most critical problems, is
due to Luckhaus [281]]. Theorems and are quite standard and cannot be
precisely located in literature. Let us just mention that, among many others, some
work on polyharmonic problems of subcritical growth is contained in papers by von
Wahl [405], Oswald [327], Dalmasso [121]], Clément-de Figueiredo-Mitidieri [106],
Soranzo [375]]. Theorem[7.19]is an application of the decomposition method in dual
cones developed in Section[3.1.2]

The best Sobolev constant S in was determined by Lions [277] and Swan-
son [382], see also previous work in [160} [390]. Theorem is obtained as a
combination of results in [95] 274, 277 (382 [410] and uses Lemma [7.22] which is
the generalisation of [186, Lemma 2] from the case m = 2 to the general case m > 2.
This is a further application of the decomposition method in dual cones. Concern-
ing the Sobolev inequalities in the critical case on bounded domains, Theorem [7.23|
is due to Lions [277] whereas Theorem [7.24] is due to van der Vorst [399] when
m =2 and to Ge [192] for general m > 2. Here, we give a relatively simple proof for
bounded smooth domains which directly extends to the non-Hilbertian spaces Wg’ P
(1 < p < o) and is taken from [[187]]. For p = 1, such a result was proved to become
false, see [86].

It appears to be impossible to survey all the huge literature concerning second
order semilinear problems of critical growth, namely when m = 1. However,
the starting point may be identified with the investigation of the Yamabe problem
[417]. The so-called “positive case” was solved 1976 by Aubin [26] (see also [27])
and the general case 1984 by Schoen [362]. At the same time, further critical growth
problems from geometry and physics like the system for parametric surfaces of pre-
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scribed mean curvature and the Yang-Mills-functional were under investigation. In
1983, Brezis-Nirenberg studied in their seminal paper [72]] a semilinear model prob-
lem of critical growth and opened the way for a systematic investigation of relevant
compactness phenomena. Struwe [380] made clear in which way the problem lacks
compactness, we come back to this issue below. Since then, many contributions
on ([7.72)) when m = 1 have appeared. With no hope of being complete, let us just
mention the papers which are more closely related to the spirit of the present book,
namely [[15} 20} 25} 29} 137} 184} 187,188}, (104} 128}, [190, 1332 339, 1340, 1418]]. We also
refer to the monograph [381]] for a survey of results and further references.

The critical semilinear polyharmonic model problem for m > 2 was stud-
ied e.g. in [235 1306l 1327, 1347, 1348}, 373]], as far as nonexistence is concerned, and
e.g. in 84,160, 179} 1204} 1382] as for existence. The Navier problem was treated in
[152L 106} 193L1307,139811399,400] and many other papers. For a recent contribution
on both boundary conditions see [272]. We also refer to [31] for related results on
systems of equations and to [44, [189] for results concerning the Steklov problem
(773). The material here is related to [44} [53 [179] 180} (185} [186] 189, 201}, 202}
203),1204]. In [[181] this subject was viewed from a Sobolev inequality point of view.

Theorem [7.27| was proved by PohoZaev in his celebrated paper [339] for m = 1,
and later extended to any m > 1 in [340, Lemma 3], see also [347,1348]]. The identity
in Theorem was found independently and at the same time by Mitidieri [307]]
and van der Vorst [398]]. The PohoZaev identity of Theorem [7.30]is taken from [44].

The application of PohoZaev’s identity in order to prove Theorem is due to
Brezis-Nirenberg [[72]] when m = 1 and to Pucci-Serrin [347] when m > 2. Theorem
was proved by Oswald [327]. Theorem is due to Lazzo-Schmidt [272].
In the particular cases when m = 2 or m = 3, Theorem [7.34 was previously proved
using the identities in [348]], which are based on refined choices of testing functions,
see [204, Theorem 3.11]. Moreover, for the biharmonic case m = 2, an even simpler
proof may be found in [186, Theorem 4]. As already mentioned, Theorem [7.34]
excludes, in particular, the existence of positive solutions to (7.81), a fact that was
already observed by Soranzo [375].

The existence part of Theorem[7.38]is taken from [202]], although the biharmonic
case m = 2 was treated earlier in [[160]. Critical dimensions were defined by Pucci-
Serrin [348] and subsequently emphasised from different points of view in [S3}|181}
201}, 235, 1306]. The nonexistence part of Theorem was proved in [203] for
radial solutions since Theorem [Z.I] was not known at that time. Theorem is
taken from [179] and may be proved essentially as Theorem Theorem
was proved independently by Gazzola [179] and Grunau [[204]). The proof suggested
here is taken from [[179]] and uses the orthogonalisation method developed in [190].
The proof in [204] follows ideas of Capozzi-Fortunato-Palmieri [84]]. The proof
of Item 1 is based on the work by Cerami-Fortunato-Struwe [87], see again [179]
204]). Finally, let us also mention that the proof given here allows to treat more
general subcritical perturbations g(x,u) instead of Au, see [179]. For the second
order special case m = 1, we also refer to [[15, 84} 418]].

Theorem [7.52]is taken from [398] Theorem 3.10] and also [307, Theorem 3.3].
Theorem was first proved in [[186] when m = 2 but the proof presented here is
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taken from Lazzo-Schmidt [272]]. Theorem[7.54]is due to Ge [192], see also previous
work when m = 2 by Gazzola-Grunau-Squassina [[186] (Item 1) and van der Vorst
[400, Theorem 3] (Item 2). The nonexistence part of Theoremis proved in [44]
where one can also find results about in general bounded domains . The
existence and uniqueness parts are taken from [189]], see also [44] for preliminary
partial results. Finally, we refer to [43]] for existence and nonexistence results for
sign-changing solutions of in general domains.

The proof of for positive functions is obtained by adjusting the argu-
ments by Brezis-Lieb [71] in the case m = 1 when there is no need to distinguish
between positive and sign-changing functions because it suffices to replace u with
|u|. In higher order spaces, this trick is no longer available and one has to treat
sign-changing functions differently. For this case, our proof is taken from Gazzola-
Grunau [180], and once more, the decomposition method with respect to dual cones
(see Section[3.1.2)) proves to be quite helpful. The two inequalities in Theorem [7.60]
are taken respectively from [192] (see also [186] for indepedent work when m = 2)
and [44]). Theorem[7.61]is due to Bartsch-Weth-Willem [33]] whereas Theorem [7.62]
is due to Ebobisse-Ould Ahmedou [157]. We also refer to Ge [193] for related re-
sults under Navier boundary conditions and superlinear subcritical perturbations of
u®. All the other material from Section [7.9|(including the Struwe-type compactness
result in Lemma([7.74) is taken from [186]. We emphasise that the proof of Lemma
[7.74]is similar to the original second order proof (m = 1) by Struwe [380, Proposi-
tion 2.1], see also the simplified proof in [381} Ch. III, Theorem 3.1]. It also takes
advantage of the work by Alves-do O [12, Theorem 1] in the biharmonic Dirich-
let case. The first occurrence of a Struwe-type compactness result in the context of
higher order equations is due to Hebey-Robert [224], while related generalisations
can also be found in [33] [157]. However, none of these applies directly to our sit-
uation since a particular difficulty arises from the existence of the boundary 0 in
combination with Navier boundary conditions.

Concerning the field of fourth order Paneitz-type equations, numerous impor-
tant papers are devoted to this subject, too many to be recalled here in detail. We
only give a brief and by far non-exhaustive survey on some of these results. In
Chang-Yang [92], Wei-Xu [409] and Gursky [218]] existence results for the constant
Q-curvature problem in compact 4-manifolds are given. Recent work of Djadli-
Malchiodi [[145] provides further extensions and completions of these works. On
compact manifolds of dimension greater than 4 existence results were given for
Einstein manifolds by Djadli-Hebey-Ledoux [144] and Esposito-Robert [161] and
in the case of invariance of both the manifold and Q-curvature function under a
group of isometries by Robert [356]]. On the sphere S" we refer to results of Djadli-
Malchiodi-Ould Ahmedou [146}147] and Felli [[163]. Finally, we refer to the mono-
graph [89] and the references therein. Section[7.10]is based on the work by Grunau-
Ould Ahmedou-Reichel [205]. Results closely related to the proof of completeness
are announced by Diaz-Lazzo-Schmidt [143|[142]. The procedure in [205] takes ad-
vantage of some techniques developed for radial solutions to fourth order semilinear
equations in [[167,[182].
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For semilinear elliptic equations of second order with supercritical growth of the
kind of (7.218), it is almost impossible to review the existing literature; we only re-
fer to the fundamental contributions [[70, 73}, {196, 239, 408|] and references therein.
Entire solutions to higher order supercritical problems were studied in [18, [123|
1314 [132) 1331 [168, 1182} 216l 242, [369, 406], while for Dirichlet problems we re-
fer to Arioli-Gazzola-Grunau-Mitidieri [[19], Berchio-Gazzola [40], Cassani-do O-
Ghoussoub [85]], Cowan-Esposito-Ghoussoub-Moradifam [113]] D4vila-Dupaigne-
Guerra-Montenegro [131]], Davila-Flores-Guerra [[132} [133]], Ferrero-Grunau [167]],
Ferrero-Grunau-Karageorgis [[168]], Ferrero-Warnault [169], Guo-Wei [217] and ref-
erences therein. Uniqueness issues were addressed by Reichel [351]]. The material
presented in Section is mostly taken from Gazzola-Grunau [182f, Ferrero-
Grunau [167], Ferrero-Grunau-Karageorgis [[168], and takes advantage of some
tools introduced in [18, [19], see also [[196} |239| 408] for preliminary work on sec-
ond order problems. Theorem and the uniqueness part in Theorem were
proved by Dévila-Flores-Guerra [[132].

Here, we do not cover “coercive” problems like

(—=A)"u+uP'lu=f inQCR" n>2m,
{D“u:O on dQ for |ot| < m.
If m = 1, thanks to the maximum principle, one has a classical solution for any
exponent p > 1 and any f € C%(Q) in any bounded C?>7-smooth domain. Due to
the lack of maximum principles, the situation is still completely different for higher
order equations m > 2 and, in general, one imposes additional growth conditions
on p. Assuming at most critical growth, i.e. p < s = (n+2m)/(n—2m), allows for
proving existence of classical solutions, see e.g. [394,!404.,405]. This is achieved by
means of a continuity method, where a priori bounds are found in dependence and
in the course of this continuity procedure. Also variants of growth conditions were
studied, see e.g. 200,209} 1395] and references therein. The biharmonic case m = 2
appears to be somehow special and intermediate between the second order and the
general polyharmonic case, see e.g. [395]. While weak solutions exist for any m and
any p (see e.g. [75]]), we are not aware neither of any result concerning existence of
classical solutions where, for general m, growth restrictions on p could have been
completely removed nor of any nonexistence result.






Chapter 8
Willmore surfaces of revolution

This last chapter serves to give a first existence result for a priori bounded classical
solutions of the Dirichlet problem for Willmore surfaces and thereby to outline pos-
sible directions of further research. In order to see which kind of phenomena and
results concerning compact embedded solutions in R3 of boundary value problems
for the corresponding equation might be expected, we investigate Dirichlet problems
in a particularly symmetric situation.

8.1 An existence result

We look at surfaces of revolution, which are obtained by rotating in R3 a graph over
the x-axis around the x-axis. These are described by sufficiently smooth functions

u: [_171] - (0,00)

which themselves are supposed to be symmetric, meaning that u(x) = u(—x), and
are parametrised as follows:

(x,9) — (x,u(x)cos @,u(x)sinp), xe[-1,1], ¢ €]0,2x].

We consider the Willmore problem under Dirichlet boundary conditions, where the
height u(+1) = & > 0 and a horizontal angle u’(+1) = 0 are prescribed at the bound-
ary:

Theorem 8.1. For each o > 0, there exists a smooth function u € C*([—1,1],(0,0))
such that the corresponding surface of revolution solves the Dirichlet problem for
the quasilinear Willmore equation

{AgH+2H(H2—K):0 in (—1,1), @1

u(+l) =« W' (£1)=0.

363
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The solution u may be taken to be even and to have the following additional prop-

erties:
0 < x+u(x)u'(x), W(x)<0  forallxe0,1].
a<ulx)<a-+l, |u'(x)\§$ forallx € [—1,1].

When comparing this result with the situation for minimal surfaces of revolution
one may be surprised that existence holds true even for ¢ \, 0. Moreover, with a
quite involved proof one can show existence when prescribing any boundary an-
gle u/(—1) = —u/(1) = B with B € R together with the position u(+1) = ¢, see
[[L16]. There also the singular limit & \, 0 is discussed. The solutions constructed in
Theorem [8.1| minimise the Willmore energy in suitable classes and converge locally
uniformly in (—1,1) to x — /1 —x2. This means that the corresponding surfaces
of revolution converge to the unit sphere when o ™\, 0, where the second Dirichlet
datum u/(£1) = 0 gets lost.

We solve (8.1) by minimising the Willmore functional in the class of surfaces of
revolution, which are given by even functions u : [—1,1] — (0,e0). A priori, min-
imising sequences need not be bounded in the Sobolev space H>(—1,1). This ob-
servation reflects the lack of uniformity in the ellipticity of the corresponding Euler-
Lagrange equation. The goal is to pass to suitable minimising sequences where
strong enough quantitative information is available. In the following section we give
areformulation as a minimisation problem of the elastic energy for curves in the hy-
perbolic half plane. This point of view opens the possibility for specific geometric
constructions. In Section [8.3] taking advantage of using geodesic arcs in the hyper-
bolic half plane and refined energy reducing constructions, we show that one may
construct suitable minimising sequences satisfying quite strong a priori estimates
ensuring sufficient compactness. These constructions take advantage of the confor-
mal invariance of the Willmore functional; i.e. applying any Mobius transformation
of R3 leaves this functional unchanged, see e.g. [360]]. Further interesting properties
of minimising sequences and of the minimal Willmore energy, such as e.g. mono-
tonicity in o of the latter, are also proved in Section[8.3]

Langer and Singer [267] gave explicit expressions for the curvature of elastic
curves in the hyperbolic half plane in terms of the arclength of the unknown curve.
However, there does not seem to be a direct way to use these results for proving
Theorem [8.1} Moreover, we think that the constructions made below in order to
improve the properties of minimising sequences are of independent interest and
explain to a good extent the shape of solutions.
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8.2 Geometric background

8.2.1 Geometric quantities for surfaces of revolution

The calculations below are based on the formulae given in the Notations-Section on
pages [385] and forward. For a more profound geometric background one may also
see [59]. Let

u:[—1,1] — (0,0)

be a sufficiently smooth function. We consider the surface generated by the graph
of u, the parametrisation of which is given by

Z:  (x,0)— (x,u(x)cos@,u(x)sing), xe[-1,1], ¢ <][0,2x].

Here we consider x = x; as first and ¢ = x, as second parameter. First and second
fundamental forms and the inward pointing normal on the surface of revolution are

given as follows:
' (x)?
e = (70 )
g = det(gj) = u(x)* (1+4'(x)?),

1 —u"(x) 0
)= 7= 0 uw))
V1+d (x) u(x)
1 p .
v(x,0) = —— (u'(x),—cos @, —sin @) .
) 1 + u, (x)2 ( ) 9 )

We use the sign convention that the mean curvature H is positive if the surface is
mean convex and negative if it is mean concave with respect to the inward pointing
normal v. The mean and Gaussian curvature are then given respectively by

o u" (x) 1
() = 2(1 —|—u’(x)2)3/2 " 2u(x)\/1+u'(x)?

B | ad u(x)

~ 2u(w(x) ox ( Tru(x?)’ 62
K(.X) _ M//(X)

u(x) (14 (x))*

The Laplace-Beltrami operator on the surface of revolution acts on smooth functions
(x,9) — h(x, @) as follows
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1
8 fah B —
Adh f,,zl (ves“om) =25 1+u'<x>2

8 1
" u(x) h —I- 9 [V1+d( h
V141 (x)? 0x u(x) Bq)
where g%/ are the entries of the inverse of (8ij)i.j- The terms in equation tb for a
surface of revolution are then

I
u(x)\/1+u'(x)?

AgH =

xi u(x) J 1 — u'(x)
VIFW (P 0% \ 2@/ T+ 6P 2(1+4(2)? ) )

2 1 ROV OIS
R ) = e (29 1+u’<x>2>(u<x>+1+u'<x>2>'

For surfaces of revolution Z generated by the graph of u as described above, the
Willmore functional reads

W) = / #dw

2
3 (e ) i

1+u/(x)

We show that the Euler-Lagrange equation for this functional is indeed the differen-
tial equation in (8.1).

Lemma 8.2. Let u € C*([—1,1],(0,00)). Then for all ¢ € H*> NH} (—1,1) we have

—-1d
S W (ut19)l—o

21 dt
= {H(x)w} +/ (AgH(x) +2H(x)(H(x)* — K(x))) dx.
Proof. %ZW(M—I—NPN,,O—/_]H()C) /141 (x)2
—¢(x) W (x)@"(x) +u(x)¢"(x) | W' ()" Xu"(x) )
" ( CPVIHOP? ) (140 (x)2) 2 +3<1+u'<x>2>5/2>d
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b 0() 1 ()e(x)
= _/_IH(x) u(x) dx—/_lH(x) T (02 dx

: J ¢'(x) )

1 ox 14+ 1 +M/( )
N M<x)<p/(x> Lo o @ul)
= [ [H(x)1+u< 2 } +/f()c)lw(x)””‘
U g ule)u ()
+L1H(x) (14 u/(x)%)2 d +/ \/l—i—u (x)? NETIO0e
— : 2 X)Uu —_— X)dx
/1H<><>< 28+ 1+u()><p<>d
U i@ ()9 ()
_ 2[1 H(x)H (x) e
e u(x)g/(x)]"
=-/, H<’“)Tx>d“ [H(") ol
/ d [ u(x)H(x) .
\/1+u 20x \ \/1+u !(x)?
+ [ M) (00900 + (319 (1) s
+ 2/ x)dx— 2/711 H(x)H/(x)de

_ 7/1 H)Q() | [H(x)u(x)(p'(x)}l
- 1

1 u(x)

—/711 u(x)@ (x) (AgH(x) — 28(x)?) dx

: u(x)u'(x) W(x) \ 0
_/_1 <2H(x) T+u(x)? 1+u’(x)2> E(H(x)(p(x)) dx

—2/ \/#) dx
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_ _/1 Bx)e() [H(x)”@"’/(x)] l 1 _/1 u(x)@(x) (AgH(x) — 2H(x)?) dx

—1 u(x) T4+u'(x)2 | _ -1
: i ()2
+ 2/711 H2(x)(x) <I—I§u)’()c)2 —2H(x)u(x) + l—l—lu’(x)2> dx

1 u" (x) u' (x)2u” (x)
SRCLE <l+u’(X)2 2 +u’(x)2)2> o

"(x 1
] i iizt)

[ o) (Ags03) + 26:)%)

+2/ 1+ )2 dx - z/ ")(14:{:/(2)2)2“
+/ 1+u(’(c)) dx
+/ m+14(1@2(1f;/(2)2)2 1+ul;(/)8c)2)dx

—2K(x)u(x)

Vux) o' (x)]" 1
_ [W} - /_ W) (4,80 + 20()° - 26K () do.

8.2.2 Surfaces of revolution as elastic curves in the hyperbolic half
plane

We give here a different interpretation and a reformulation of the Willmore func-
tional that is more suitable for our purposes. It turns out that the Willmore energy of
surfaces of revolution may equivalently be described by the elastic energy of its gen-
erating graphs in the hyperbolic half plane. The following formulae and calculations
are mainly based on [266].

The hyperbolic half plane R? := {(x,y) : y > 0} is equipped with the metric

_ 1

ds? yz(dx +dy?).
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In order to introduce the elastic energy for curves in the hyperbolic half plane and
to take advantage of the hyperbolic geodesics we first deduce formulae for the hy-
perbolic curvature.

Lemma 8.3. Let s — y(s) = (Y (s), 7%

spect to its arclength, i.e.

(s)) be a curve in R%. parametrised with re-

1

(102 + (7 5)? 53

(¥*(s))?

Then its hyperbolic curvature is given by

P2 (e @1 d P
KO ds<<y2<s>>2>‘ y'(s) <y2<s>+ds<<yz(s>>2>>' ®4

It seems that this is the most frequently used sign convention. However, the argu-
ments below are not affected by choosing the opposite sign.

Proof. We take any point (x,y) = (v'(s),y*

In this point the tangent of ¥ is

(s)) and keep it fixed in what follows.

(', ) =7

and its normal — up to sign —
/ /
W'V = (=25 = (7).

In order to calculate the covariant derivative of T we need the Christoffel symbols
Flj‘ = %gké (g,-M +gjei —g,-j.,g), where here g;; = yizaij refers to the hyperbolic met-
ric:
ry=o. mh=nj--l  rh-o
1—121:§7 EZZZGZIZO’ 1322:_l'
The covariant derivative of 7 along 7 is parallel to the normal v, the proportionality
factor defining the curvature of y. Making also use of (8.3), we calculate

Vr _drt ki d? 1 RN '
T a‘*‘(rfﬂﬂ)k:l’zzﬁ%kp(—z?’ L. =) )
; K(—j/z/7’)/1/)
1 1/ X o) )
> oLl T o0
Y 14 vov Y
This proves (8.4). 0

Considering graphs [—1,1] 3 x — (x,u(x)) € R2 as curves in the hyperbolic half
plane, their arclength is given by
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[T
u(&)

so that by means of
d u(x) d

ds 1+ u’(x)2 dx’
formula (8.4) yields

. 714()5)21 1 B u(x)u//(x) 1
K(x) = u/<x) dx < (x) 1+M'(x)2> - (1+u/(x)2)3/2 + l—‘r-u'(x)z' (8.5)

From these formulae it is immediate that hyperbolic geodesics are circular arcs cen-
tered on the x-axis and lines parallel to the y-axis. The first will play a crucial role
in choosing suitable minimising sequences for the modified Willmore functional,
which we are going to define now.

We introduce the hyperbolic Willmore energy of graphs [—1,1] 2 x+— (x,u(x)) €
Ri as their elastic energy and relate it to the original Willmore energy of the corre-
sponding surface of revolution.

W= [ wwrasto = [ xep Y g

1 //(x) 1 2 | . 2d
/ TR aIrae)) Ve ds

7

u”(x)
+/ Ful(x)? 3/2dx

2 2 2
= —/ Hdw——/ de:—/sza)+4
T Ja 7 T J%

with H and K as given in (8.2). The latter identity for [ K may be viewed as a kind of
Gauss-Bonnet theorem for the surface of revolution & with boundary. We conclude

that X
/
T+u/(x)? |
where the Willmore energy W (u) of the surface of revolution & generated by u is
defined in (8:3). In our situation where we assume Dirichlet data

‘o ]
1+u(x)? _1’

u(£l) =a, u'(£1)=0,

we even have
W(u) = =W (u). (8.6)
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In proving Theorem we benefit a lot from considering W instead of W. We do
not only take technical advantage from this point of view, but we think that it is
geometrically more suitable as the constructions in Section 8.3 will make clear.

Concerning the Euler-Lagrange equation for critical points of the “hyperbolic
Willmore functional” W one has:

Lemma 8.4. Assume that u € §4([—1, 1)) is positive and such that for all @ €
CZ(—1,1) one has that 0 = AW (u+1Q)|,—o. Then u satisfies the following Euler-
Lagrange equation:

u(x) d u(x) , 1 3
— K (x) | —x(x)+ zx(x)” =0, xe(—1,1),
1+u’(x)2dx< 1+ o/ (x)2 ®) ®) 2 ®) ( )
(8.7
with K as defined in (8.5).
One may observe that % % is the derivative with respect to the hyperbolic
u(x

arclength of x — (x,u(x)). The following proof of Lemma [8.4] will also be used in
proving regularity for our Willmore surfaces of revolution.

Proof. In order to calculate the Euler-Lagrange equation for the functional W, we
observe first that for arbitrary ¢ € C°(—1,1):

d Klut 10 d | (u+te)? d 1

2 el =2 4

dt = dr | w+1Q" dx \ (u+t9)\/1+ W/ +1¢')?
_ L,upd 1 N o' d 1
T dx \ w1+ u? u? dx \ u/1+u?

Lwed( 9 N wd( de
w dx \ 21+ u”? W dx \u(1+u?)3/2

and writing it in terms of K

t=0

d ¢ ¢ ¢ u AV
 usiglio =22k L Py ()
g Klutt9llizo = 2k — —7 K =
u/(p/ u u’(p’ /
_1+u’2K+u’\/l—l—7<l+u’2>
0 o' u'q o'

K— K+ — L
u u 14 u? WVI+u?  u/1+u?
N u (p//u/ N (p/l/l” ¢’u’2u"
M’W l+u’2 l+u/2 (l+u’2)2 '

As for the last large bracket we have
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(p//u/ N (p’u” , (P/u/zu// _ (P//u/ (P/u// ) (p/u//
l+u'2 l+u'2 (1+u’2) 1+u’2 1+u’2 1+u’2)2

///

(
= +<p\/1+7(—+ : )— 20 (—Z+1)

—|— 1+u? uv1+u? V14u? uv'1+u?
_ o"u k¢ 1+u’2+(p N 2k¢" 2¢
1+u? uv/1+u?  u(l1+u?)

so that the variation of K becomes
0K o'k (0] 2u' @'+ ug”
Klu+10]|,—g = — —3 _ '
el = S T e T (R

So, if u € C*([~1,1],(0,0)) is such that for all ¢ € C*(—1,1) one has that 0 =
LW (u+19)|i—o, it follows:

dt

d ~ d [! 2V 1+ (W +1¢')?
O EW(M“FI(,D |t:0—5\/71 K[M“rt(p] de

12 ! in/ ! n! "
:/ 2K\/l—m %_SM([)K_ 0] +2u(p +u@ dx
1 u u 1+u?  u/1+u?  (1+u?)32
+/ ( u'¢’ (p\/l+u’2)d

t=0

uv/1+u? u?

1 1 + 2
A
= Qodx—>5 / "dx—2 / dx
/—1 uv'1 —|— u'? wira 2?
+4/ PR (pdx+2/ 1+ /2(p (8.8)
(1ntegrat1ng by parts first the last 1ntegral and then the second one)
1 1 + u'?
= K> Qdx— / "dx—2 / dx
/—1 uv'1+u? PN ez 2 ?

1 1
/ /
‘2/,’<m"’d"

1 1+u? 1 1 /
2 2/
= K —— dx+/ K u () dx
/ u? ¢ uv1-+u ¢

Qdx+

+2/ KK‘\/i / m

—2/ 2(pabc 2/
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1+u u/2 2.1 u//
_ — d
/ 2 it w12 i)
/
u
— 2/ dx—|—2/ KK ——
2? uv'1+u'? ¢

u 1
— 2/ K "dx
~1 V14 u? u\/l-i-u’z(p
(integrating by parts the last term)

d u 1
_/ L pdx- 2/ 2(pdx+2/1\/1+u,2dx(\/1+u/2 )uz(pdx.
0

8.3 Minimisation of the Willmore functional

For o € (0,00) we define
Ny :={u € C([~1,1]),u is even and positive,u(1) = ot,u’(1) =0},  (8.9)

and R
My :=inf{W(u) : u € Ny }. (8.10)

In this section, we show that M/g is attained, i.e. that there exists uy € Ny, which is
even in C*([—1,1]), such that W (uy) = Mg.
According to we have for all u € N

I R
- g[l k(02 ds(x) = SW (w).

Hence, the surface of revolution generated by the graph of uy is a minimiser of
the Willmore functional in the class of surfaces of revolution generated by graphs
of functions in Ny. According to Lemma the corresponding Euler-Lagrange
equation is the Dirichlet problem for the Willmore equation.

Remark 8.5. We use the following rescaling property which is a special case of
the conformal invariance of the Willmore functional. If u is a positive function
in CV!([~r,r]) for some r > 0, then the function v € C1!'([—1,1]) defined by
v(x) = Lu(rx) satisfies

W) = /r K2 [uds[u).

—r

Here and in the following k[u] denotes the curvature of the graph of u in the hyper-
bolic half plane defined in (8.3) and ds[u] denotes the corresponding line element.

Beside rescaling, a number of geometric constructions will be involved in the
minimisation process. All these will be based on gluing geodesic arcs C!!-smoothly



374 8 Willmore surfaces of revolution

to suitable parts of comparison functions for My or elements of minimising se-
quences respectively. In a first step we will give an accurate bound from above for
the optimal Willmore energy M. The proof will be developed further in order to
show that o0 — My, is decreasing. Finally, by further refining these gluing tech-
niques we come up with suitable minimising sequences obeying strong C! a priori
bounds and related qualitative properties. Basing on these properties a minimiser of
the Willmore functional is obtained by using direct methods from the calculus of
variation.

8.3.1 An upper bound for the optimal energy

Lemma 8.6. Let M, be defined as in (8.10). Then

1
M, < 8tanh () .
o

Proof. For x # 0 let v(x) := occosh((]x] — 1)/ax). The corresponding surface of
revolution consists of two branches of minimal surfaces with v(+1) = o, V/(+1) =
0. Moreover, let xyp € (0,1) be the uniquely determined point in (0, 1) such that

In particular, limg_.. My = 0.

0 = xo +v(x0)'(x0), and r = y/x3 +v(x0)2. One may observe that xo + v(xo)v/ (xo)
is the intersection point of the euclidean normal of the graph of v in (xo, v(xg)) with
the x-axis. We consider the C!*! comparison function

v(x) forxo < |x| <1,
u(x) =
V2 —x?% for 0 < |x| < xo.

See Figure
For the hyperbolic Willmore energy we compute

\/l+u’2dx+8/ dx

(14u?)3

u):2)z<(1+u/2)§_m/1+u >

u’ Vv (x0) <l—xo>
= 8/761)6: —8————— =2_8tanh
e +u?)3 V1+V(x)? o
1
< 8tanh (a) < 8min{l,1/a},

and the claim follows. O
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| I
-1.0 -05 0.5 1.0

Fig. 8.1 Comparison function to estimate M. Here oo = 1/4.

8.3.2 Monotonicity of the optimal energy

In order to show that o — M, is decreasing we introduce several geometric con-
structions which will also be used to suitably modify minimising sequences for My,.
One key observation will be that functions in Ny may be shortened while main-
taining the boundary values and decreasing the hyperbolic Willmore energy. As a
first step we introduce this procedure for functions in Ny which are decreasing on
[0, 1]. Since this result will also be applied on rescaled intervals we formulate it on
arbitrary intervals [—a,a].

Lemma 8.7. Fix a > 0. Assume that u € C"'([—a,a)) has only finitely many critical
points and is positive and symmetric with u'(a) = 0 and such that u'(x) <0 for
all x € [0,a]. Then for each p € (0,a] there exists a positive symmetric function
up € CH([—p,p)) such that up(p) = u(a), u,(p) =0, up has at most as many

o
critical points as u and satisfies for all x € [0, p]

a

iclup)? dslup] < / ie[u]? ds[u].

—a

0
up (x) <0 as well as /_p

In particular if a = 1, then

P 5 .
[ sl dslug) < W(w).

Proof. Let r € (0,a) be a parameter. The normal to the graph of u in (r,u(r)) has
direction (—u/(r), 1). The straight line generated by the normal intersects the x-axis
left of r, since u is decreasing. We take this intersection point (¢(r),0) as center for a
geodesic circular arc, where the radius is chosen such that the arc is tangential to the
graph of u in (r,u(r)). This means that the radius is given by the distance between
(¢(r),0) and (r,u(r)). We build a new symmetric function with smaller curvature in-
tegral as follows. On [c(r), r] we take this geodesic arc, which has horizontal tangent
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in ¢(r), while on [r,a] we take u. By construction, this function is C*! ([c(r),a]) and
decreasing. We shift it such that c(r) is moved to 0, and extend this to an even func-
tion, which is again C'"!, now on a suitable interval [—£(r),£(r)]. This function has
the same boundary values as u, at most as many critical points as « and, by construc-
tion, a smaller curvature integral. This construction yields the claim since r +— £(r)
is continuous and lim,~ o ¢(r) = a, lim, »,£(r) = 0. The procedure is illustrated in

Figure O

—a a

Fig. 8.2 Proof of Lemmal|8.7

Next, it is important to observe that for functions in Ny bending upwards re-
quires less energy than bending downwards. This statement cannot be verified by
just reflecting the graph about the straight line through its boundary points. Instead,
it requires a refined geometric construction based on the previous observation.

Lemma 8.8. Fix a > 0. Assume that u € C""'([—a,a)) has only finitely many critical
points and is symmetric, positive with u'(a) = 0 and such that u'(x) > 0 for all
x € [0,a]. Then there exists a positive symmetric function v € CY'([~a,a]) with
v(a) = u(a), v'(a) =0, v has at most as many critical points as u and

a a

k2 dsv] < / [u]? ds[u].

—a

V' (x) <0 forall x € [0,d], as well as /

—a
In particularifa=1, W(v) < W (u).

Proof. We may assume that u(0) < u(a). We consider

_ . Julx+a), ifx€[—a,0]
a(x) = {u(x—a), ifxe[0,qa].

We apply the procedure of Lemma [8.7]to i and find for all p € (0,a] a symmetric
positive function i, € C1!([—p,p]) with lower Willmore energy, at most as many
poy

critical point as i and such that iip (p) = ii(a) = u(0), i, (p) = 0 and i, (x) < 0 for
all x € [0,p]. Let pg € (0,4a] be such that #(a) = u(0) = 22u(a). Then by rescaling
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(see Remark 8.5) the function v(x) = %ﬁpo(%x) defined on [—a,a] is the desired
decreasing function with smaller Willmore energy. The procedure is illustrated in

Figure[8:3] O

| \\ /I |
—a a

Fig. 8.3 Proof of Lemma|3.8]

In order to extend the shortening procedure of Lemma[8.7]to functions not nec-
essarily decaying on [0,1] we combine both previous constructions and proceed
iteratively.

Lemma 8.9. Fix a > 0. Assume that u € C""'([—a,a)) is a symmetric, positive func-
tion having only finitely many critical points and satisfying u'(a) = 0. Then for
each p € (0,a] there exists a symmetric positive function uy € C1([—p,p]) with

up(p) =0 and up (p) = u(a) with at most as many critical points as u such that

/P K[up]st[up] < /a Ku]? dsu].

—p —a

Ifu'(x) <0 for x close to a, the same may be achieved for uj,(x) for x close to p. In
particular if a =1
p ~
/ ielup)? dslup] < W (w).
-p

Proof. We may assume that u is not a constant. Let xo > 0 be such that [—x, x| is the
smallest possible symmetric interval with u’(xg) = 0. In [0, xo] the derivative of u has
a fixed sign. If #/(x) > 0 in [0, X0}, then by Lemma|[8.8]there is a positive symmetric
function v € C"!([—x0,xo]) with lower Willmore energy such that v(xp) = u(xo),
V(x0) = 0 and v(x) < 0 in [0,x0]. Hence we may assume that «'(x) < 0 in [0, x0].
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By Lemma for all r € (0,x¢] there exists a positive symmetric function v, €
CH1([~r,7]) such that v,(r) = u(xo) and v.(r) = 0 and v.(x) < 0 in [0, r]. Hence the
function
u(x+xo—r), if r<x<a+r—xo,
up(x) := < vp(x), if —r<x<r,
u(x—xo+r), if —a—r+x<x<-r,

isin C! ([~a—r+xo,a+r—xo)), is symmetric, u’.(a+r—xp) =0, u,(a+r—2xp) =

u(a) and
a-+r—xgp a
/ il 2 dslu,] < / ]’ ds[u].

—(a+r—xp) —a
With this construction the claim is proved for p > a — xp.

For p < a— xp we start from the function just constructed obtained at the limit
for r going to zero. That is v(x) = u(x +xp) for x € [0,a — xo] and extended by
symmetry on [—a -+ xo,0]. This function is in C""!([—a + x9,a — xo]), positive and
symmetric. We can repeat the same construction just done. We continuously de-
crease the interval of definition and, at the same time, the curvature integral. Since
we have only finitely many critical points and at each iteration step we decrease the
number of critical points, this procedure is well-defined and terminates after finitely
many iterations.

If &/ < 0 close to a the same may be achieved for u;, since in the construction we
do not change the function near the end-points of the interval of definition. (]

Corollary 8.10. Fix a > 0 and & > 0. For each positive symmetric u € C"!([—a,a))
having only finitely many critical points and satisfying

u(+a) = a, u(+a)=0

and for each B > «a, there exists a symmetric positive function v € C'!([~a,a))
having at most as many critical points as u, satisfying

v(+a) =B, V(£a) =0

and

/ " pPds)] < / * P dsll.

—a —a

If i/ (x) < 0 for x close to a, the same may be achieved for V'. In particular, if a = 1

then W (v) < W (u).

Proof. By Lemmafor each p € (0,al, there exists a symmetric positive function
up € C([—p,p]) having at most as many critical points as u with up(p) = 0 and
up(p) = u(a) = a such that

/j) Klup 2 dsup] < /jaK[u]zds[u].
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Choosing py such that - o0 = B the function v(x) = 25 Upo (B2x) forx € [—a,a] yields
the claim. O
Theorem 8.11. Let M, for o € (0,00) be as defined in . Then for 0 < a < O
we have that

Mg <M.

Proof. Since the polynomials are dense in A2, a minimising sequence for M, may
be chosen in N, which consists of symmetric positive polynomials. Corollary [8.10]
yields the claim. U

8.3.3 Properties of minimising sequences

The first main step consists in finding a procedure which does not increase the Will-
more energy but allows to restrict oneself to functions v in Ny, such that v/(x) < 0
for all x € [0,1]. We recall that the set Ny, is defined in . Here, the techniques
developed in Section [8.3.2]are used essentially.

Theorem 8.12. Let Ny, be as defined in (8.9). For each u € Ny having only finitely
many critical points, we find v € Ny having at most as many critical points as u,
satisfying
V(x) <0 forall x €[0,1] and W(v) <W ().

Proof. If u does not have the claimed property then there exist xg,x; € [0, 1], xp < x1,
with u'(x) > 0 in (xg,x1), #'(x9) = #//(x1) = 0 and /(x) < 0 in [x1,1]. Using that
u(xo) < u(xy), we construct a positive symmetric function v{ € C1'!'([—x1,x;]) such
that v; has at most as many critical points as u|[_y, . v{ (x) < 0 in [, x;], where %o
is the largest critical point of v below x;. Moreover,

X1 X1

kv |2ds[v1] < / ksl (8.11)

—Xx1

W) =0, vien) =u(x), |

—x
The claim will then follow by finitely many iterations proceeding from the boundary
points towards the central point 0.

We consider u|[_y, \, and apply Corollary with B = u(x;). f xo =0
one simply skips this first step. There exists a symmetric positive function w; €
CH1([—x0,x0]) withwy (x0) = u(x1), W) (xo) = 0, having no more critical points than
ul| | and satisfying

—X0-X0

/ " e 2ds[wn] < / " elu2dslu).

—X0 —X0
Interchanging the parts of u over [—x, —xo] and [x¢,x], we define on [—x1,x]

u(x+x;+xp), ifxe[—x1,—x0],
V(%) := < wi(x), if x € [—x0,x0],
u(x—x; —xp), ifx € [x,x1].
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Certainly, 7 € C1!([—x1,x]) is positive, symmetric and it does not have more crit-
ical points than u|[_,, . ;. Moreover, ¥} (x) < 0 for x € [x,x] and

/” i[5 Pds[in] < /x' klul2ds[], T1(00) = ulxo), ¥ (x) =0.

—X] J—x;

Corollary[8.10/now yields a positive symmetric function v; € C"! ([—x1,x]), having
no more critical points than ul_,, ., and satisfying (8.11), with v} (x) < 01in [%o,x1],
where X is the largest critical point of v; below x;. The last property is verified first
close to x1; it holds on the whole interval since no further critical points arise. [

Moreover, in choosing a minimising sequence for M, we may restrict ourselves to
functions in Ny satisfying

0 <x+v(x)V(x) forall x € [0,1]. (8.12)

For x = 0 and x = 1, this inequality is trivially satisfied and for x = 1, it is even
strict. If for some xo € (0, 1) we have that 0 = xp + v(x0)v'(xo), then the euclidean
normal in (xp,v(xp)) to the graph of v goes through the origin. Hence, with the
same construction as in Lemma [3.6| we could substitute over [—xp,xo] the original
graph by a geodesic circular arc lowering the Willmore energy. Observe that this
procedure, applied to a positive symmetric C!!-function with v/(x) < 0 for all x €
[0, 1] preserves all these properties. See Figure

Combining (8.12) with Theorem [8.12] we may restrict ourselves to minimising
sequences (vi) for the optimal Willmore energy My, defined in , which have
the following properties:

vi € CH1([—1,1]) are positive, symmetric and satisfy

forall x € [0,1] : 0 < x+ve(x)vi(x), vi(x) < 0. (8.13)

This implies immediately a priori estimates for this suitably chosen minimising se-
quence. For all x € [—1, 1] we have

a<w(x)<vVar+l1-x2<o+1, |v§((x)|§%. (8.14)

8.3.4 Attainment of the minimal energy

We are now able to state and to prove a more precise result than Theorem [8.1]

Theorem 8.13. For arbitrary o > 0, there exists a positive symmetric function u €
H?(—1,1)NC"V/2([~1,1]) satisfying

u(£l) =a, u'(£1)=0,
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V(X)

Fig. 8.4 The idea how to achieve the condition 0 < x + v(x)V/(x).

such that
W(u) = My d:efinf{V/i\/(v) v e CHY([—=1,1)),v is even, v(£1) = a, V' (£1) = 0}.
This minimum is a weak solution to the Dirichlet problem (8.1)) satisfying
0 < x+u(x)u(x), u'(x) <0 forall x €0,1]. (8.15)
Al (8.16)

a<ulx)<Vor+l-x2<a+l, |u’(x)\§aforx€[fl,l].

Moreover, u is a classical solution, i.e. u € C*([—1,1]).
Proof. Stepl. Existence and quantitative properties of a minimiser.
Let (v¢) C No be a minimising sequence for My, satisfying (8.13)—(8.14). By the
uniform bounds in (8:14) we find

1

R V)P :
W () —/lwdx+/‘w
1

(X 1
> 7/ W (x) 2 dx+2———————.
)5/2 - (@+1),/1+ %

(144

dx
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This shows uniform boundedness of (v;) in H*(—1,1). After passing to a subse-
quence, we find a positive symmetric function u € H>(—1, 1) such that

vk = uin H*(=1,1), w—ueC'([-1,1)),

and satisfying (8.15)—(8.16). Since

Ma+o(1):W(Vk)_/l (1Vi(u L ”/lu 1+u() dx+o(1)

R
(1+u'(x)2)3/2 L u(x \/1+u(x)

it follows that u minimises W in the class of all positive symmetric H2( L,1)-

functions v, satisfying v(£1) = a, v/(£1) = 0. So, u weakly solves (8.1), see
Lemmal[8.2] At a first instance only symmetric testing functions are adm1551ble. But
since the integral of odd functions vanishes and each function may be decomposed
into an odd and an even part this does not give rise to any restriction. Analogously,

is solved in the sense of below. See also (8.8).

Step 2. Regularity of the minimiser:
From the calculations in the proof of Lemma we see that for any even ¢ €
C*([~1,1]) with (1) =0, ¢’(1) = 0 one has that

2/11< ! "d /IK‘ 14u Qdx 5/
_ v = _
-1 1+u/2(p u? w1+ u?

/
—2/ 2(pdx+4/ le)q)’d)g (8.17)

Y

dx+o(1),

see (8.8). First, we observe that (8.17) is still true for any ¢ € C>([—1,1]) with
@(£1) =0 and ¢'(+1) = 0. This follows by decomposing ¢ in its even and odd
part and using that these satisfy the same boundary conditions. We use further that
integrals over odd functions vanish. For arbitrary 11 € C°(—1,1) we take

o= [ [ me)dsdy B+ 12~ yia+ 1)’

where

B=- /n ds+4//n )dsdy,
4/7] ds—f/ /_ln(s)dsdy

are chosen such that (+1) = 0 and ¢'(£1) = 0. Since W (u) is finite, u obeys (8.16)
and since

[37/}/7 ”(P”Cl < C”nHle
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we can conclude from (8.17) that for each n € C*(—1,1),

1 1
’/—1K1+u’2ndx

By the bounds on u in (8.16)), the above inequality shows that x is bounded and so,

<Clnliz-

uecw>(—1,1).

Next, for arbitrary 1 € C°(—1,1) we choose

o(x) :/jln(s)ds—% </1ln(s)ds> (x+1)2+% </11n(s)ds> (x4 1)}

so that

o(£1)=0, @'(£1)=0,  |olco <Clnll, ¢l <ClmllLi-

Since we already know that k is bounded, we conclude from that for each
ne C;O (_17 1)’

1 1
‘/_1 Kmn/(x)dx < C(”)“nHL‘ :
This proves that

1

a2 € wi=(-1,1), kew'=(-1,1])=c%([-1,1)),

K

uew>([-1,1]) =c*([-1,1)).
Finally, rewriting (8.7) as follows

d (()()()> VG Ly in -1,

dx 1+ u(x) 2

we get an equation for x with W!>-coefficients and right hand side. Hence,
Kk € W3([-1,1]) = C>([~1,1]), u € C*'([~1,1]) and finally, by straightforward
bootstrapping, u € C*([—1,1]). O

8.4 Bibliographical notes

A historical survey over the Willmore functional and a profound discussion of mod-
eling aspects is provided by Nitsche [324]. There, also Euler-Lagrange equations
are deduced and sets of natural boundary conditions are discussed. The Willmore
functional was already considered as a model for the elastic energy of thin plates in
the 19th century, see e.g. [341]], but a mathematical treatment seemed to have been
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out of reach for more than 100 years. It was popularised again in the second half of
the 20th century by Willmore’s work, see e.g. [413|1414]).

Existence of closed Willmore surfaces of prescribed genus was proved by Simon
and Bauer-Kuwert [35] [371]. Riviere [355]] showed a far reaching regularity result.
Also, local and global existence results for the Willmore flow of closed surfaces
are available, see e.g. [262] 263|264, 1372]. On the other hand, Mayer and Simonett
[287]] gave a numerical example providing evidence that for particular initial data
the Willmore flow may develop geometric singularities — change of topology — in
finite time. An analytic proof for occurrence of such a singularity in finite or infi-
nite time for the same initial data was given by Blatt [60]]. The Willmore flow for
one-dimensional closed curves was studied by Dziuk-Kuwert-Schétzle [156] and
Polden [342].

Numerical experiments concerning Willmore surfaces of revolutions were per-
formed by Frohlich [175]], where as boundary data, the position ¢ > 0 and the mean
curvature H = 0 were prescribed. Bryant, Griffiths [77, [78] and Hertrich-Jeromin,
Pinkall (see e.g. [229]) observed that Willmore surfaces of revolution can be consid-
ered as elastic curves in the hyperbolic half space. This observation was exploited
in [266| [267]], where also many properties of elastic curves in the hyperbolic half
space were deduced. This reformulation helped a lot in proving our main result from
[[L15]], which is a joint work of Deckelnick, Dall’ Acqua, and Grunau. The underly-
ing geometric constructions benefit from previous works on related one-dimensional
problems [137}[139]. More general Dirichlet prolems for Willmore surfaces of rev-
olution are studied in [116]], while Navier-type boundary value problems are subject
of [50,1138].

Quite recently, Schitzle [360] proved an important general result concerning ex-
istence of branched Willmore immersions in S” satisfying Dirichlet boundary con-
ditions. Assuming the boundary data to obey some explicit geometrically motivated
smallness condition these immersions can even be shown to be embedded. By work-
ing in S, some compactness problems could be overcome. On the other hand, when
pulling pack these immersions to R" it cannot be excluded that they contain oo.
Moreover, in general, the existence of branch points cannot be ruled out, and due to
the generality of the approach, it seems to us that only little topological information
about the solutions can be extracted from the existence proof.
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Notations

Qo) CC

positive constants in estimates, which may change their
value from term to term.

max{z,0} forr € R.
max{—z,0} forz € R.

={0,1,2,3...}.

={1,2,3...}.

space dimension.

= {x € R": x; > 0}, half space.

domain, an open and connected subset of R”.
QNR"\ Q, the boundary of Q.

Q is compact and Q) C Q.

for A C Q: complement of A in 2, Q\ A.
surface element for 0.0Q.

exterior unit normal at Q.

open ball with radius r and centre x.

= B;(0), open unit ball in R".

= dB C R”, unit sphere.
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€n

DO{

Cc2(Q)

c

WP (Q)
DFu-D*v

D ul

[ual

Jullno

Wy (@)
Wy (@)

7"(Q)

Notations

n/2
= m, volume of the n-dimensional unit ball

B C R". So ney, is the (n — 1)-dimensional measure of
the unit sphere.

= dist(x,dQ), for x € Q.
=1—|«|, forx € B.

= \x\y—i , for x,y € B.

[
= |x[, x e R".
ok

o 8x,-1 -~~3x,~k ’

n
multiindices € Nj, |ot| = ) 0.
i=1

n pa| o ) n
i= i=
space of C(Q)-functions having compact support in Q.

Sobolev space of the m-times weakly differentiable
functions in Q with LP-derivatives.

B i o u . kv
_. = ox; ...ax,-k 8x,~1...8xik'

= (Dku-Dku)]/z.

- 1/p
= (11l gy + 10"l -

= D" ullLr ()

in bounded domains €, closure of C7"(£2)
with respect to the norm || . ”Wén’p'

in any domain €, closure of C7’(£2)
with respect to the norm || . ||m.p.

in unbounded domains €, closure of C.’(2)
with respect to the norm || . ||W(;7L,p.

=W"(Q).
=W (Q).

:{VEH’"(Q); Aly=00ndQ forj<%}.



Notations

H™(Q)

||”H%1g;l

o

||”H29m.,2

G_aym,a,0 Y- ayn 0.
S

For measurable functions f:
f>0
f>g
F#£0
fte
20

fzeg

f1) = ¢(1)

387

dual space (H{'(2))".

-y /|D,-17_,_7,'mu|2dx — (see (2.12))
Q

i]eensim=1

5 \2
/ (Am/ u) dx if m is even,
Q

2
/‘VA“%U“u’dx if m is odd.
Q

corresponding scalar product in Hj'(£2).

) \2
/(A’"/ u) dx if m is even,
Q

2
/‘VA@%Uﬁu’dx if mis odd.
Q

corresponding scalar product in 2™,
dual pairing: u € Banach space, f € its dual.

Jj-th Dirichlet-eigenvalue of (—A)™,
according to its multiplicity.

corresponding eigenfunctions, orthonormal in Hj'(£2).

Green’s function, Green’s operator, resp. for (—A)™
under Dirichlet boundary conditions in B C R”.

the same for Q C R".

the same for (—A)" 4+ </ in BC R”,

where &/u = Z agD%u.
lor| <2m—1

the same in 2 C R".

2
_ m, for n > 2m; critical Sobolev exponent.
n—2m

f(x) > 0 for almost all x.

f—g>0.
f(x) < 0 for x in a set of positive measure.
f-g#0.

f(x) # 0 for x in a set of positive measure and f(x) >0
for almost all x.

f-gz0.

300V éf(t) < a(t) < Cf(1): for f,g> 0,
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Rku Rk]l

Ritij = —Rurij = Rijke

Notations

AC>0Vr: f(t) <Cg(t), for f,g > 0.
a ball centered at the origin such that |Q] = |Q*|.

spherical rearrangement of a measurable function u, see
Definition [3.10)

Riemannian metric, positive definite tensor. In case of
parametrisations X in R over a two dimensional pa-
rameter domain: g;; = 9;X - d;X.

= det ((gl )i j=1,..., ), Gram’s determinant.
inverse of the metric tensor.

second fundamental form. In case of parametrisations
X in R? over a two dimensional parameter domain:

Lij = \/lgdet(a,8/X,31X732X) .

mean curvature. In case of parametrisations X in R3
over a two dimensional parameter domain:

2
1
Z g/L;; = 22 5 (822L11 —2g12L12 + 811L22) -

l\)\»—k

Gaussian curvature. In case of parametrisations X in R>.
over a two dimensional parameter domain:

_ eltahymra),

—_

n
- Z Egkg (8jg,-z +0igjr— digi j), Christoffel symbols.

1
:ai aFk+Z(zin]k r}mE)
Riemannian curvature tensor.
n
= Z gka’g]*
m=1
n

n
=) & Rije = ) RE, ;» Ricci tensor.
k=1 k=1

n
= Z g"Rij, scalar curvature.
i,j=1
L (2r i Schouten t
) ij— —&ij | » Schouten tensor.
2 ij (n — 1)ng

n—
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Wijke = Rijke —

R

n_2 (Rixgje — Riegjk + Rjegi — Rjxgit)
m—1n-2) (gje8ik — 8jxgit) Weyl tensor.

+



390

Bibliography

Bibliography

1.

2.

3.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

R.A. Adams. Sobolev Spaces, volume 65 of Pure and Applied Mathematics. Academic Press,
New York, London, 1975.

V. Adolfsson. L2-integrability of second-order derivatives for Poisson’s equation in nons-
mooth domains. Math. Scand., 70:146-160, 1992.

S. Agmon. The coerciveness problem for integro-differential forms. J. Analyse Math., 6:183—
223, 1958.

. S. Agmon. Maximum theorems for solutions of higher order elliptic equations. Bull. Amer:

Math. Soc., 66:77-80, 1960.

. S. Agmon, A. Douglis, and L. Nirenberg. Estimates near the boundary for solutions of elliptic

partial differential equations satisfying general boundary conditions. I. Comm. Pure Appl.
Math., 12:623-727, 1959.

. S. Agmon, A. Douglis, and L. Nirenberg. Estimates near the boundary for solutions of elliptic

partial differential equations satisfying general boundary conditions. II. Comm. Pure Appl.
Math., 17:35-92, 1964.

. A.D. Alexandrov. A characteristic property of the spheres. Ann. Mat. Pura Appl., (4) 58:303—

354, 1962.

. E. Almansi. Sull’integrazione dell’equazione differenziale A?’A% = 0. Rom. Acc. L. Rend.,

(5) 81:104-107, 1899.

. E. Almansi. Sull’integrazione dell’equazione differenziale A** = 0. Annali di Mat., (3)

2:1-51, 1899.

F.J. Almgren and E.H. Lieb. Symmetric decreasing rearrangement is sometimes continuous.
J. Amer. Math. Soc., 2:683-773, 1989.

H.W. Alt.  Lineare Funktionalanalysis, eine anwendungsorientierte Einfiihrung. 4.,
tiberarbeitete und erweiterte Aufl. Springer-Verlag, Berlin etc., 2002.

C.0. Alves and J.M. do O. Positive solutions of a fourth-order semilinear problem involving
critical growth. Adv. Nonlinear Stud., 2:437-458, 2002.

H. Amann. Fixed point equations and nonlinear eigenvalue problems in ordered Banach
spaces. SIAM Rev., 18:620-709, 1976. (Erratum in: SIAM Rev. 19: vii, 1977.).

A. Ambrosetti and P.H. Rabinowitz. Dual variational methods in critical point theory and
applications. J. Funct. Anal., 14:349-381, 1973.

A. Ambrosetti and M. Struwe. A note on the problem —Au = Au+u|u|> ~2. Manuscr. Math.,
54:373-379, 1986.

O.H. Ammann, Th. von Kdrman, and G.B. Woodruff. The failure of the Tacoma Narrows
Bridge. Federal Works Agency, 1941.

G.E. Andrews, R. Askey, and R. Roy. Special Functions, volume 71 of Encyclopedia of
Mathematics and its applications. Cambridge University Press, Cambridge, 1999.

G. Arioli, F. Gazzola, and H.-Ch. Grunau. Entire solutions for a semilinear fourth order
elliptic problem with exponential nonlinearity. J. Differential Equations, 230:743-770, 2006.
G. Arioli, F. Gazzola, H.-Ch. Grunau, and E. Mitidieri. A semilinear fourth order elliptic
problem with exponential nonlinearity. SIAM J. Math. Anal., 36:1226-1258, 2005.

G. Arioli, F. Gazzola, H.-Ch. Grunau, and E. Sassone. The second bifurcation branch for
radial solutions of the Brezis-Nirenberg problem in dimension four. NoDEA Nonlinear Dif-
ferential Equations Appl., 15:69-90, 2008.

N. Aronszajn, T.M. Creese, and L.J. Lipkin. Polyharmonic functions. Oxford Mathematical
Monographs. Oxford Science Publications. The Clarendon Press, Oxford University Press,
New York, 1983.

M.S. Ashbaugh and R.D. Benguria. On Rayleigh’s conjecture for the clamped plate and its
generalization to three dimensions. Duke Math. J., 78:1-17, 1995.

M.S. Ashbaugh and D. Bucur. On the isoperimetric inequality for the buckling of a clamped
plate. Z. Angew. Math. Phys., 54:756-770, 2003.

M.S. Ashbaugh and R.S. Laugesen. Fundamental tones and buckling loads of clamped plates.
Ann. Scuola Norm. Sup. Pisa CI. Sci., (4) 23:383-402, 1996.



Bibliography 391

25.

26.

217.

28.

29.

30.

31

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

F.V. Atkinson, H. Brezis, and L.A. Peletier. Nodal solutions of elliptic equations with critical
Sobolev exponents. J. Differential Equations, 85:151-170, 1990.

Th. Aubin. Equations différentielles non linéaires et probleme de Yamabe concernant la
courbure scalaire. J. Math. Pures Appl., (9) 55:269-296, 1976.

Th. Aubin. Some nonlinear problems in Riemannian geometry. Springer Monographs in
Mathematics. Springer-Verlag, Berlin etc., 1998.

I. Babuska. Stabilitit des Definitionsgebietes mit Riicksicht auf grundlegende Probleme
der Theorie der partiellen Differentialgleichungen auch im Zusammenhang mit der Elas-
tizitdtstheorie. I, IT (Russian, German summary). Czechoslovak Math. J., 11 (86):76-105,
165-203, 1961.

A. Bahri and J.M. Coron. On a nonlinear elliptic equation involving the critical Sobolev
exponent: the effect of the topology of the domain. Comm. Pure Appl. Math., 41:253-294,
1988.

P. Bartolo, V. Benci, and D. Fortunato. Abstract critical point theorems and applications
to some nonlinear problems with “strong” resonance at infinity. Nonlinear Anal., Theory
Methods Appl., 7:981-1012, 1983.

Th. Bartsch and Y. Guo. Existence and nonexistence results for critical growth polyharmonic
elliptic systems. J. Differential Equations, 220:531-543, 2006.

Th. Bartsch, M. Schneider, and T. Weth. Multiple solutions of a critical polyharmonic equa-
tion. J. Reine Angew. Math., 571:131-143, 2004.

Th. Bartsch, T. Weth, and M. Willem. A Sobolev inequality with remainder term and crit-
ical equations on domains with topology for the polyharmonic operator. Calc. Var. Partial
Differential Equations, 18:253-268, 2003.

L. Bauer and E.L. Reiss. Block five diagonal matrices and the fast numerical solution of the
biharmonic equation. Math. Comp., 26:311-326, 1972.

M. Bauer and E. Kuwert. Existence of minimizing Willmore surfaces of prescribed genus.
Int. Math. Res. Not., 2003 (10):553-576, 2003.

G.R. Belickii. Functional equations and conjugacy of local diffeomorphisms of a finite
smoothness class. Funct. Anal. Appl., 7:268-277, 1973. Russian original: Funkcional. Anal.
i PriloZen. 7: 17-28, 1973.

V. Benci and G. Cerami. The effect of the domain topology on the number of positive
solutions of nonlinear elliptic problems. Arch. Rational Mech. Anal., 114:79-93, 1991.

A. Bennett. Symmetry in an overdetermined fourth order elliptic boundary value problem.
SIAM J. Math. Anal., 17:1354-1358, 1986.

E. Berchio, D. Cassani, and F. Gazzola. Hardy-Rellich inequalities with boundary remainder
terms and applications. Manuscr. Math., to appear.

E. Berchio and F. Gazzola. Some remarks on biharmonic elliptic problems with positive,
increasing and convex nonlinearities. Electron. J. Differential Equations, 2005 (34):1-20,
2005.

E. Berchio and F. Gazzola. Best constants and minimizers for embeddings of second order
Sobolev spaces. J. Math. Anal. Appl., 320:718-735, 2006.

E. Berchio, F. Gazzola, and E. Mitidieri. Positivity preserving property for a class of bihar-
monic elliptic problems. J. Differential Equations, 229:1-23, 2006.

E. Berchio, F. Gazzola, and D. Pierotti. Nodal solutions to critical growth elliptic problems
under Steklov boundary conditions. Comm. Pure Appl. Anal., 8:533-557, 2009.

E. Berchio, F. Gazzola, and T. Weth. Critical growth biharmonic elliptic problems under
Steklov-type boundary conditions. Adv. Differential Equations, 12:381-406, 2007.

E. Berchio, F. Gazzola, and T. Weth. Radial symmetry of positive solutions to nonlinear
polyharmonic Dirichlet problems. J. Reine Angew. Math., 620:165-183, 2008.

H. Berestycki, L. Nirenberg, and S.R.S. Varadhan. The principal eigenvalue and maximum
principle for second-order elliptic operators in general domains. Comm. Pure Appl. Math.,
47:47-92, 1994.

M. Berger, P. Gauduchon, and E. Mazet. Le spectre d’une variété Riemannienne. Lecture
Notes in Mathematics, Vol. 194. Springer-Verlag, Berlin, 1971.



392

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.
64.

65.

66.

67.

68.

69.

70.

71.

72.

Bibliography

M.S. Berger and P.C. Fife. On von Karman’s equations and the buckling of a thin elastic
plate. Bull. Amer. Math. Soc., 72:1006-1011, 1966.

M.S. Berger and P.C. Fife. Von Kdrmén’s equations and the buckling of a thin elastic plate.
II. Plate with general edge conditions. Comm. Pure Appl. Math., 21:227-241, 1968.

M. Bergner, A. Dall’Acqua, and S. Frohlich. Symmetric Willmore surfaces of revolution
satisfying natural boundary conditions. Calc. Var. Partial Differential Equations, to appear.
F. Bernis. Change of sign of the solutions to some parabolic problems. In V. Lakshmikan-
tham, editor, Nonlinear Analysis and Applications (Arlington, Texas, 1986), volume 109 of
Lecture Notes in Pure and Appl. Math., pages 75-82. Marcel Dekker, New York, 1987.

F. Bernis, J. Garcia Azorero, and I. Peral Alonso. Existence and multiplicity of nontrivial
solutions in semilinear critical problems of fourth order. Adv. Differential Equations, 1:219—
240, 1996.

F. Bernis and H.-Ch. Grunau. Critical exponents and multiple critical dimensions for poly-
harmonic operators. J. Differential Equations, 117:469-486, 1995.

J. Bernoulli II. Essay théoretique sur les vibrations des plaques élastiques, rectangulaires et
libres. Nova Acta Acad. Sci. Imperialis Petropolitanae, 5:197-219, 1789.

1. Birindelli, E. Mitidieri, and G. Svirs. Existence of the principal eigenvalue for cooperative
elliptic systems in a general domain (Russian). Differ. Uravn., 35:325-333, 429, 1999.

M. Birkner, J.A. Lépez-Mimbela, and A. Wakolbinger. Comparison results and steady states
for the Fujita equation with fractional Laplacian. Ann. Inst. H. Poincaré Anal. Non Linéaire,
22:83-97, 2005.

M.S. Birman. On Trefftz’s variational method for the equation A%u = f (Russian). Dokl.
Akad. Nauk SSSR (N.S.), 101:201-204, 1955.

M.S. Birman. Variational methods of solution of boundary problems analogous to the method
of Trefftz (Russian). Vestnik Leningrad. Univ., 11:69-89, 1956.

W. Blaschke and K. Leichtweiss. Elementare Differentialgeometrie, Fiinfte Auflage. Die
Grundlehren der mathematischen Wissenschaften, Band 1. Springer-Verlag, Berlin etc.,
1973.

S. Blatt. A singular example for the Willmore flow. Analysis (Munich), 29:407-430, 2009.
F. Bleich, C.B. McCullough, R. Rosecrans, and G.S. Vincent. The Mathematical Theory of
Suspension Bridges. U.S. Dept. of Commerce, Bureau of Public Roads, Washington, D.C.,
1950.

T. Boggio. Sull’equilibrio delle piastre elastiche incastrate. Rend. Acc. Lincei, 10:197-205,
1901.

T. Boggio. Sulle funzioni di Green d’ordine m. Rend. Circ. Mat. Palermo, 20:97-135, 1905.
R. Bohme. Die Losung der Verzweigungsgleichungen fiir nichtlineare Eigenwertprobleme.
Math. Z., 127:105-126, 1972.

M. Borsuk and V. Kondratiev. Elliptic Boundary Value Problems of Second Order in Piece-
wise Smooth Domains, volume 69 of North-Holland Mathematical Library. Elsevier Science
B.V., Amsterdam, 2006.

T.P. Branson. Differential operators canonically associated to a conformal structure. Math.
Scand., 57:293-345, 1985.

T.P. Branson. Group representations arising from Lorentz conformal geometry. J. Funct.
Anal., 74:199-291, 1987.

T. Brdu. A decomposition method with respect to dual cones and its application to
higher order Sobolev spaces. Studienarbeit, Universitit Magdeburg, 2005, downloadable
at http://www-ian.math.uni-magdeburg.de/home/grunau/papers/BraeuStudEnglisch.pdf.

H. Brezis. Analyse fonctionnelle. Théorie et applications. Collection Mathématiques Ap-
pliquées pour la Maitrise. Masson, Paris, 1983.

H. Brezis, Th. Cazenave, Y. Martel, and A. Ramiandrisoa. Blow up for u; — Au = g(u)
revisited. Adv. Differential Equations, 1:73-90, 1996.

H. Brezis and E.H. Lieb. Sobolev inequalities with remainder terms. J. Funct. Anal., 62:73—
86, 1985.

H. Brezis and L. Nirenberg. Positive solutions of nonlinear elliptic equations involving criti-
cal Sobolev exponents. Comm. Pure Appl. Math., 36:437-477, 1983.



Bibliography 393

73.

74.

75.

76.

71.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

H. Brezis and J.L. Vazquez. Blow-up solutions of some nonlinear elliptic problems. Rev.
Mat. Univ. Complutense Madrid, 10:443—-469, 1997.

J. Brothers and W. Ziemer. Minimal rearrangements of Sobolev functions. J. Reine Angew.
Math., 384:153-179, 1988.

F.E. Browder. Existence theory for boundary value problems for quasilinear elliptic systems
with strongly nonlinear lower order terms. In Partial differential equations (Proc. Sym-
pos. Pure Math., Vol. XXIII, Univ. California, Berkeley, Calif., 1971), pages 269-286. Amer.
Math. Soc., Providence, R.I., 1973.

B.M. Brown, E.B. Davies, PK. Jimack, and M.D. Mihajlovic. A numerical investigation of
the solution of a class of fourth-order eigenvalue problems. R. Soc. Lond. Proc. Ser. A. Math.
Phys. Eng. Sci., 456:1505-1521, 1998.

R. Bryant. A duality theorem for Willmore surfaces. J. Differential Geom., 20:23-53, 1984.
R. Bryant and P. Griffiths. Reduction for constrained variational problems and [ %kz ds.
Amer. J. Math., 108:525-570, 1986.

L.L. Bucciarelli and N. Dworsky. Sophie Germain, An essay in the history of the theory of
elasticity, volume 6 of Studies in the History of Modern Science. D. Reidel Publishing Co.,
Dordrecht, 1980.

D. Bucur, A. Ferrero, and F. Gazzola. On the first eigenvalue of a fourth order Steklov
problem. Calc. Var. Partial Differential Equations, 35:103-131, 2009.

D. Bucur and N. Varchon. Global minimizing domains for the first eigenvalue of an elliptic
operator with non-constant coefficients. Electron. J. Differential Equations, 2000 (36):1-10,
2000.

L. Caffarelli, B. Gidas, and J. Spruck. Asymptotic symmetry and local behavior of semilinear
equations with critical Sobolev growth. Comm. Pure Appl. Math., 42:271-297, 1989.

A.P. Calderén and A. Zygmund. On the existence of certain singular integrals. Acta Math.,
88:85-139, 1952.

A. Capozzi, D. Fortunato, and G. Palmieri. An existence result for nonlinear elliptic problems
involving critical Sobolev exponent. Ann. Inst. H. Poincaré Anal. Non Linéaire, 2:463-470,
1985.

D. Cassani, J.M. do O, and N. Ghoussoub. On a fourth order elliptic problem with a singular
nonlinearity. Adv. Nonlinear Stud., 9:177-197, 2009.

D. Cassani, B. Ruf, and C. Tarsi. Best constants in a borderline case of second order Moser
type inequalities. Anal. Institut H. Poincaré, Anal. Non Linéaire, 2009.

G. Cerami, D. Fortunato, and M. Struwe. Bifurcation and multiplicity results for nonlinear
elliptic problems involving critical Sobolev exponents. Anal. Institut H. Poincaré, Anal. Non
Linéaire, 1:341-350, 1984.

G. Cerami, S. Solimini, and M. Struwe. Some existence results for superlinear elliptic bound-
ary value problems involving critical exponents. J. Funct. Anal., 69:289-306, 1986.

S.-Y.A. Chang. Non-linear Elliptic Equations in Conformal Geometry. Zurich Lectures in
Advanced Mathematics. European Mathematical Society (EMS), Ziirich, 2004.

S.-Y.A. Chang, M.J. Gursky, and P.C. Yang. An equation of Monge-Ampére type in confor-
mal geometry, and four-manifolds of positive Ricci curvature. Ann. of Math., (2) 155:709—
787, 2002.

S.-Y.A. Chang, M.J. Gursky, and P.C. Yang. A conformally invariant sphere theorem in four
dimensions. Publ. Math. Inst. Hautes Etudes Sci., 98:105-143, 2003.

S.-Y.A. Chang and P.C. Yang. Extremal metrics of zeta function determinants on 4-
manifolds. Ann. of Math., (2) 142:171-212, 1995.

S.-Y.A. Chang and P.C. Yang. On uniqueness of solutions of n-th order differential equations
in conformal geometry. Math. Res. Lett., 4:91-102, 1997.

W. Chen and C. Li. Classification of solutions of some nonlinear elliptic equations. Duke
Math. J., 63:615-622, 1991.

W. Chen, C. Li, and B. Ou. Classification of solutions for an integral equation. Comm.
Pure Appl. Math., 59:330-343, 2006. (Corrigendum in: Comm. Pure Appl. Math., 59: 1064,
2006.).



394

96.

97.

98.

99.

100.

101.

102.

103.

104.

105.

106.

107.

108.

109.

110.

111.

112.

113.

114.

115.

116.

117.

118.

119.

120.

Bibliography

Y.S. Choi and X. Xu. Nonlinear biharmonic equations with negative exponents. J. Differen-
tial Equations, 246:216-234, 2009.

K. Chung and Z. Zhao. From Brownian motion to Schrodinger’s equation. Grundlehren der
Mathematischen Wissenschaften, Band 312. Springer-Verlag, Berlin etc., 1995.

A. Cianchi. Second-order derivatives and rearrangements. Duke Math. J., 105:355-385,
2000.

A. Cianchi. Symmetrization and second-order Sobolev inequalities. Ann. Mat. Pura Appl.,
(4) 183:45-77, 2004.

A. Cianchi, L. Esposito, N. Fusco, and C. Trombetti. A quantitative P6lya-Szeg6 principle.
J. Reine Angew. Math., 614:153-189, 2008.

P.G. Ciarlet. A justification of the von Kdrmdn equations. Arch. Rational Mech. Anal.,
73:349-389, 1980.

P.G. Ciarlet. Mathematical Elasticity. Vol. II. Theory of plates, volume 27 of Studies in
Mathematics and its Applications. North-Holland Publishing Co., Amsterdam, 1997.

P.G. Ciarlet and P. Destuynder. A justification of the two-dimensional linear plate model. J.
Mécanique, 18:315-344, 1979.

M. Clapp and T. Weth. Multiple solutions for the Brezis-Nirenberg problem. Adv. Differential
Equations, 10:463-480, 2005.

U. Clarenz, U. Diewald, G. Dziuk, M. Rumpf, and R. Rusu. A finite element method for
surface restoration with smooth boundary conditions. Comput. Aided Geom. Design, 21:427—
445, 2004.

Ph. Clément, D.G. de Figueiredo, and E. Mitidieri. Positive solutions of semilinear elliptic
systems. Comm. Partial Differential Equations, 17:923-940, 1992.

Ch.V. Coffman. On the structure of solutions to A%u = Au which satisfy the clamped plate
conditions on a right angle. SIAM J. Math. Anal., 13:746-757, 1982.

Ch.V. Coffman and R.J. Duffin. On the structure of biharmonic functions satisfying the
clamped plate conditions on a right angle. Adv. in Appl. Math., 1:373-389, 1980.

Ch.V. Coffman and R.J. Duffin. On the fundamental eigenfunctions of a clamped punctured
disk. Adv. in Appl. Math., 13:142-151, 1992.

Ch.V. Coffman, R.J. Duffin, and D.H. Shaffer. The fundamental mode of vibration of a
clamped annular plate is not of one sign. In Constructive approaches to mathematical models
(Proc. Conf. in honor of R.J. Duffin, Pittsburgh, Pa., 1978), pages 267-277. Academic Press,
New York, London, 1979.

Ch.V. Coffman and C.L. Grover. Obtuse cones in Hilbert spaces and applications to partial
differential equations. J. Funct. Anal., 35:369-396, 1980.

R. Courant. Dirichlet’s Principle, Conformal Mapping, and Minimal Surfaces. Interscience,
New York, 1950.

C. Cowan, P. Esposito, N. Ghoussoub, and A. Moradifam. The critical dimension for a fourth
order elliptic problem with singular nonlinearity. Arch. Rational Mech. Anal., to appear.

M. Cranston, E. Fabes, and Z. Zhao. Conditional gauge and potential theory for the
Schrodinger operator. Trans. Amer. Math. Soc, 307:171-194, 1988.

A. Dall’ Acqua, K. Deckelnick, and H.-Ch. Grunau. Classical solutions to the Dirichlet prob-
lem for Willmore surfaces of revolution. Adv. Calc. Var., 1:379-397, 2008.

A.Dall’Acqua, S. Frohlich, H.-Ch. Grunau, and F. Schieweck. Symmetric Willmore surfaces
of revolution satisfying arbitrary Dirichlet boundary data. Preprint, 2008.

A. Dall’Acqua, Ch. Meister, and G. Sweers. Separating positivity and regularity for fourth
order Dirichlet problems in 2d-domains. Analysis (Munich), 25:205-261, 2005.

A. Dall’Acqua and G. Sweers. Estimates for Green function and Poisson kernels of higher-
order Dirichlet boundary value problems. J. Differential Equations, 205:466—487, 2004.

A. Dall’Acqua and G. Sweers. On domains for which the clamped plate system is positivity
preserving. In Partial differential equations and inverse problems, volume 362 of Contemp.
Math., pages 133-144. Amer. Math. Soc., Providence, 2004.

A. Dall’ Acqua and G. Sweers. The clamped-plate equation for the limagon. Ann. Mat. Pura
Appl., (4) 184:361-374, 2005.



Bibliography 395

121.

122.

123.

124.

125.

126.

127.

128.

129.

130.

131.

132.

133.

134.

135.

136.
137.

138.

139.

140.
141.

142.

143.

144.

145.

146.

R. Dalmasso. Probleme de Dirichlet homogene pour une équation biharmonique semi-
linéaire dans une boule. Bull. Sc. Math. 2¢ Série, 114:123—-137, 1990.

R. Dalmasso. Un probleme de symétrie pour une équation biharmonique. Ann. Fac. Sci.
Toulouse, (5) 11:45-53, 1990.

R. Dalmasso. Positive entire solutions of superlinear biharmonic equations. Funkcial. Ekvac.,
34:403-422, 1991.

R. Dalmasso. Symmetry properties in higher order semilinear elliptic equations. Nonlinear
Anal., Theory Methods Appl., 24:1-7, 1995.

R. Dalmasso. Uniqueness theorems for some fourth-order elliptic equations. Proc. Amer.
Math. Soc., 123:1177-1183, 1995.

R. Dalmasso. A priori estimates for some semilinear elliptic equations of order 2m. Nonlin-
ear Anal., Theory Methods Appl., 29:1433-1452, 1997.

R. Dalmasso. Existence and uniqueness results for polyharmonic equations. Nonlinear Anal.,
Ser. A, 36:131-137, 1999.

E.N. Dancer. A note on an equation with critical exponent. Bull. London Math. Soc., 20:600—
602, 1988.

E.B. Davies. L? spectral theory of higher-order elliptic differential operators. Bull. London
Math. Soc., 29:513-546, 1997.

E.B. Davies and A.M. Hinz. Explicit constants for Rellich inequalities in L,(Q). Math. Z.,
227:511-523, 1998.

J. Davila, L. Dupaigne, I. Guerra, and M. Montenegro. Stable solutions for the bilaplacian
with exponential nonlinearity. SIAM J. Math. Anal., 39:565-592, 2007.

J. Davila, I. Flores, and I. Guerra. Multiplicity of solutions for a fourth order equation with
power-type nonlinearity. Preprint, 2009.

J. Davila, I. Flores, and 1. Guerra. Multiplicity of solutions for a fourth order problem with
exponential nonlinearity. J. Differential Equations, 247:3136-3162, 2009.

C. Davini. I'-convergence of external approximations in boundary value problems involv-
ing the bi-Laplacian. Proceedings of the 9th International Congress on Computational and
Applied Mathematics (Leuven, 2000), J. Comput. Appl. Math., 140:185-208, 2002.

C. Davini. Gaussian curvature and Babuska’s paradox in the theory of plates. In Rational
Continua, Classical and New, pages 67-87. Springer Italia, Milan, 2003.

B. de Pagter. Irreducible compact operators. Math. Z., 192:149-153, 1986.

K. Deckelnick and H.-Ch. Grunau. Boundary value problems for the one-dimensional Will-
more equation. Calc. Var. Partial Differential Equations, 30:293-314, 2007.

K. Deckelnick and H.-Ch. Grunau. A Navier boundary value problem for Willmore surfaces
of revolution. Analysis (Munich), 29:229-258, 2009.

K. Deckelnick and H.-Ch. Grunau. Stability and symmetry in the Navier problem for the
one-dimensional Willmore equation. SIAM J. Math. Anal., 40:2055 — 2076, 2009.

K. Deimling. Nonlinear Functional Analysis. Springer-Verlag, Berlin etc., 1985.

Ph. Destuynder and M. Salaun. Mathematical Analysis of Thin Plate Models, volume 24 of
Mathématiques & Applications (Berlin). Springer-Verlag, Berlin, 1996.

J.I. Diaz, M. Lazzo, and P.G. Schmidt. Asymptotic behavior of large radial solutions of a
polyharmonic equation with superlinear growth. In preparation.

J.I. Diaz, M. Lazzo, and P.G. Schmidt. Large radial solutions of a polyharmonic equation
with superlinear growth. Electron. J. Differential Equations, Proceedings of the 2006 Inter-
national Conference in honor of J. Fleckinger, Conference 16:103-128, 2007.

Z. Djadli, E. Hebey, and M. Ledoux. Paneitz-type operators and applications. Duke Math.
J., 104:129-169, 2000.

Z. Djadli and A. Malchiodi. Existence of conformal metrics with constant g-curvature. Ann.
Math., (2) 168:813-858, 2008.

Z. Djadli, A. Malchiodi, and M. Ould Ahmedou. Prescribing a fourth order conformal invari-
ant on the standard sphere. I. A perturbation result. Commun. Contemp. Math., 4:375-408,
2002.



396

147.

148.

149.

150.

151.

152.

153.

154.

155.

156.

157.

158.

159.

160.

161.

162.

163.

164.

165.

166.

167.

168.

169.

170.

171.

Bibliography

Z. Djadli, A. Malchiodi, and M. Ould Ahmedou. Prescribing a fourth order conformal in-
variant on the standard sphere. II. Blow up analysis and applications. Ann. Sc. Norm. Super.
Pisa CL. Sci., (5) 1:387-434, 2002.

A. Douglis and L. Nirenberg. Interior estimates for elliptic systems of partial differential
equations. Comm. Pure Appl. Math., 8:503-538, 1955.

O. Druet, E. Hebey, and F. Robert. Blow-up Theory for Elliptic PDEs in Riemannian Geom-
etry, volume 45 of Mathematical Notes. Princeton University Press, Princeton, 2004.

R.J. Duffin. On a question of Hadamard concerning super-biharmonic functions. J. Math.
Phys., 27:253-258, 1949.

R.J. Duffin. Continuation of biharmonic functions by reflection. Duke Math. J., 22:313-324,
1955.

R.J. Duffin. Some problems of mathematics and science. Bull. Amer. Math. Soc., 80:1053—
1070, 1974.

R.J. Duffin and A. Schild. The effect of small constraints on natural vibrations. In Proceed-
ings of Symposia in Applied Mathematics, Vol. V, Wave motion and vibration theory, pages
155-163. McGraw-Hill, New York-Toronto-London, 1954.

R.J. Duffin and A. Schild. On the change of natural frequencies induced by small constraints.
J. Math. Mech., 6:731-758, 1957.

R.J. Duffin and D.H. Shaffer. On the modes of vibration of a ring-shaped plate. Bull. Amer.
Math. Soc., 58:652, 1952.

G. Dziuk, E. Kuwert, and R. Schitzle. Evolution of elastic curves in R”: Existence and
computation. SIAM J. Math. Anal., 33:1228-1245, 2002.

F. Ebobisse and M. Ould Ahmedou. On a nonlinear fourth-order elliptic equation involving
the critical Sobolev exponent. Nonlinear Anal., Theory Methods Appl., 52:1535-1552, 2003.
J. Edenhofer. Eine Integraldarstellung der Losung der Dirichletschen Aufgabe bei der Poly-
potentialgleichung im Falle einer Hyperkugel. Math. Nachr., 69:149-162, 1975.

J. Edenhofer. Integraldarstellung einer m-polyharmonischen Funktion, deren Funktionswerte
und erste m — 1 Normalableitungen auf einer Hypersphire gegeben sind. Math. Nachr.,
68:105-113, 1975.

D.E. Edmunds, D. Fortunato, and E. Jannelli. Critical exponents, critical dimensions and the
biharmonic operator. Arch. Rational Mech. Anal., 112:269-289, 1990.

P. Esposito and F. Robert. Mountain pass critical points for Paneitz-Branson operators. Calc.
Var. Partial Differential Equations, 15:493-517, 2002.

G. Faber. Beweis, dass unter allen homogenen Membranen von gleicher Fliche und gle-
icher Spannung die kreisformige den tiefsten Grundton gibt. Sitz. Ber. Bayer. Akad. Wiss.,
1923:169-172, 1923.

V. Felli. Existence of conformal metrics on S with prescribed fourth-order invariant. Adv.
Differential Equations, 7:47-76, 2002.

A. Ferrero, F. Gazzola, and H.-Ch. Grunau. Decay and eventual local positivity for bihar-
monic parabolic equations. Discrete Cont. Dynam. Systems, 21:1129-1157, 2008.

A. Ferrero, F. Gazzola, and T. Weth. On a fourth order Steklov eigenvalue problem. Analysis
(Munich), 25:315-332, 2005.

A. Ferrero, F. Gazzola, and T. Weth. Positivity, symmetry and uniqueness for minimizers of
second-order Sobolev inequalities. Ann. Mat. Pura Appl., (4) 186:565-578, 2007.

A. Ferrero and H.-Ch. Grunau. The Dirichlet problem for supercritical biharmonic equations
with power-type nonlinearity. J. Differential Equations, 234:582-606, 2007.

A. Ferrero, H.-Ch. Grunau, and P. Karageorgis. Supercritical biharmonic equations with
power-type nonlinearity. Ann. Mat. Pura Appl., (4) 188:171-185, 20009.

A. Ferrero and G. Warnault. On solutions of second and fourth order elliptic equations with
power-type nonlinearities. Nonlinear Anal., Theory Methods Appl., 70:2889-2902, 2009.
G. Fichera. Su un principio di dualita per talune formole di maggiorazione relative alle
equazioni differenziali. Atti Accad. Naz. Lincei, (8) 19:411-418, 1955.

D. Fortunato and E. Jannelli. Infinitely many solutions for some nonlinear elliptic problems
in symmetrical domains. Proc. Royal. Soc. Edinburgh, A 105:205-213, 1987.



Bibliography 397

172.

173.

174.

175.

176.

177.

178.

179.

180.

181.

182.

183.

184.

185.

186.

187.

188.

189.

190.

191.

192.
193.

194.

195.

196.

L. Friedlander. Remarks on the membrane and buckling eigenvalues for planar domains.
Mosc. Mat. J., 4:369-375, 2004.

K. Friedrichs. Die Randwert- und Eigenwertprobleme aus der Theorie der elastischen Plat-
ten (Anwendung der direkten Methoden der Variationsrechnung). Math. Ann., 98:205-247,
1927.

G. Friesecke, R.D. James, and S. Miiller. A hierarchy of plate models derived from nonlinear
elasticity by gamma-convergence. Arch. Ration. Mech. Anal., 180, 2006.

S. Frohlich. Katenoiddhnliche Losungen geometrischer Variationsprobleme. Preprint 2322,
FB Mathematik, TU Darmstadt (2004), 2004.

PR. Garabedian. A partial differential equation arising in conformal mapping. Pacific J.
Math., 1:485-524, 1951.

PR. Garabedian. Partial Differential Equations. Chelsea Publishing Co., New York, second
edition, 1986.

J. Garcia Azorero and I. Peral Alonso. Multiplicity of solutions for elliptic problems with
critical exponent or with a nonsymmetric term. Trans. Amer. Math. Soc., 323:877-895, 1991.
F. Gazzola. Critical growth problems for polyharmonic operators. Proc. Roy. Soc. Edinburgh,
A 128:251-263, 1998.

F. Gazzola and H.-Ch. Grunau. On the role of space dimension n =2+ 2+/2 in the semilinear
Brezis-Nirenberg eigenvalue problem. Analysis (Munich), 20:395-399, 2000.

F. Gazzola and H.-Ch. Grunau. Critical dimensions and higher order Sobolev inequalities
with remainder terms. NoDEA Nonlinear Differential Equations Appl., 8:35—44, 2001.

F. Gazzola and H.-Ch. Grunau. Radial entire solutions for supercritical biharmonic equations.
Math. Ann., 334:905-936, 2006.

F. Gazzola and H.-Ch. Grunau. Global solutions for superlinear parabolic equations in-
volving the biharmonic operator for initial data with optimal slow decay. Calc. Var. Partial
Differential Equations, 30:389-415, 2007.

F. Gazzola and H.-Ch. Grunau. Eventual local positivity for a biharmonic heat equation in
R". Discrete Cont. Dyn. Syst., Ser. S, 1:83-87, 2008.

F. Gazzola, H.-Ch. Grunau, and E. Mitidieri. Hardy inequalities with optimal constants and
remainder terms. Trans. Amer. Math. Soc., 356:2149-2168, 2004.

F. Gazzola, H.-Ch. Grunau, and M. Squassina. Existence and nonexistence results for critical
growth biharmonic elliptic equations. Calc. Var. Partial Differential Equations, 18:117-143,
2003.

F. Gazzola, H.-Ch. Grunau, and G. Sweers. Optimal Sobolev and Hardy-Rellich constants
under Navier boundary conditions. Ann. Mat. Pura Appl., to appear.

F. Gazzola and A. Malchiodi. Some remarks on the equation —Au = A (1 + u)? for varying
A, p and varying domains. Comm. Partial Differential Equations, 27:809-845, 2002.

F. Gazzola and D. Pierotti. Positive solutions to critical growth biharmonic elliptic problems
under Steklov boundary conditions. Nonlinear Anal., Theory Methods Appl., 71:232-238,
2009.

F. Gazzola and B. Ruf. Lower-order perturbations of critical growth nonlinearities in semi-
linear elliptic equations. Adv. Differential Equations, 2:555-572, 1997.

F. Gazzola and G. Sweers. On positivity for the biharmonic operator under Steklov boundary
conditions. Arch. Rational Mech. Anal, 188:399-427, 2008.

Y. Ge. Sharp Sobolev inequalities in critical dimensions. Michigan Math. J., 51:27-45,2003.
Y. Ge. Positive solutions in semilinear critical problems for polyharmonic operators. J. Math.
Pures Appl., (9) 84:199-245, 2005.

IM. Gel’fand. Some problems in the theory of quasilinear equations. Amer. Math. Soc.
Transl., (2) 29:295-381, 1963. Due to G.I. Barenblatt. Russian original: Uspekhi Mat. Nauk
(86) 14: 87-158, 1959.

B. Gidas, W.M. Ni, and L. Nirenberg. Symmetry and related properties via the maximum
principle. Comm. Math. Phys., 68:209-243, 1979.

B. Gidas and J. Spruck. Global and local behavior of positive solutions of nonlinear elliptic
equations. Comm. Pure Appl. Math., 34:525-598, 1981.



398

197.

198.

199.

200.

201.

202.

203.

204.

205.

206.

207.

208.

209.

210.

211.

212.

213.

214.

215.

216.

217.

218.

219.

220.

221.

Bibliography

D. Gilbarg and N.S. Trudinger. Elliptic Partial Differential Equations of Second Order.
Grundlehren der Mathematischen Wissenschaften, Band 224. Springer-Verlag, Berlin etc.,
second edition, 1983.

S. Giuffre. Strong solvability of boundary value contact problems. Appl. Math. Optim.,
51:361-372, 2005.

P. Grisvard. Singularities in Boundary Value Problems, volume 22 of Recherches en
Mathématiques Appliquées. Masson and Springer-Verlag, Paris and Berlin etc., 1992.
H.-Ch. Grunau. The Dirichlet problem for some semilinear elliptic differential equations of
arbitrary order. Analysis (Munich), 11:83-90, 1991.

H.-Ch. Grunau. Critical exponents and multiple critical dimensions for polyharmonic oper-
ators. II. Boll. Un. Mat. Ital, B (7) 9:815-847, 1995.

H.-Ch. Grunau. Positive solutions to semilinear polyharmonic Dirichlet problems involving
critical Sobolev exponents. Calc. Var. Partial Differential Equations, 3:243-252, 1995.
H.-Ch. Grunau. On a conjecture of P. Pucci and J. Serrin. Analysis (Munich), 16:399-403,
1996.

H.-Ch. Grunau. Polyharmonische Dirichletprobleme: Positivitit, kritische Exponenten und
kritische Dimensionen, Habilitationsschrift, Universitit Bayreuth, 1996.

H.-Ch. Grunau, M. Ould Ahmedou, and W. Reichel. The Paneitz equation in hyperbolic
space. Anal. Institut H. Poincaré, Anal. Non Linéaire, 25:847-864, 2008.

H.-Ch. Grunau and F. Robert. Boundedness of the negative part of biharmonic Green’s
functions under Dirichlet boundary conditions in general domains. C. R. Math. Acad. Sci.
Paris, Ser. 1347:163-166, 20009.

H.-Ch. Grunau and F. Robert. Positivity and almost positivity of biharmonic Green’s func-
tions under Dirichlet boundary conditions. Arch. Rational Mech. Anal., to appear.

H.-Ch. Grunau and G. Sweers. Positivity for perturbations of polyharmonic operators with
Dirichlet boundary conditions in two dimensions. Math. Nachr., 179:89-102, 1996.

H.-Ch. Grunau and G. Sweers. Classical solutions for some higher order semilinear elliptic
equations under weak growth conditions. Nonlinear Anal., Theory Methods Appl., 28:799—
807, 1997.

H.-Ch. Grunau and G. Sweers. Positivity for equations involving polyharmonic operators
with Dirichlet boundary conditions. Math. Ann., 307:589-626, 1997.

H.-Ch. Grunau and G. Sweers. The role of positive boundary data in generalized clamped
plate equations. Z. Angew. Math. Phys., 49:420-435, 1998.

H.-Ch. Grunau and G. Sweers. Sign change for the Green function and for the first eigenfunc-
tion of equations of clamped-plate type. Arch. Rational Mech. Anal., 150:179-190, 1999.
H.-Ch. Grunau and G. Sweers. Sharp estimates for iterated Green functions. Proc. Roy. Soc.
Edinburgh, A 132:91-120, 2002.

H.-Ch. Grunau and G. Sweers. Regions of positivity for polyharmonic Green functions in
arbitrary domains. Proc. Amer. Math. Soc., 135:3537-3546, 2007.

M. Griiter and K.-O. Widman. The Green function for uniformly elliptic equations. Manuscr.
Math., 37:303-342, 1982.

Z. Guo and J. Wei. Entire solutions and global bifurcations for a biharmonic equation with
singular non-linearity in R®. Adv. Differential Equations, 13:753-780, 2008.

Z. Guo and J. Wei. On a fourth order nonlinear elliptic equation with negative exponent.
SIAM J. Math. Anal., 40:2034-2054, 2008/09.

M.J. Gursky. The principal eigenvalue of a conformally invariant differential operator, with
an application to semilinear elliptic PDE. Comm. Math. Phys., 207:131-143, 1999.

M. Guysinsky, B. Hasselblatt, and V. Rayskin. Differentiability of the Hartman-Grobman
linearization. Discrete Contin. Dyn. Syst. A, 9:979-984, 2003.

W. Hackbusch and G. Hofmann. Results of the eigenvalue problem for the plate equation. Z.
Angew. Math. Phys., 31:730-739, 1980.

J. Hadamard. Mémoire sur le probleme d’analyse relatif a I’équilibre des plaques élastiques
encastrées. In: (Euvres de Jacques Hadamard, Tome II, pages 515-641. CNRS Paris, 1968.
Reprint of: Mémoires présentés par divers savants a I’Académie des Sciences (2) 33:1-128,
1908.



Bibliography 399

222.

223.

224.

225.

226.

2217.

228.

229.

230.

231.

232.

233.

234.
235.

236.

237.

238.

239.

240.

241.

242.

243.

244.

245.

246.

J. Hadamard. Sur certains cas intéressants du probléme biharmonique. In: (Euvres de
Jacques Hadamard, Tome III, pages 1297-1299. CNRS Paris, 1968. Reprint of: A#ti IV
Congr. Intern. Mat. Rome 12-14, 1908.

P. Hartman. Ordinary Differential Equations. John Wiley and Sons, New York etc., 1964.
E. Hebey and F. Robert. Coercivity and Struwe’s compactness for Paneitz type operators
with constant coefficients. Calc. Var. Partial Differential Equations, 13:491-517, 2001.
P.J.H. Hedenmalm. A computation of Green functions for the weighted biharmonic operators
Alz| 72 A, with o > —1. Duke Math. J., 75:51-78, 1994.

PJ.H. Hedenmalm, S. Jakobsson, and S. Shimorin. A biharmonic maximum principle for
hyperbolic surfaces. J. Reine Angew. Math., 550:25-75, 2002.

W. Helfrich. Elastic properties of lipid bilayers: Theory and possible experiments. Z. Natur-
Sforsch. C,28:693-703, 1973.

A. Henrot. Extremum Problems for Eigenvalues of Elliptic Operators. Frontiers in Mathe-
matics. Birkhéduser-Verlag, Basel, 2006.

U. Hertrich-Jeromin and U. Pinkall. Ein Beweis der Willmoreschen Vermutung fiir Kanal-
tori. J. Reine Angew. Math., 430:21-34, 1992.

L. Hérmander. On the regularity of the solutions of boundary problems. Acta Math., 99:225—
264, 1958.

L. Hormander. The Analysis of Linear Partial Differential Operators. I. Distribution the-
ory and Fourier analysis. Classics in Mathematics, Reprint of the second (1990) edition.
Springer-Verlag, Berlin etc., 2003.

A. Huber. On the reflection principle for polyharmonic functions. Comm. Pure Appl. Math.,
9:471-478, 1956.

H. Hueber and M. Sieveking. Uniform bounds for quotients of Green functions on C'!-
domains. Ann. Inst. Fourier (Grenoble), 32:105-117, 1982.

R.A. Hunt. On L(p, q) spaces. Enseignement Math., (2) 12:249-276, 1966.

E. Jannelli. The role played by space dimension in elliptic critical problems. J. Differential
Equations, 156:407-426, 1999.

R. Jentzsch. Uber Integralgleichungen mit positivem Kern. J. Reine Angew. Math., 141:235—
244, 1912.

D.S. Jerison and C.E. Kenig. The Neumann problem on Lipschitz domains. Bull. Amer.
Math. Soc., 4:203-207, 1981.

D.S. Jerison and C.E. Kenig. Boundary value problems on Lipschitz domains. In Studies
in partial differential equations, volume 23 of MAA Stud. Math., pages 1-68. Math. Assoc.
America, Washington, DC, 1982.

D.D. Joseph and T.S. Lundgren. Quasilinear Dirichlet problems driven by positive sources.
Arch. Rational Mech. Anal., 49:241-269, 1972/73.

J. Kadlec. The regularity of the solution of the Poisson problem in a domain whose boundary
is similar to that of a convex domain (Russian). Czechoslovak Math. J., 14 (89):386-393,
1964.

A. Kameswara Rao and K. Rajaiah. Polygon-circle paradox of simply supported thin plates
under uniform pressure. AIAA Journal, 6:155-156, 1968.

P. Karageorgis. Stability and intersection properties of solutions to the nonlinear biharmonic
equation. Nonlinearity, 22:1653-1661, 2009.

B. Kawohl. On the isoperimetric nature of a rearrangement inequality and its consequences
for some variational problems. Arch. Rational Mech. Anal., 94:227-243, 1986.

B. Kawohl. Some nonconvex shape optimization problems. In Optimal shape design (Troia,
1998), volume 1740 of Lecture Notes in Math., pages 7—46. Springer-Verlag, Berlin etc.,
2000.

B. Kawohl, H.A. Levine, and W. Velte. Buckling eigenvalues for a clamped plate embedded
in an elastic medium and related questions. SIAM J. Math. Anal., 24:327-340, 1993.

B. Kawohl and G. Sweers. On ’anti’-eigenvalues for elliptic systems and a question of
McKenna and Walter. Indiana Univ. Math. J., 51:1023-1040, 2002.



400

247.

248.

249.

250.

251.

252.

253.

254.

255.

256.
257.
258.
259.
260.

261.

262.

263.

264.

265.
266.

267.

268.

269.

270.

271.

Bibliography

C.E. Kenig. Restriction theorems, Carleman estimates, uniform Sobolev inequalities and
unique continuation. In Harmonic analysis and partial differential equations (El Escorial,
1987), volume 1384 of Lecture Notes in Math., pages 69-90. Springer-Verlag, Berlin etc.,
1989.

D. Kinderlehrer and G. Stampacchia. An introduction to variational inequalities and their
applications. Academic Press, New York, London, 1980.

G.R. Kirchhoff. Uber das Gleichgewicht und die Bewegung einer elastischen Scheibe. J.
Reine Angew. Math., 40:51-88, 1850.

Ch. Kockritz. Lokale Positivitdt der polyharmonischen Greenschen Funktion.  Stu-
dienarbeit, Universitit Magdeburg, 2007, downloadable at http://www-ian.math.uni-
magdeburg.de/home/grunau/papers/StudienarbeitKoeckritz.pdf.

V.A. Kondrat’ev. Boundary value problems for elliptic equations in domains with conical or
angular points (Russian). Trudy Moskov. Mat. Obs¢., 16:209-292, 1967.

V.A. Kozlov, V.A. Kondratiev, and V.G. Maz’ya. On sign variation and the absence of strong
zeros of solutions of elliptic equations. Math. USSR Izvestiya, 34:337-353, 1990. Russian
original: Izv. Akad. Nauk SSSR Ser. Mat. 53: 328-344, 1989.

E. Krahn. Uber eine von Rayleigh formulierte Minimaleigenschaft des Kreises. Math. Ann.,
94:97-100, 1925.

E. Krahn. Uber Minimaleigenschaften der Kugel in drei und mehr Dimensionen. Acta Comm.
Univ. Dorpat., A 9:1-44, 1926.

Ju.P. Krasovskil. Investigation of potentials associated with boundary problems for elliptic
equations. Math. USSR Izv., 1:569-622, 1967. Russian original: Izv. Akad. Nauk SSSR Ser.
Mat. 31: 587-640, 1967.

Ju.P. Krasovskii. Isolation of singularities of the Green’s function. Math. USSR Izv., 1:935—
966, 1967. Russian original: Izv. Akad. Nauk SSSR Ser. Mat. 31: 977-1010, 1967.

M.G. Krein and M.A. Rutman. Linear operators leaving invariant a cone in a Banach space.
Amer. Math. Soc. Translation, 1950(26), 1950. Russian original: Uspehi Matem. Nauk (N.S.)
23:3-95, 1948.

J.R. Kuttler. Remarks on a Stekloff eigenvalue problem. SIAM J. Numer. Anal., 9:1-5, 1972.
J.R. Kuttler. Dirichlet eigenvalues. SIAM J. Numer. Anal., 16:332-338, 1979.

J.R. Kuttler and V.G. Sigillito. Inequalities for membrane and Stekloff eigenvalues. J. Math.
Anal. Appl., 23:148-160, 1968.

J.R. Kuttler and V.G. Sigillito. Estimating Eigenvalues with A Posteriori/A Priori Inequali-
ties, volume 135 of Research Notes in Mathematics. Pitman (Advanced Publishing Program),
Boston, 1985.

E. Kuwert and R. Schitzle. The Willmore flow with small initial energy. J. Differential
Geom., 57:409-441, 2001.

E. Kuwert and R. Schitzle. Gradient flow for the Willmore functional. Comm. Anal. Geom.,
10:307-339, 2002.

E. Kuwert and R. Schitzle. Removability of point singularities of Willmore surfaces. Annals
of Math., (2) 160:315-357, 2004.

R.S. Lakes. Foam structures with a negative Poisson’s ratio. Science, 235:1038-1040, 1987.
J.C. Langer and D.A. Singer. Curves in the hyperbolic plane and mean curvature of tori in
3-space. Bull. London Math. Soc., 16:531-534, 1984.

J.C. Langer and D.A. Singer. The total squared curvature of closed curves. J. Differential
Geom., 20:1-22, 1984.

G. Lauricella. Integrazione dell’equazione A2(A%u) = 0 in un campo di forma circolare.
Torino Atti, 31:1010-1018, 1896.

A.C. Lazer and PJ. McKenna. A symmetry theorem and applications to nonlinear partial
differential equations. J. Differential Equations, 72:95-106, 1988.

A.C. Lazer and P.J. McKenna. Large-amplitude periodic oscillations in suspension bridges:
some new connections with nonlinear analysis. STAM Rev., 32:537-578, 1990.

A.C. Lazer and P.J. McKenna. Nonlinear periodic flexing in a floating beam. J. Comput.
Appl. Math., Special issue: Oscillations in nonlinear systems: applications and numerical
aspects, 52:287-303, 1994.



Bibliography 401

272.

273.

274.

275.

276.

2717.

278.

279.

280.

281.

282.

283.

284.

285.

286.

287.

288.

289.

290.

291.

292.

M. Lazzo and P.G. Schmidt. Nonexistence criteria for polyharmonic boundary-value prob-
lems. Analysis (Munich), 28:449-460, 2008.

Y.Y. Li. Remark on some conformally invariant integral equations: the method of moving
spheres. J. Eur. Math. Soc., 6:153-180, 2004.

C.S. Lin. A classification of solutions of a conformally invariant fourth order equation in R".
Comment. Math. Helv., 73:206-231, 1998.

J.-L. Lions and E. Magenes. Problemes aux limites non homogénes et applications. Vol. 1.
Travaux et Recherches Mathématiques, No. 17. Dunod, Paris, 1968.

P-L. Lions. The concentration-compactness principle in the calculus of variations. The lo-
cally compact case. I. Ann. Inst. H. Poincaré Anal. Non Linéaire, 1:109-145, 1984.

P-L. Lions. The concentration-compactness principle in the calculus of variations. The limit
case. I. Rev. Mat. Iberoamericana, 1:145-201, 1985.

Ch. Loewner. On generation of solutions of the biharmonic equation in the plane by confor-
mal mappings. Pacific J. Math., 3:417-436, 1953.

Ch. Loewner and L. Nirenberg. Partial differential equations invariant under conformal or
projective transformations. In L. Ahlfors (ed.), Contributions to analysis, pages 245-272.
Academic Press, New York, London, 1974.

A.E.H. Love. A Treatise on the Mathematical Theory of Elasticity. Fourth edition. Cambridge
Univ. Press, Cambridge, 1927.

S. Luckhaus. Existence and regularity of weak solutions to the Dirichlet problem for semi-
linear elliptic systems of higher order. J. Reine Angew. Math., 306:192-207, 1979.

J. Mallet-Paret and H.L. Smith. The Poincaré-Bendixson theorem for monotone cyclic feed-
back systems. J. Dynam. Differential Equations, 2:367-421, 1990.

V.A. Malyshev. Hadamard’s conjecture and estimates of the Green function. St. Petersburg
Math. J., 4:633-666, 1993.

S. Mayboroda and V. Maz’ya. Boundedness of the Hessian of a biharmonic function in a
convex domain. Comm. Partial Differential Equations, 33:1439-1454, 2008.

S. Mayboroda and V. Maz’ya. Boundedness of the gradient of a solution and Wiener test of
order one for the biharmonic equation. Invent. Math., 175:287-334, 2009.

S. Mayboroda and V. Maz’ya. Pointwise estimates for the polyharmonic Green function in
general domains. In V. Adamyan, Y.M. Berezansky, I. Gohberg, M.L. Gorbachuk, V. Gor-
bachuk, A.N. Kochubei, H. Langer, and G. Popov, editors, Analysis, Partial Differential
Equations and Applications, The Vladimir Maz’ya Anniversary Volume, volume 193 of Op-
erator Theory: Advances and Applications, pages 143—158. Birkhduser-Verlag, Basel etc.,
2009.

U.F. Mayer and G. Simonett. A numerical scheme for axisymmetric solutions of curvature-
driven free boundary problems, with applications to the Willmore flow. Interfaces Free
Bound., 4:89-109, 2002.

W.G. Mazja, S.A. Nasarow, and B.A. Plamenewski. Asymptotische Theorie elliptis-
cher Randwertaufgaben in singuldr gestorten Gebieten. 1. Storungen isolierter Randsin-
gularitidten, volume 82 of Mathematische Lehrbiicher und Monographien, II. Abteilung:
Mathematische Monographien. Akademie-Verlag, Berlin, 1991.

W.G. Mazja, S.A. Nasarow, and B.A. Plamenewski. Asymptotische Theorie elliptischer
Randwertaufgaben in singulir gestorten Gebieten. II. Nichtlokale Stérungen, volume 83
of Mathematische Lehrbiicher und Monographien, II. Abteilung: Mathematische Monogra-
phien. Akademie-Verlag, Berlin, 1991.

V. Maz’ya and J. Rossmann. On the Agmon-Miranda maximum principle for solutions of
strongly elliptic equations in domains of R" with conical points. Ann. Global Anal. Geom.,
10:125-150, 1992.

V.G. Maz’ya. Sobolev Spaces, Translated from the Russian by T.O. Shaposhnikova. Springer
Series in Soviet Mathematics. Springer-Verlag, Berlin etc., 1985.

V.G. Maz’ya and S.A. Nazarov. On the Sapondzhyan-Babushka paradox in problems of the
theory of thin plates (Russian). Dokl. Akad. Nauk Arm. SSR, 78:127-130, 1984.



402

293.

294.

295.

296.

297.

298.

299.

300.

301.

302.

303.

304.

305.

306.

307.

308.

309.

310.

311.

312.

313.

314.

315.

316.

Bibliography

V.G. Maz’ya and S.A. Nazarov. Paradoxes of the passage to the limit in solutions of boundary
value problems for the approximation of smooth domains by polygons (Russian). Izv. Akad.
Nauk SSSR Ser. Mat., 50:1156-1177 and 1343, 1986.

V.G. Maz’ya and T.O. Shaposhnikova. Jaques Hadamard, A Universal Mathematician. His-
tory of Mathematics Vol. 14. American Mathematical Society, London Mathematical Society,
Rhode Island and London, 1998.

PJ. McKenna. Large-amplitude periodic oscillations in simple and complex mechanical
systems: outgrowths from nonlinear analysis. Milan J. Math., 74:79-115, 2006.

P.J. McKenna and W. Reichel. Radial solutions of singular nonlinear biharmonic equations
and applications to conformal geometry. Electronic J. Differential Equations, 2003 (37):1—
13, 2003.

P.J. McKenna and W. Walter. Nonlinear oscillations in a suspension bridge. Arch. Rational
Mech. Anal., 98:167-177, 1987.

P.J. McKenna and W. Walter. Travelling waves in a suspension bridge. SIAM J. Appl. Math.,
50:703-715, 1990.

V.V. Meleshko. Selected topics in the history of the two-dimensional biharmonic problem.
Applied Mechanics Reviews, 56:33-85, 2003.

N.G. Meyers and J. Serrin. H = W. Proc. Nat. Acad. Sci. USA, 51:1055-1056, 1964.

E. Miersemann. Uber positive Losungen von Eigenwertgleichungen mit Anwendungen auf
elliptische Gleichungen zweiter Ordnung und auf ein Beulproblem fiir die Platte. Z. Angew.
Math. Mech., 59:189-194, 1979.

F. Mignot and J.-P. Puel. Sur une classe de problemes non linéaires avec non linéarité posi-
tive, croissante, convexe. Comm. Partial Diff. Equations, 5:791-836, 1980.

S.G. Mikhlin. Variational Methods in Mathematical Physics. Translated by T. Boddington;
A Pergamon Press Book. The Macmillan Co., New York, 1964.

C. Miranda. Formule di maggiorazione e teorema di esistenza per le funzioni biarmoniche
di due variabili. Giorn. Mat. Battaglini, (4) 2 (78):97-118, 1948.

C. Miranda. Teorema del massimo modulo e teorema di esistenza e di unicita per il problema
di Dirichlet relativo alle equazioni ellittiche in due variabili. Ann. Mat. Pura Appl., (4)
46:265-311, 1958.

E. Mitidieri. On the definition of critical dimension. unpublished manuscript, 1993.

E. Mitidieri. A Rellich type identity and applications. Comm. Partial Diff. Equations,
18:125-151, 1993.

E. Mitidieri and S.I. PohoZaev. Apriori estimates and blow-up of solutions to nonlinear
partial differential equations and inequalities. Proc. Steklov Inst. Math., 234:1-362, 2001.
Russian original: 7r. Mat. Inst. Steklova 234: 1-384, 2001.

E. Mitidieri and G. Sweers. Weakly coupled elliptic systems and positivity. Math. Nachr.,
173:259-286, 1995.

E. Mohr. Uber die Rayleighsche Vermutung: Unter allen Platten von gegebener Fliche und
konstanter Dichte und Elastizitit hat die kreisformige den tiefsten Grundton. Ann. Mat. Pura
Appl., (4) 104:85-122, 1975.

J.-J. Moreau. Décomposition orthogonale d’un espace hilbertien selon deux cdnes mutuelle-
ment polaires. C. R. Acad. Sci. Paris, 255:238-240, 1962.

Ch.B. Morrey. On the analyticity of the solutions of analytic non-linear elliptic systems of
partial differential equations. I. Analyticity in the interior. Amer. J. Math., 80:198-218, 1958.
Ch.B. Morrey. On the analyticity of the solutions of analytic non-linear elliptic systems of
partial differential equations. II. Analyticity at the boundary. Amer. J. Math., 80:219-237,
1958.

N.W. Murray. The polygon-circle paradox and convergence in thin plate theory. Proc. Camb.
Philos. Soc., 73:279-282, 1973.

N.S. Nadirashvili. Rayleigh’s conjecture on the principal frequency of the clamped plate.
Arch. Rational Mech. Anal., 129:1-10, 1995.

M. Nakai and L. Sario. Green’s function of the clamped punctured disk. J. Austral. Math.
Soc., B 20:175-181, 1977.



Bibliography 403

317.

318.

319.

320.

321.

322.

323.
324.

325.

326.

327.

328.

329.

330.

331.

332.

333.
334.

335.

336.

337.

338.

339.

340.

341.

342.

M. Nakai and L. Sario. On Hadamard’s problem for higher dimensions. J. Reine Angew.
Math., 291:145-148, 1977.

S.A. Nazarov and B.A. Plamenevsky. Elliptic Problems in Domains with Piecewise Smooth
Boundaries, volume 13 of de Gruyter Expositions in Mathematics. Walter de Gruyter & Co.,
Berlin, 1994.

S.A. Nazarov and G.Kh. Svirs. Boundary value problems for the biharmonic equation and
the iterated Laplacian in a three-dimensional domain with an edge. Journal of Mathematical
Sciences, 143:2936-2960, 2007. Russian original: Zap. Nauchn. Sem. S.-Peterburg. Otdel.
Mat. Inst. Steklov. (POMI), 336: 153—198 and 276-277, 2006.

S.A. Nazarov and G. Sweers. A hinged plate equation and iterated Dirichlet Laplace operator
on domains with concave corners. J. Differential Equations, 233:151-180, 2007.

J. Necas. Les méthodes directes en théorie des équations elliptiques. Masson and Academia,
Paris and Prague, 1967.

Z. Nehari. On the biharmonic Green’s function. In Studies in Mathematics and Mechanics,
presented to Richard von Mises, pages 111-117. Academic Press, New York, London, 1954.
M. Nicolesco. Les fonctions polyharmoniques. Hermann, Paris, 1936.

J.C.C. Nitsche. Boundary value problems for variational integrals involving surface curva-
tures. Quarterly Appl. Math., 51:363-387, 1993.

M. Obata. Certain conditions for a Riemannian manifold to be isometric with a sphere. J.
Math. Soc. Japan, 14:333-340, 1962.

S. Osher. On Green'’s function for the biharmonic equation in a right angle wedge. J. Math.
Anal. Appl., 43:705-716, 1973.

P. Oswald. On a priori estimates for positive solutions of a semilinear biharmonic equation
in a ball. Comment. Math. Univ. Carolinae, 26:565-577, 1985.

R.S. Palais. Critical point theory and the minimax principle. In Global Analysis (Proc.
Sympos. Pure Math., Vol. XV, Berkeley, Calif, 1968), pages 185-212. Amer. Math. Soc.,
Providence, 1970.

S.M. Paneitz. Essential unitarization of symplectics and application to field quantization. J.
Funct. Anal., 48:310-359, 1982.

S.M. Paneitz. A quartic conformally covariant differential operator for arbitrary pseudo-
Riemannian manifolds. Symmetry, Integrability and Geometry: Methods and Applications
(SIGMA), 4:036, 3 pages, 2008. Posthumous printing of the 1983 preprint.

E. Parini and A. Stylianou. On the positivity preserving property of hinged plates. Preprint,
2009.

D. Passaseo. The effect of the domain shape on the existence of positive solutions of the
equation Au+u2 1 = 0. Topol. Methods Nonlinear Anal., 3:27-54, 1994.

L.E. Payne. Isoperimetric inequalities and their applications. SIAM Rev., 9:453-488, 1967.
L.E. Payne. Some isoperimetric inequalities for harmonic functions. SIAM J. Math. Anal.,
1:354-359, 1970. Erratum in: SIAM J. Math. Anal., 5: 847, 1974.

L.E. Payne, G. Pélya, and H.F. Weinberger. On the ratio of consecutive eigenvalues. J. Math.
Phys., 35:289-298, 1956.

R.N. Pederson. On the unique continuation theorem for certain second and fourth order
elliptic equations. Comm. Pure Appl. Math., 11:67-80, 1958.

J. Pipher and G. Verchota. A maximum principle for biharmonic functions in Lipschitz and
C! domains. Comment. Math. Helv., 68:385-414, 1993.

J. Pipher and G. Verchota. Maximum principles for the polyharmonic equation on Lipschitz
domains. Potential Anal., 4:615-636, 1995.

S.I. Pohozaev. Eigenfunctions of the equation Au+ A f (1) = 0. Soviet. Math. Dokl., 6:1408—
1411, 1965. Russian original: Dokl. Akad. Nauk SSSR, 165: 36-39, 1965.

S.I. PohoZaev. On the eigenfunctions of quasilinear elliptic problems. Math. USSR Sbornik,
11:171-188, 1970. Russian original: Mat. Sb. (N.S.), 82 (124): 192-212, 1970.

S.D. Poisson. Mémoire sur les surfaces élastiques. CI. Sci. Mathém. Phys. Inst. de France,
2nd printing, pages 167-225, 1812.

A. Polden. Curves and surfaces of least total curvature and fourth-order flows. PhD thesis,
University of Tiibingen, 1996.



404

343.

344.

345.

346.

347.

348.

349.

350.

351.

352.

353.

354.

355.
356.

357.

358.

359.

360.

361.

362.

363.

364.
365.

366.

367.

368.

369.

370.

Bibliography

G. Pdlya and G. Szegd. Isoperimetric Inequalities in Mathematical Physics. Annals of
Mathematics Studies, no. 27. Princeton University Press, Princeton, N. J., 1951.

C. Pommerenke. Boundary Behaviour of Conformal Maps. Grundlehren der Mathematis-
chen Wissenschaften, Band 299. Springer-Verlag, Berlin etc., 1992.

M.H. Protter. Unique continuation for elliptic equations. Trans. Amer. Math. Soc., 95:81-91,
1960.

M.H. Protter and H.F. Weinberger. Maximum principles in differential equations. Prentice-
Hall Inc., Englewood Cliffs, N.J., 1967.

P. Pucci and J. Serrin. A general variational identity. Indiana Univ. Math. J., 35:681-703,
1986.

P. Pucci and J. Serrin. Critical exponents and critical dimensions for polyharmonic operators.
J. Math. Pures Appl., (9) 69:55-83, 1990.

P.H. Rabinowitz. Some global results for nonlinear eigenvalue problems. J. Funct. Analysis,
7:487-513, 1971.

J.W.S. Rayleigh. The Theory of Sound. I1l. 2nd edition, revised and enlarged. Mc Millan -
London, London, 1926. Reprint of the 1894 and 1896 edition.

W. Reichel. Uniqueness results for semilinear polyharmonic boundary value problems on
conformally contractible domains, [ & II. J. Math. Anal. Appl., 287:61-74 & 75-89, 2003.
W. Reichel and T. Weth. A priori bounds and a Liouville theorem on a half-space for higher-
order elliptic Dirichlet problems. Math. Z., 261:805-827, 2009.

F. Rellich. Halbbeschrinkte Differentialoperatoren hoherer Ordnung. In Proceedings of the
International Congress of Mathematicians, 1954, Amsterdam, vol. 111, pages 243-250. Erven
P. Noordhoff N.V., Groningen, 1956.

G. Rieder. On the plate paradox of Sapondzhyan and Babuska. Mechanics Research Com-
munications, 1:51-53, 1974.

T. Riviére. Analysis aspects of Willmore surfaces. Invent. Math., 174:1-45, 2008.

F. Robert. Positive solutions for a fourth order equation invariant under isometries. Proc.
Amer. Math. Soc., 131:1423-1431, 2003.

O.M. Sapondzyan. Bending of a simply supported polygonal plate (Russian). Akad. Nauk
Armyan. SSR. Izv. Fiz.-Mat. Estest. Tehn. Nauki, 5:29—46, 1952.

E. Sassone. Positivity for polyharmonic problems on domains close to a disk. Ann. Mat.
Pura Appl., (4) 186:419-432, 2007.

H.H. Schaefer. Banach Lattices and Positive Operators, Grundlehren der mathematischen
Wissenschaften, Band 215. Springer-Verlag, Berlin etc., 1974.

R. Schitzle. The Willmore boundary value problem. Calc. Var. Partial Differential Equa-
tions, to appear.

M.U. Schmidt. A proof of the Willmore conjecture. Preprint, available at
http://arxiv.org/abs/math/0203224v2, 2002.

R. Schoen. Conformal deformation of a Riemannian metric to constant scalar curvature. J.
Differential Geom., 20:479-495, 1984.

J. Schroder. Randwertaufgaben vierter Ordnung mit positiver Greenscher Funktion. Math.
Z.,90:429-440, 1965.

J. Schréder. On linear differential inequalities. J. Math. Anal. Appl., 22:188-216, 1968.

J. Schréder. Operator Inequalities, volume 147 of Mathematics in Science and Engineering.
Academic Press, New York, London, 1980.

H.A. Schwarz. Notizia sulla rappresentazione conforme di un’area ellittica sopra un’area
circolare. Ann. Mat. Pura Appl., (2) 3:166-170, 1869.

J.B. Seif. On the Green’s function for the biharmonic equation in an infinite wedge. Trans.
Amer. Math. Soc., 182:241-260, 1973.

J. Serrin. A symmetry problem in potential theory. Arch. Rational Mech. Anal., 43:304-318,
1971.

J. Serrin and H. Zou. Existence of positive solutions of the Lane-Emden system. Atti Semin.
Mat. Fis. Univ. Modena, 46 (Suppl.):369-380, 1998.

H.S. Shapiro and M. Tegmark. An elementary proof that the biharmonic Green function of
an eccentric ellipse changes sign. STAM Rev., 36:99-101, 1994.



Bibliography 405

371.

372.

373.

374.

375.

376.

371.

378.

379.

380.

381.

382.
383.
384.
385.
386.
387.

388.
389.

390.

391.

392.

393.

394.

395.

396.

397.

L. Simon. Existence of surfaces minimizing the Willmore functional. Comm. Anal. Geom.,
1:281-326, 1993.

G. Simonett. The Willmore flow near spheres. Differential Integral Equations, 14:1005—
1014, 2001.

J. Smith. The coupled equation approach to the numerical solution of the biharmonic equa-
tion by finite differences, I. SIAM J. Numer. Anal., 5:323-339, 1968.

J. Smith. The coupled equation approach to the numerical solution of the biharmonic equa-
tion by finite differences, II. SIAM J. Numer. Anal., 7:104-111, 1970.

R. Soranzo. A priori estimates and existence of positive solutions of a superlinear polyhar-
monic equation. Dynam. Systems Appl., 3:465-487, 1994.

R. Souam. Schiffer’s problem and an isoperimetric inequality for the first buckling eigenvalue
of domains on R2. Ann. Global Anal. Geom., 27:341-354, 2005.

S. Spanne. Sur le principe de maximum et le théoreme de Fatou pour les solutions des
équatons elliptiques d’ordre quelconque. C. R. Acad. Sci. Paris, Sér. A, 262:1407-1410,
1966.

E. Sperner Jr. Symmetrisierung fiir Funktionen mehrerer reeller Variablen. Manuscripta
Math., 11:159-170, 1974.

W. Stekloff. Sur les problemes fondamentaux de la physique mathématique. Ann. Sci. Ecole
Norm. Sup., (3) 19:191-259 and 455-490, 1902.

M. Struwe. A global compactness result for elliptic boundary value problems involving
limiting nonlinearities. Math. Z., 187:511-517, 1984.

M. Struwe. Variational Methods. Applications to nonlinear partial differential equations and
Hamiltonian systems, volume 34 of Ergebnisse der Mathematik und ihrer Grenzgebiete, 3.
Folge / A Series of Modern Surveys in Mathematics. Springer-Verlag, Berlin etc., fourth
edition, 2008.

Ch.A. Swanson. The best Sobolev constant. Appl. Anal., 47:227-239, 1992.

G. Sweers. Strong positivity in C(Q) for elliptic systems. Math. Z., 209:251-271, 1992.

G. Sweers. Positivity for a strongly coupled elliptic system by Green function estimates. J.
Geom. Anal., 4:121-142, 1994.

G. Sweers. When is the first eigenfunction for the clamped plate equation of fixed sign?
Electron. J. Differ. Equ. Conf., 6:285-296, 2001.

G. Sweers. No Gidas-Ni-Nirenberg type result for semilinear biharmonic problems. Math.
Nachr., 246/247:202-206, 2002.

G. Sweers. A survey on boundary conditions for the biharmonic. Complex Variables and
Elliptic Equations, 54:79-93, 2009.

G. Szegd. On membranes and plates. Proc. Nat. Acad. Sci. U.S.A., 36:210-216, 1950.

G. Szegd. Remark on the preceding paper of Charles Loewner. Pacific J. Math., 3:437-446,
1953.

G. Talenti. Best constant in Sobolev inequality. Ann. Mat. Pura Appl., (4) 110:353-372,
1976.

G. Talenti. Elliptic equations and rearrangements. Ann. Scuola Norm. Sup. Pisa CI. Sci., (4)
3:697-718, 1976.

G. Talenti. On the first eigenvalue of the clamped plate. Ann. Mat. Pura Appl., (4) 129:265-
280 (1982), 1981.

G. Talenti. Inequalities in rearrangement invariant function spaces. In Nonlinear analy-
sis, function spaces and applications, Vol. 5 (Prague, 1994), pages 177-230. Prometheus,
Prague, 1994.

F. Tomi. Uber semilineare elliptische Differentialgleichungen zweiter Ordnung. Math. Z.,
111:350-366, 1969.

F. Tomi. Uber elliptische Differentialgleichungen 4. Ordnung mit einer starken Nichtlin-
earitit. Nachr. Akad. Wiss. Gottingen, II. Math.-Phys. Klasse, pages 33-42, 1976.

W.C. Troy. Symmetry properties in systems of semilinear elliptic equations. J. Differential
Equations, 42:400-413, 1981.

C. Truesdell. Sophie Germain: Fame earned by stubborn error. Boll. Storia Sci. Mat., 11:3—
24, 1991.



406

398.

399.

400.

401.

402.

403.

404.

405.

406.

407.

408.

409.

410.

411.

412.

413.

414.

415.

416.

417.

418.

419.

420.

421.

422.

Bibliography

R.C.A.M. van der Vorst. Variational identities and applications to differential systems. Arch.
Rational Mech. Anal., 116:375-398, 1991.

R.C.A.M. van der Vorst. Best constant for the embedding of the space H> N H{} (L) into
LN/WN=4)(Q). Differential Integral Equations, 6:259-276, 1993.

R.C.A.M. van der Vorst. Fourth-order elliptic equations with critical growth. C.R. Acad. Sci.
Paris Sér. [ Math., 320:295-299, 1995.

P. Villaggio. Mathematical Models for Elastic Structures. Cambridge University Press,
Cambridge, 1997.

V. Volterra. Osservazioni sulla nota precedente del prof. Lauricella e sopra una nota di
analogo argomento dell’ing. Almansi. Torino Atti, 31:1018-1021, 1896.

Th. von Kdrmén. Festigkeitsprobleme im Maschinenbau. Encycl. der Mathematischen Wis-
senschaften, Leipzig, IV/4 C:348-352, 1910.

W. von Wahl. Uber semilineare elliptische Gleichungen mit monotoner Nichtlinearitiit.
Nachr. Akad. Wiss. Gottingen, 1. Math.-Phys. Klasse, pages 27-33, 1975.

W. von Wahl. Semilinear elliptic and parabolic equations of arbitrary order. Proc. Royal Soc.
Edinburgh, A 78:193-207, 1978.

W. Walter. Ganze Losungen der Differentialgleichung APu = f(u). Math. Z., 67:32-37,
1957.

G. Wang. oy-scalar curvature and eigenvalues of the Dirac operator. Ann. Global Anal.
Geom., 30:65-71, 2006.

X. Wang. On the Cauchy problem for reaction-diffusion equations. Trans. Amer. Math. Soc.,
337:549-590, 1993.

J. Wei and X. Xu. On conformal deformations of metrics on S”. J. Funct. Anal., 157:292—
325, 1998.

J. Wei and X. Xu. Classification of solutions of higher order conformally invariant equations.
Math. Ann., 313:207-228, 1999.

K.-O. Widman. Inequalities for the Green function and boundary continuity of the gradient
of solutions of elliptic differential equations. Math. Scand., 21:17-37 (1968), 1967.

Ch. Wieners. A numerical existence proof of nodal lines for the first eigenfunction of the
plate equation. Arch. Math., 66:420-427, 1996.

T.J. Willmore. Total curvature in Riemannian geometry. Ellis Horwood Ltd., Chichester,
1982.

T.J. Willmore. Riemannian Geometry. Oxford Science Publications. The Clarendon Press,
Oxford University Press, Oxford, 1993.

B. Willms. An isoperimetric inequality for the buckling of a clamped plate. Lecture at the
Oberwolfach meeting on “Qualitative properties of PDE”, organised by H. Berestycki, B.
Kawohl, G. Talenti, 1995.

J. Wloka. Partial Differential Equations. Cambridge University Press, Cambridge, 1987.
Transl. from the German by C. B. and M. J. Thomas. German original: Partielle Differential-
gleichungen. Sobolevriume und Randwertaufgaben. B. G. Teubner, Stuttgart, 1982.

H. Yamabe. On the deformation of Riemannian structures on compact manifolds. Osaka
Math. J., 12:21-37, 1960.

D. Zhang. On multiple solutions of Au-+Au-+ [u|* "=2u = 0. Nonlin. Anal., Theory Methods
Appl., 13:353-372, 1989.

Z. Zhao. Uniform boundedness of conditional gauge and Schrodinger equations. Comm.
Math. Phys., 93:19-31, 1984.

Z. Zhao. Green function for Schrodinger operator and conditioned Feynman-Kac gauge. J.
Math. Anal. Appl., 116:309-334, 1986.

Z. Zhao. Green functions and conditioned gauge theorem for a 2-dimensional domain. In
Seminar on Stochastic Processes, 1987 (Princeton, NJ, 1987), volume 15 of Progr. Probab.
Statist., pages 283-294. Birkhduser Boston, Boston, 1988.

V.V. Zikov, S.M. Kozlov, O.A. Oleinik, and Ha T’en Ngoan. Averaging and G-convergence
of differential operators. Russ. Math. Surv., 34:69-148, 1979. Russian original: Uspekhi
Mat. Nauk, 34: 65-133 and 256, 1979.



AUTHOR-INDEX

Author-Index

Adams, R.A., 57

Adolfsson, V., 50, 58

Agmon, S., 38,47, 57, 143, 151
Alexandrov, A.D., 358

Almansi, E., 2, 10

Alves, C.0O., 360

Ambrosetti, A., 269

Arioli, G., 361

Ashbaugh, M.S., 13, 14,72, 76, 94
Aubin, Th., 358

Babuska, 1., 16, 56, 58

Bahri, A., 295

Bartolo, P., 269

Bartsch, Th., 295, 360

Bauer, M., 384

Benci, V., 269

Benguria, R.D., 13, 72, 94

Bennett, A., 358

Berchio, E., 358, 361

Bernis, F., 150, 259

Bernoulli, Jacob II, 1

Birkner, M., 358

Birman, MS., 5

Blatt, S., 384

Boggio, T., 2, 10, 48, 57, 98, 107,
143, 215, 220

Branson, T.P, 18

Brezis, H., 21, 258, 359, 360

Brothers, J., 94

Bryant, R., 384

Bucur, D., 15, 76, 94, 95

Caffarelli, L., 312

Calderén, AP, 44

Capozzi, A., 269, 359

Cassani, D., 361

Cerami, G., 359

Chang, S.-Y.A., 19, 312, 358, 360
Chen, W., 312, 358

Chladni, E., 1

Choi, Y.S., 312

Chung, K., 182

407

Cianchi, A., 70

Ciarlet, P.G., 5

Clément, Ph., 358

Coffman, Ch.V,, 11, 67, 68, 94, 150
Coron, J.M., 295

Cowan, C., 361

Cranston, M., 143, 182

Dall’Acqua, A., 143, 193, 221, 384
Dalmasso, R., 239, 358
Davies, R.B., 57, 93

Davila, J., 331, 357, 361
Davini, C., 58

de Figueiredo, D.G., 358

de Pagter, B., 60, 94
Deckelnick, K., 384
Destuynder, P., 5

Diaz, J.1., 320, 360

Djadli, Z., 360

do 0, 1M, 360, 361

Douglis, A., 143

Druet, O., 19

Duffin, R.J., 10, 11, 13, 68, 94
Dupaigne, L., 361

Dziuk, G., 384

Ebobisse, F., 295, 360
Edenhofer, J., 182
Edmunds, D.E., 259
Esposito, P., 20, 360, 361

Faber, G., 12, 15, 69, 80

Fabes, E., 143, 182

Felli, V., 360

Ferrero, A., 95, 150, 357, 358, 361
Fichera, G., 15, 88, 95

Flores, 1., 331, 357, 361
Fortunato, D., 259, 269, 359
Friedrichs, K., 2

Frohlich, S., 384

Garabedian, P.R., 10, 185
Ge, Y., 245, 358, 360



408

Gel’fand, .M., 22
Germain, S., 2
Ghoussoub, N., 361
Gidas, B., 225, 237, 312, 358
Griffiths, P., 384
Grisvard, P., 16

Grover, C.L., 150
Griiter, M., 143

Guerra, 1., 331, 357, 361
Guo, Z., 361

Gursky, M.J., 19, 360

Hadamard, J., 2, 10, 193, 194
Hebey, E., 19, 360
Hedenmalm, P.J.H., 10, 185
Hertrich-Jeromin, U., 384
Hormander, L., 33

Hueber, H., 143, 182

Jakobsson, S., 10, 185
Jannelli, E., 259
Jentzsch, R., 60, 94, 185
Jerison, D.S., 88

Karageorgis, P., 357, 361
Kawohl, B., 94, 95, 170

Kenig, C.E., 88

Kirchhoff, G.R., 5

Kondratiev, 51

Kondratiev, V.A., 16, 54, 67
Kozlov, V.A., 67

Krahn, E., 12, 15, 69, 80
Krasovskii, Ju.P.,, 124, 143, 152, 182
Krein, M.G., 12, 59, 60, 94, 185
Kuttler, J.R., 15, 92, 95

Kuwert, E., 384

Lagrange, J.-L., 2

Langer, J.C., 364, 384

Laugesen, R.S., 13, 14

Lauricella, G., 10, 182

Lazer, A.C., 358

Lazzo, M., 256, 276, 320, 359, 360
Ledoux, M., 360

Li, C., 312, 358

Lieb, E.H., 360

Author—Index

Lin, C.S., 312

Lions, J.-L., 57

Lions, P.-L., 309, 358
Loewner, Ch., 312
Loépez-Mimbela, J.A., 358
Love, A EH., 5
Luckhaus, S., 236, 358

Magenes, E., 57

Malchiodi, A., 360

Mallet-Paret, J., 320

Mayboroda, S., 57, 143

Mayer, U.F,, 384

Maz’ya, V.G, 11, 16, 57, 67, 143

McKenna, PJ., 4, 170, 314, 358

Meister, Ch., 221

Meleshko, V.V., 2

Miersemann, E., 14, 62, 94

Mikhlin, S.G., 5

Miranda, C., 47, 57, 151

Mitidieri, E., 182, 252, 253, 339, 358,
359, 361

Mohr, E., 13

Montenegro, M., 361

Moradifam, A., 361

Moreau, J.-J., 12, 14, 61, 94

Nadirashvili, N.S., 13, 72, 94

Nakai, M., 11

Nazarov, S.A., 58

Nehari, Z., 204, 221

Ni, WM., 225, 358

Nicolesco, M., 143, 182

Nirenberg, L., 21, 143, 225, 258, 312,
358, 359

Nitsche, J.C.C., 23, 383

Obata, M., 312

Osher, S., 11

Oswald, P, 255, 358, 359
Ou, B., 358

Ould Ahmedou, M., 295, 360

Palmieri, G., 269, 359
Paneitz, S.M., 18
Parini, E., 182



AUTHOR-INDEX

Passaseo, D., 296

Payne, L.E., 75, 95

Pinkall, U., 384

Pipher, J., 57

Pohozaev, S.1., 20, 250, 339, 359
Polden, A., 384

Pdlya, G., 14,70, 75

Pucci, P, 21, 259, 359

Rabinowitz, P.H., 269

Rayleigh, JW.S., 13,72, 94
Reichel, W., 314, 360, 361
Riviere, T., 384

Robert, F., 19, 20, 143, 221, 360
Rossmann, J., 57

Rutman, M.A., 12, 59, 60, 94, 185

Salaun, M., 5

Sapondzyan, O.M., 8, 16, 57

Sario, L., 11

Sassone, E., 185, 193, 220, 221

Schitzle, R., 24, 384

Schmidt, P.G., 256, 276, 320, 359,
360

Schoen, R., 358

Schroder, J., 221

Seif, J.B., 11

Serrin, J., 21, 259, 358, 359

Shaffer, D.H., 68, 94

Shaposhnikova, T.O., 11

Shimorin, S., 10, 185

Sieveking, M., 143, 182

Sigillito, V.G, 15, 95

Simon, L., 384

Simonett, G., 384

Singer, D.A., 364, 384

Smith, H.L., 320

Smith, J., 15, 95

Soranzo, R., 358, 359

Sperner Jr., E., 94

Spruck, J., 237, 312

Steiner, J., 69

Steklov, V., 7, 114, 116

Struwe, M., 238, 296, 299, 305, 359

Stylianou, A., 182

409

Swanson, Ch.A., 358
Szego, G., 13, 14, 70, 75

Talenti, G., 13, 70, 74, 94, 293
Tomi, F., 182
Troy, W.C., 226, 358

van der Vorst, R.C.A.M., 245, 252,
358-360

Verchota, G., 57

Volterra, V., 182

von Karman, Th., 14

von Wahl, W., 358

Walter, W., 170

Wang, G., 19

Warnault, G., 361

Wei, J., 312, 360, 361
Weinberger, H.E,, 15, 95
Weth, T., 95, 295, 358, 360
Widman, K.-O., 143
Wieners, Ch., 14, 94
Willem, M., 295, 360
Willmore, T.J., 384
Willms, B., 15,94

Xu, X., 312, 360

Yamabe, H., 358
Yang, P.C., 19, 312, 358, 360

Zhao, Z., 115, 143, 182
Ziemer, W., 94
Zygmund, A., 44



410

Subject-Index

a priori estimates, 15, 42-44, 46, 57,
140, 202, 237, 364, 380

adjoint boundary operator, 36

Agmon’s condition, 38, 57

almost positivity, 98, 183, 198, 199,
212,214

arclength, 369

Babuska paradox, 16, 17, 52, 58
Banach lattice, 61, 173
beam, 2, 3
clamped, 3
hinged, 3
nonlinear, 4
simply supported, 3
Beltrami system, 190, 191
biharmonic, 1, 2, 9, 11-13, 15, 18,
119-121, 123, 132, 145,
157, 170, 182-184, 193,
194, 197-199, 204, 205,
208, 212-214, 216, 220,
221, 224, 255, 256, 294,
299, 329, 359
biholomorphic map, 187
biological membranes, 23
blow-up procedure, 213, 307
Boggio’s Green function, 10, 49, 98,
215, 216, 220
Boggio-Hadamard conjecture, 10,
198, 221
boundary conditions
clamped, 3
Dirichlet, 6, 7, 33, 223, 237, 364
almost positivity, 199, 212,
214
positivity, 145, 146, 149, 151,
155, 159
free, 4, 245
hinged, 3, 7
mixed Dirichlet-Navier, 33, 168
Navier, 7, 17, 33, 223, 238
simply supported, 3

Subject—Index

Steklov, 7, 12, 33, 45, 114, 116,
223,238
positivity, 145, 166, 170, 179

boundary curvature, 6
boundary kernel estimates, 160
boundary operators, 32, 33, 35

Dirichlet system, 35

natural, 37

normal system, 35

stable, 37
boundary value problems, 1

Dirichlet, 6

Navier, 7

Steklov, 7

Christoffel symbols, 369
clamped plate, vii, 6
almost positivity, 183, 198, 199,
212,214
first buckling eigenvalue, 13, 75
first eigenvalue, 12, 13, 72
positivity, 98, 185, 221
Rayleigh conjecture, 71
sign change, 11
classical solution, 43, 361
closeness
differential operators, 185
domains, 184, 185
conformal, 187
compactness, 22, 24, 30, 37, 47, 54,
174, 224, 238, 240, 260—
263, 267, 273, 282, 296,
299, 300, 305, 306, 309,
350, 359
comparison w.r.t. initial data, 315
complementing condition, 32, 33, 42,
57
counterexample, 34
concave corner paradox, 16, 51, 57
concentration-compactness principle,
76, 309
conformal covariance, 18, 224, 312



SUBJECT-INDEX

conformal map, 10, 186, 187, 194
Green function, 186
conformal metric, 18-20, 312, 313
completeness, 319, 326
conjecture
Boggio-Hadamard, 10, 198, 221
Kuttler, 92
Pdélya-Szego, 75
Pucci-Serrin, 21, 259, 260
Rayleigh, 13, 71
cooperative, 8
covariant derivative, 369
critical dimension, 21, 259
Navier boundary conditions,
277
weakly, 259, 292
critical growth, 20, 224, 236, 249
Dirichlet problem, 255
existence, 259, 260, 266, 295,
297
nonexistence, 21, 255, 256,
259, 260
Navier problem, 275
existence, 277, 295, 297
nonexistence, 21, 276, 277
nontrivial geometry, 296
nontrivial topology, 295
Steklov problem, 280
critical Sobolev exponent, 240
curvature
Gaussian, 5, 23, 365
hyperbolic half plane, 369, 370
mean, 5, 23, 365

differential inequality, 162
dimension, critical, 21
Dirichlet problem, 7, 33, 35, 223, 237
almost positivity, 199, 212, 214
critical growth, 255, 256, 259,
260, 266, 295, 297
first buckling eigenvalue, 75
minimisation w.r.t. domains,
76,79
first eigenvalue, 6668

411

minimisation w.r.t. domains,
72
kernel estimates, 102, 103, 123,
132
positivity, 145, 146, 149-152,
155, 156, 158, 159, 205,
219
subcritical growth, 237
supercritical growth, 329
Willmore surface, 364, 381
distance function, 97
domain perturbation, 185, 186, 219,
220
smooth, 123
dual cone, 14
decomposition, 62, 238, 241

eigenvalue problem
Dirichlet boundary conditions,
66-68, 72
buckling, 75, 76, 79
Steklov boundary conditions,
81, 82, 85, 90, 92
elastic energy
beam, 2
curves, hyperbolic half plane,
364
plate, 5, 23, 169, 383
ellipticity, 26, 38, 57
embedding theorem, 30, 240
energy doubling, nodal solutions, 298
Euler-Lagrange equation, 3-5, 8, 23,
224, 240, 286, 329, 366,
371
existence
critical growth, 259, 260, 266,
2717, 280, 295, 297, 313,
361
linear problems, 39, 41, 43, 44
subcritical growth, 237, 238,
361
supercritical growth, 329-331
Willmore surface, 363, 381

Fichera’s principle of duality, 15, 88
finite elements approximation, 8



412

first buckling eigenvalue, 75, 94
minimisation w.r.t. domains, 76,
79
first eigenfunction
positivity, 66, 81
sign change, 67, 68
first eigenvalue
minimisation w.r.t. domains, 72,
90, 92
multiplicity, 68
simplicity, 66, 67, 81
first fundamental form, 365
formally adjoint operator, 162
Fréchet differentiable, 266
Fredholm alternative, 32
fundamental solution, 48, 121

Gauss-Bonnet-formula, 19
Gaussian curvature, 5, 23, 365
Gelfand triple, 57
geodesics, 370
geometrically complicated domains,
294
Green adjoint boundary operator, 36
Green function, 10, 48, 227
biharmonic, 123, 132
positivity, 10, 219
regions of positivity, 205
sign change, 10, 11
Boggio’s formula, 10, 49
convergence, 139
half space, 49, 216
uniqueness, 219
negative part, 12, 199, 212
small, 183, 198, 212
polyharmonic, 49, 102, 104
positivity, 185
regions of positivity, 206
smoothness, 120
Green operator, 17, 147, 149, 172
Green’s formula, 36
growth conditions
critical, 249
subcritical, 234
supercritical, 327, 328

Subject—Index

Harnack inequalities, 143
Hilbert triple, 36
hinged plate, 7, 169
paradox, 16, 51, 57
positivity, 169
uniqueness, 169
Hopf boundary lemma, 151, 230
hyperbolic half plane, 364, 368
Christoffel symbols, 369
covariant derivative, 369
curvature, 369, 370
geodesics, 370
Willmore functional, 370
hyperbolic space, 313
prescribed Q-curvature, 20, 312

inequality

differential, 162

Hardy, 351

interpolation, 29

Poincaré, 29

Sobolev, 21, 240, 241

remainder term, 290, 293

invariant, 61
irreducible, 61

Jentzsch’s theorem, 60, 185

Kellogg-Warschawski theorem, 187
kernel estimates
Dirichlet boundary conditions,
102, 103, 123,132
Poisson operator, 138, 160
Steklov boundary conditions,
114,116
Kirchhoff-Love plate model, 6
Krein-Rutman theorem, 61, 185
Kuttler conjecture, 92

Lamé constant, 5

Laplace-Beltrami operator, 18, 23,
365

lattice ideal, 61

limacons de Pascal, 10, 193

Liouville’s theorem, 217

local maximum principle, 162, 163



SUBJECT-INDEX

local positivity
biharmonic operator, 205
polyharmonic operator, 206
Lopatinski-Shapiro condition, 57
LP-estimates, 44

maximum modulus estimate, 46

mean curvature, 5, 23, 365

mild solution, 43

minimal solution, 328

Mobius transformation, 194, 197,
198, 364

mountain pass lemma, symmetric,
269

moving planes, 22, 230

Navier problem, 7, 223, 238
critical growth, 275-277, 295,
297
negative part, smallness, 198, 212
Neumann series, 148, 161, 179
nonexistence, 255, 256, 259, 260,
276
nonnegative operator, 173
normal form, 186, 190
Schauder estimates, 191

operator

biharmonic, 12, 13, 45, 119-
121, 123, 132, 170, 299

boundary, 32, 33, 35

differential, closenesss, 185

elliptic, 26, 38

formally adjoint, 162

Green, 17, 147, 149, 172

Green adjoint boundary, 36

Laplace-Beltrami, 18, 23, 365

nonnegative, 173

ordering, 173

Paneitz, 19, 224, 312

Poisson, 172

polyharmonic, 1, 10, 22, 26, 32,
48, 98, 108, 185, 193, 205,
206, 220

strictly positive, 173

strongly positive, 173

413
trace, 28
optimal Sobolev constant, 240, 242,
245

optimal Sobolev inequality, 240

remainder term, 290, 293
order of a Dirichlet system, 35
outer ball condition, 50

Palais-Smale condition, 267
Palais-Smale sequence, 266
compactness, 299, 305
Paneitz equation, 18
hyperbolic space, 312
infinitely many solutions, 313
Paneitz operator, 18, 19, 224, 312
paradox
Babuska, 17, 52, 58
Sapondzyan, 16, 51, 57
plate, 2, 5
clamped, 6
first buckling eigenvalue, 75
first eigenvalue, 72
positivity, 185, 221
Rayleigh conjecture, 71
sign change, 11
first buckling eigenvalue, 13
first eigenvalue, 12, 13
hinged, 7, 169
paradox, 16, 51, 57
positivity, 169
uniqueness, 169
nonlinear model, 23, 383
Steklov eigenvalue problem, 15
von Karman equations, 14, 75
Pohozaev identity, 20
Dirichlet boundary conditions,

250

Navier boundary conditions,
252

Steklov boundary conditions,
253

Poincaré inequality, 29

Poincaré metric, 313

Poisson operator, 172
kernel estimates, 138



414

Poisson ratio, 5
Pélya-Szegd conjecture, 75
polygon-circle paradox, 16, 17, 52,
58
polyharmonic, 1, 10, 20, 22, 26, 32,
48,98, 108, 145, 151, 156,
157, 182, 184-186, 193,
205, 206, 220, 223, 225,
255, 259, 295, 358, 359,
361
positive solution, radial symmetry,
22,225,226
positivity, 10, 98, 171, 172, 219, 238
boundary data, 146, 151, 155
clamped plate, 10, 98
counterexample, 10
Dirichlet boundary conditions
perturbation theory, 12, 159
Dirichlet boundary data, 146
lower order perturbations, 145,
146
perturbation result, 145, 184
boundary data, 159
higher dimensional, 146, 219
two dimensional, 185
regions of, 205, 206
resolvent, 149
Steklov boundary conditions,
145, 166, 170, 179
transition to sign change, 220
positivity preserving property, 9, 60
principal part perturbation, 189
Pucci-Serrin conjecture, 21, 259, 260

Q-curvature, 18
prescribed, 20, 312
complete metric, 319
conformal metric, 313
hyperbolic space, 20, 312
quasilinear, 23, 363

radial symmetry, 22, 226
monotonicity, 225, 226
counterexample, 226
Rayleigh conjecture, 13, 71
rearrangement, 70, 245

Subject—Index

regions of positivity, 205, 206, 214
regular solution, 328
regularity, 42, 44, 57, 236, 331, 358,
382

corner domain, 52

index, 31
Rellich-Kondrachov theorem, 30
remainder term, 290, 293
resolvent, 149
Riemannian mapping theorem, 187
Riesz potential, 140

Sapondzyan paradox, 16, 51, 57
scalar curvature, 313, 318
Schauder estimates, 43, 188, 191
second fundamental form, 365
semilinear, 20, 22, 223
sign change, 10, 11
blow-up procedure, 213
minimal distance, 214
resolvent, 150
singular solution, 328
Sobolev inequality, 21, 240, 241
remainder term, 290, 293
solution, 328
classical, 43, 361
fundamental, 121
mild, 43
minimal, 328
regular, 328
singular, 328
strong, 41
weak, 38
spherical rearrangement, 70, 245
Steklov problem, 7, 12, 45, 145, 223,
238
first eigenvalue, 81, 92
harmonic estimates, 15
minimisation w.r.t. domains,
90, 92
kernel estimates, 114, 116
orthogonal decomposition, 84
positivity, 166, 170-172, 179
spectrum, 82, 85
strictly positive operator, 173



SUBJECT-INDEX

strong solution, 41
strongly positive operator, 173
Struwe-type compactness result, 299,
305
subcritical growth, 22, 224, 234
a priori estimates, 237
existence, 237, 238
supercritical growth, 22, 327, 328
extremal solution, 329
regular, 331
regular minimal solution, 329,
340
singular solution, 330, 344, 351
nonexistence, 329
uniqueness, 330
stability analysis, 331
suspension bridge, 4
symmetric mountain pass lemma,
269
symmetrisation, 69
comparison result, 70
symmetry, 226, 238
Dirichlet boundary conditions,
225
Navier boundary conditions,
226

theorem
critical growth, 255, 256, 259,
260, 266, 276, 277, 280,
295,297
Dirichlet boundary conditions
almost positivity, 199, 212,
214
positivity, 146, 152, 159, 185,
219
dual cone decomposition, 62
embedding, 30, 240
Rellich-Kondrachov, 30
Green function estimates, 102,
103, 123, 132
Jentzsch, 60, 185
Kellogg-Warschawski, 187
Krein-Rutman, 61, 185
Kauttler conjecture, 92

415

linear theory, 39, 41, 43, 44, 46
Liouville, 217
optimal Sobolev constant, 242,
245
Poisson operator
kernel estimates, 138
prescribed Q-curvature, 313
Pucci-Serrin conjecture, 260
Rayleigh conjecture, 72
regions of positivity, 205, 206
Riemannian mapping, 187
Steklov boundary conditions
positivity, 166, 172
subcritical growth, 237, 238
supercritical growth, 329-331
symmetrisation, 70
symmetry, 225, 226
3-G, 108
Poisson kernel, 160
Willmore surface, existence,
363
topologically complicated domains,
295
traces, 27, 28
travelling waves, 4

unique continuation principle, 20,
244, 255
uniqueness, 15, 17, 166, 170, 219,
280
hinged plate, 169
linear problems, 39, 41, 43, 44
supercritical growth, 330

weak L?-norm, 290

weak solution, 38

Willmore equation, 23

Willmore functional, 364, 366
conformal invariance, 364
hyperbolic half plane, 370
monotonicity, 379

Willmore surface, 23, 363
Dirichlet problem, 24, 363, 381
of revolution, 24, 363, 381
singular limit, 364



	Preface
	Acknowledgements
	Models of higher order
	Classical problems from elasticity
	The static loading of a slender beam
	The Kirchhoff-Love model for a thin plate
	Decomposition into second order systems

	The Boggio-Hadamard conjecture for a clamped plate
	The first eigenvalue
	The Dirichlet eigenvalue problem
	An eigenvalue problem for a buckled plate
	A Steklov eigenvalue problem

	Paradoxes for the hinged plate
	Sapondzyan's paradox by concave corners
	The Babuška paradox

	Paneitz-Branson type equations
	Critical growth polyharmonic model problems
	Qualitative properties of solutions to semilinear problems
	Willmore surfaces

	Linear problems
	Polyharmonic operators
	Higher order Sobolev spaces
	Definitions and basic properties
	Embedding theorems

	Boundary conditions
	Hilbert space theory
	Normal boundary conditions and Green's formula
	Homogeneous boundary value problems
	Inhomogeneous boundary value problems

	Regularity results and a priori estimates
	Schauder theory
	Lp-theory
	The Miranda-Agmon maximum modulus estimates

	Green's function and Boggio's formula
	The space H2H10 and the Sapondzyan-Babuška paradoxes
	Bibliographical notes

	Eigenvalue problems
	Dirichlet eigenvalues
	A generalised Krein-Rutman result
	Decomposition with respect to dual cones
	Positivity of the first eigenfunction
	Symmetrisation and Talenti's comparison principle
	The Rayleigh conjecture for the clamped plate

	Buckling load of a clamped plate
	Steklov eigenvalues
	The Steklov spectrum
	Minimisation of the first eigenvalue

	Bibliographical notes

	Kernel estimates
	Consequences of Boggio's formula
	Kernel estimates in the ball
	Direct Green function estimates
	A 3-G-type theorem

	Estimates for the Steklov problem
	General properties of the Green functions
	Regularity of the biharmonic Green function
	Preliminary estimates for the Green function

	Uniform Green functions estimates in C4,-families of domains
	Uniform global estimates without boundary terms
	Uniform global estimates including boundary terms
	Convergence of the Green function in domain approximations

	Weighted estimates for the Dirichlet problem
	Bibliographical notes

	Positivity and lower order perturbations
	A positivity result for Dirichlet problems in the ball
	The role of positive boundary data
	The highest order Dirichlet datum
	Also nonzero lower order boundary terms

	Local maximum principles for higher order differential inequalities
	Steklov boundary conditions
	Positivity preserving
	Positivity of the operators involved in the Steklov problem
	Relation between Hilbert and Schauder setting

	Bibliographical notes

	Dominance of positivity in linear equations
	Highest order perturbations in two dimensions
	Domain perturbations
	Perturbations of the principal part

	Small negative part of biharmonic Green's functions in two dimensions
	The biharmonic Green function on the limaçons de Pascal
	Filling smooth domains with perturbed limaçons

	Regions of positivity in arbitrary domains in higher dimensions
	The biharmonic operator
	Extensions to polyharmonic operators

	Small negative part of biharmonic Green's functions in higher dimensions
	Bounds for the negative part
	A blow-up procedure

	Domain perturbations in higher dimensions
	Bibliographical notes

	Semilinear problems
	A Gidas-Ni-Nirenberg type symmetry result
	Green function inequalities
	The moving plane argument

	A brief overview of subcritical problems
	Regularity for at most critical growth problems
	Existence
	Positivity and symmetry

	The Hilbertian critical embedding
	The Pohozaev identity for critical growth problems
	Critical growth Dirichlet problems
	Nonexistence results
	Existence results for linearly perturbed equations
	Nontrivial solutions beyond the first eigenvalue

	Critical growth Navier problems
	Critical growth Steklov problems
	Optimal Sobolev inequalities with remainder terms
	Critical growth problems in geometrically complicated domains
	Existence results in domains with nontrivial topology
	Existence results in contractible domains
	Energy of nodal solutions
	The deformation argument
	A Struwe-type compactness result

	The conformally covariant Paneitz equation in hyperbolic space
	Infinitely many complete radial conformal metrics with the same Q-curvature
	Existence and negative scalar curvature
	Completeness of the conformal metric

	Fourth order equations with supercritical terms
	An autonomous system
	Regular minimal solutions
	Characterisation of singular solutions
	Stability of the minimal regular solution
	Existence and uniqueness of a singular solution

	Bibliographical notes

	Willmore surfaces of revolution
	An existence result
	Geometric background
	Geometric quantities for surfaces of revolution
	Surfaces of revolution as elastic curves in the hyperbolic half plane

	Minimisation of the Willmore functional
	An upper bound for the optimal energy
	Monotonicity of the optimal energy
	Properties of minimising sequences
	Attainment of the minimal energy

	Bibliographical notes

	Notations, citations and indexes
	Notations
	Bibliography
	Author--Index
	Subject--Index




