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Introduction

Until the late 1980ies, most mathematicians believed that Lie groups

and Lie algebras are rigid objects, that is, they don’t admit deforma-

tions. The situation changed drastically, as Drinfeld has got the Fields

medal in 1990 partially for the invention of quantum groups (quantized

enveloping algebras). Lusztig developed an approach to quantized en-

veloping algebras via a pairing of N0-graded algebras. Motivated by

work of Kac, Lusztig’s starting point is a Cartan matrix of finite type,

and the quantized enveloping algebra is constructed from an algebra

satisfying a universal property. In this lecture, I will explain Nichols al-

gebras of diagonal type. These algebras are more general than Lusztig’s

algebras, and for their definition no Lie theoretical input is used. We

will see, how much structure Nichols algebras have, and how to get

their combinatorics which generalizes the combinatorics of semisimple

Lie algebras.

1. Hopf algebras and braided Hopf algebras

For an introduction to Hopf algebras see [Swe69]. Let us recall the

basic definitions. If not stated differently, all algebras are defined over

a base field k, and are unital and associative.

Definition 1.1. A coalgebra is a triple (C, ∆, ε), where C is a vector

space over k and ε : C → k, ∆ : C → C ⊗ C (tensor product over k)

are linear maps such that following diagrams commute (identify C and
1
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k⊗ C).

(1.1)

C
∆
−−−→ C ⊗ C

∆



y



y∆⊗id

C ⊗ C
id⊗∆
−−−→ C ⊗ C ⊗ C

,

C C C
∥
∥
∥ ∆



y

∥
∥
∥

k ⊗ C
ε⊗id
←−−− C ⊗ C

id⊗ε
−−−→ C ⊗ k

.

Sweedler notation: Let C be a coalgebra and c ∈ C. Then there exist

n ∈ N0 and c1, · · · , cn, d1, · · · , dn ∈ C such that ∆(c) =
∑n

i=1 ci ⊗ di.

We write ∆(c) = c(1) ⊗ c(2). Coassociativity of ∆ allows us to write

(∆⊗ id)∆(c) = (id⊗∆)∆(c) = c(1) ⊗ c(2) ⊗ c(3).

Definition 1.2. Let C be a coalgebra. A (left) C-comodule is a pair

(V, ∆L), where V is a vector space over k and ∆L : V → C ⊗ V is a

map such that the following diagrams are commutative.

V
∆L−−−→ C ⊗ V

∥
∥
∥ ε⊗id



y

V k⊗ V

,

V
∆L−−−→ C ⊗ V

∆L



y



y∆⊗id

C ⊗ V
id⊗∆L−−−−→ C ⊗ C ⊗ V

.(1.2)

A coideal of C is a subspace D ⊂ C such that ∆(D) ⊂ D⊗C +C⊗D

and ε(D) = 0. A left coideal of C is a subspace D ⊂ C such that

∆(D) ⊂ C ⊗D, that is, a left C-subcomodule of C with respect to the

map ∆L = ∆.

Note that a nonzero left coideal is not a coideal: If D is a left coideal,

ε(D) = 0, and d ∈ D, then d = (id ⊗ ε)∆(d) = d(1)ε(d(2)) = 0 by

Def. 1.2, hence D = 0.

Similarly one defines right comodules and right coideals of a coalge-

bra. The Sweedler notation can be generalized to left comodules V via

∆L(v) = v(−1) ⊗ v(0) for all v ∈ V .

Let H be an algebra. Then there is a unique algebra structure on

H ⊗H such that

(a⊗ b)(c⊗ d) = ac⊗ bd for all a, b, c, d ∈ H .(1.3)

Definition 1.3. A Hopf algebra is a 6-tuple H = (H, µ, 1, ∆, ε, S),

where (H, µ, 1) is a (unital associative) algebra, (H, ∆, ε) is a coalgebra,

and S : H → H is a linear map such that ∆ : H → H ⊗ H and
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ε : H → k1 are algebra maps and S satisfies

(1.4)

H ⊗H
∆
←−−− H

∆
−−−→ H ⊗H

(id⊗S)



y 1ε



y S⊗id



y

H ⊗H −−−→
µ

H ←−−−
µ

H ⊗H

.

Using Sweedler notation, this means that S(h(1))h(2) = h(1)S(h(2)) =

ε(h)1 for all h ∈ H .

Let H, H ′ be Hopf algebras. A linear map f : H → H ′ is called a

Hopf algebra map, if f(ab) = f(a)f(b), f(a(1)) ⊗ f(a(2)) = f(a)(1) ⊗

f(a)(2) for all a, b ∈ H .

The above axioms without S define a bialgebra structure on H .

Fact: If the antipode of a bialgebra exists, then it is unique, and is

an algebra and coalgebra antihomomorphism.

Example 1.4. Let G be a group. The group algebra

kG = span
k
{g | g ∈ G}

is a Hopf algebra with product and unit induced by the product and

neutral element of G, and coproduct and counit

∆(g) = g ⊗ g, ε(g) = 1 for all g ∈ G.

Definition 1.5. Let H be a Hopf algebra. A Yetter-Drinfel’d module

over H is a triple (V, ·, ∆L), where · : H ⊗ V → V , ∆L : V → H ⊗ V

are linear maps, (V, ·) is an H-module, (V, ∆L) is an H-comodule, and

∆L(h · v) = h(1)v(−1)S(h(3))⊗ h(2) · v for all h ∈ H , v ∈ V .(1.5)

The category H
HYD of Yetter-Drinfel’d modules over a Hopf algebra

H (morphisms are linear maps commuting with actions and coactions)

is equivalent to the category of H-bimodules H bicomodules with the

natural compatibility conditions.

Example 1.6. Let G be a group and (V, ∆L) a left comodule over kG.

For all g ∈ G, v ∈ V let vg ∈ V such that ∆L(v) =
∑

g∈G g ⊗ vg (finite

sum). Then for all v ∈ V ,
∑

g∈G

g ⊗ g ⊗ vg =
∑

g∈G

∆(g)⊗ vg =
∑

g∈G

g ⊗∆L(vg)
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by coassociativity of ∆L, hence ∆L(vg) = g ⊗ vg for all g ∈ G, v ∈ V .

On the other hand, v =
∑

g∈G ε(g)vg =
∑

g∈G vg for all v ∈ V , and

hence V = ⊕g∈GVg, where Vg = {v ∈ V |∆L(v) = g ⊗ v}.

Assume that G is abelian, and that (V, ·, ∆L) is a Yetter-Drinfel’d

module over G. Then ∆L(h · v) = hgh−1 ⊗ h · v = g ⊗ h · v for all

g, h ∈ G, v ∈ Vg. Hence Vg is a G-module for all g ∈ G. Assume that

G acts on each Vg, g ∈ G, by characters, that is, V = ⊕g∈G,ξ∈ĜV ξ
g ,

where

V ξ
g = {v ∈ Vg | h · v = ξ(h)v for all h ∈ G}.

We say that V is of diagonal type.

Fact: If k is algebraically closed of characteristic 0, and G is a finite

abelian group, then all finite-dimensional Yetter-Drinfel’d modules over

kG are of diagonal type.

Proposition 1.7. Let H be a Hopf algebra, and let V, W ∈ H
HYD.

Then V ⊗W ∈ H
HYD, where

∆L(v ⊗ w) =v(−1)w(−1) ⊗ (v(0) ⊗ w(0)), h · (v ⊗ w) =h(1) · v ⊗ h(2) · w

for all v ∈ V , w ∈ W , h ∈ H. If the antipode of H is bijective and

dim V <∞, then V ∗ ∈ H
HYD, where

(v∗)(−1) (v∗)(0)(v) =S−1(v(−1)) v∗(v(0)), (h · v∗)(v) =v∗(S(h) · v)

for all v ∈ V , w ∈W , v∗ ∈ V ∗.

For the definition of Nichols algebras we need a more general context

[AS02].

Let H be a Hopf algebra and B an algebra in H
HYD. This means that

B is a Yetter-Drinfel’d module over H , ∆L(1) = 1 ⊗ 1, and the mul-

tiplication map µ : B ⊗ B → B is a map of Yetter-Drinfel’d modules.

Then B ⊗B becomes an algebra in H
HYD such that

(a⊗ b)(c⊗ d) = a(b(−1) · c)⊗ b(0)d for all a, b, c, d ∈ B,

where · denotes the left action of H on B. (In general, B ⊗ B with

the componentwise multiplication, see Eq. (1.3), is not an algebra in
H
HYD.)
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Definition 1.8. Let H be a Hopf algebra. A braided Hopf algebra in
H
HYD is a 6-tuple B = (B, µ, 1, ∆, ε, SB), where (B, µ, 1) is an algebra in
H
HYD, (B, ∆, ε) is a coalgebra in H

HYD, and SB : B → B is a morphism

in H
HYD such that ∆ : B → B ⊗ B and ε : B → k1 are algebra maps

and SB satisfies relations similar to Def. 1.3.

Example 1.9. (Important!) Let H be a Hopf algebra and V ∈ H
HYD.

The tensor algebra T (V ) = ⊕∞
n=0V

⊗n is a braided Hopf algebra, where

∆(v) = 1⊗ v + v ⊗ 1 ∈ T (V )⊗ T (V ), ε(v) = 0 for all v ∈ V .

Exercise: Let u, v, w ∈ V . Then (for brevity, write elements of T (V )

without tensor product sign)

∆(u + vw) = ∆(u) + ∆(v)∆(w)

= 1⊗ u + u⊗ 1 + (1⊗ v + v ⊗ 1)(1⊗ w + w ⊗ 1)

= 1⊗ u + u⊗ 1 + 1⊗ vw + (v(−1) · w)⊗ v(0) + v ⊗ w + vw ⊗ 1.

If H = kG is a group algebra, V is of diagonal type, g ∈ G, and v ∈ Vg,

w ∈ V , then

∆(vw) = 1⊗ vw + (g · w)⊗ v + v ⊗ w + vw ⊗ 1(1.6)

for all v, w ∈ V .

For the coproduct of a braided Hopf algebra, we use modified Sweedler

notation: ∆(b) = b(1) ⊗ b(2) for all b ∈ B.

Let H be the group algebra of the trivial group, that is, H = k1.

Then B is a braided Hopf algebra in H
HYD if and only if B is a Hopf

algebra.

Proposition 1.10. (Radford’s biproduct, Majid’s bosonization) Let H

be a Hopf algebra and B ∈ H
HYD a braided Hopf algebra. Define on

B ⊗H a product by

(b⊗ h)(b′ ⊗ h′) = b(h(1) · b′)⊗ h(2)h
′, b, b′ ∈ B, h, h′ ∈ H,

and a coproduct by

∆(b⊗ h) = (b(1) ⊗ (b(2))(−1)h(1))⊗ ((b(2))(0) ⊗ h(2)), b ∈ B, h ∈ H.

Then B ⊗H becomes a Hopf algebra with antipode

S(b⊗ h) = (1⊗ S(h)S(b(−1)))(SB(b(0))⊗ 1) for all b ∈ B.
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Notation: B#H.

Note: B#1 is a subalgebra and 1#H is a Hopf subalgebra of B#H .

Proof. Just check the definition of a Hopf algebra. E.g. antipode: We

have to check that x(1)S(x(2)) = S(x(1))x(2) = ε(x)1 for all x ∈ B#H .

For x = b#h, where b ∈ B, h ∈ H , we get

(b(1)#(b(2))(−1)h(1))S((b(2))(0)#h(2))

= (b(1)#(b(2))(−2)h(1))S(h(2))S((b(2))(−1))SB((b(2))(0))

= ε(h)(b(1)#(b(2))(−2)S((b(2))(−1))SB((b(2))(0))

= ε(h)ε((b(2))(−1))(b
(1)#1)SB((b(2))(0))

= ε(h)(b(1)#1)SB(b(2)) = ε(h)ε(b).

�

Bosonization is the starting point of the Lifting Method (by An-

druskiewitsch and Schneider) to classify pointed Hopf algebras (i. e.

when all simple left comodules are one-dimensional).

2. Nichols algebras

The main reference is the survey article [AS02].

2.1. Definitions and examples. Let H be a Hopf algebra and V ∈
H
HYD. Recall that

T (V ) = ⊕∞
n=0V

⊗n

is an N0-graded algebra, where deg x = n for all x ∈ V ⊗n, n ∈ N0.

Lemma 2.1. There exists a unique maximal coideal I(V ) among all

coideals of T (V ) which are contained in T++(V ) = ⊕n≥2V
⊗n. The

coideal I(V ) is homogeneous with respect to the N0-grading of T (V ).

Proof. Let (Di)i∈I , be the family of all coideals of T (V ) contained in

T++(V ). Then D =
∑

i∈I Di ⊂ T++(V ) is a coideal of T (V ). Indeed,
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let k ∈ N, xi ∈ Di, i ∈ {i1, · · · , ik} ⊂ I. Then

∆
( k∑

j=1

xij

)

=

k∑

j=1

∆(xij ) ∈

k∑

j=1

(Dij ⊗ T (V ) + T (V )⊗Dij )

⊂ D ⊗ T (V ) + T (V )⊗D.

Thus D = Di0 for some i0 ∈ I, and Di ⊂ D for all i ∈ I. We get

I(V ) = D.

We show that I(V ) is homogeneous. Let πn : T (V ) → V ⊗n be

the natural projection map. Define D = ⊕n≥2πn(I(V )). Then D ⊂

T++(V ). Since ∆(1) = 1⊗ 1 and ∆(v) = v ⊗ 1 + 1⊗ v for all v ∈ V ,

for n = 0, 1 we get

∆(x) = ⊕n
m=0πm(x(1))⊗ πn−m(x(2)) for all x ∈ V ⊗n.(2.1)

We know: ∆ is an algebra map, V ⊗n ∈ H
HYD, and vπn(x) = πn+1(vx)

for all v ∈ V , x ∈ T (V ), n ∈ N0. Using this, one can show that

Eq. (2.1) holds for all n ∈ N0, and that ∆(D) ⊂ D⊗T (V )+T (V )⊗D.

Since I(V ) ⊂ D and I(V ) is maximal, we get D = I(V ). �

Definition 2.2. The quotient coalgebra B(V ) = T (V )/I(V ) is called

the Nichols algebra of V .

Similarly to the proof of Lemma 2.1 one can show, that I(V ) is an

ideal (by analyzing the ideal of T (V ) generated by I(V )). This implies

that

Theorem 2.3. The coalgebra B(V ) is an N0-graded braided Hopf al-

gebra.

In particular, B(V ) is an N0-graded algebra with homogeneous com-

ponents B(V )(0) = k and B(V )(1) = V . The name is chosen in honor

of W. Nichols, who studied (bosonozations of) Nichols algebras first

[Nic78], following a suggestion of Kaplansky.
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Example 2.4. Assume that H = k{1}, the group algebra of the trivial

group. Then V = V1 and 1 · v = v for all v ∈ V . Hence

∆(vw − wv) =1⊗ vw + w ⊗ v + v ⊗ w + vw ⊗ 1

− (1⊗ wv + v ⊗ w + w ⊗ v + wv ⊗ 1)

=1⊗ (vw − wv) + (vw − wv)⊗ 1.

by Eq. (1.6). Thus vw − wv ∈ I(V ) for all v, w ∈ V . One can show

that I(V ) is the ideal of T (V ) generated by vw − wv, v, w ∈ V . Thus

B(V ) = S(V ), the symmetric algebra of V .

Example 2.5. Let H = kZ/(2) be the group algebra of the group

{1,−1} of order two (with multiplication as composition). Assume

that V = V−1 and that (−1) · v = −v for all v ∈ V . Then

∆(v2) =1⊗ v2 + ((−1) · v)⊗ v + v ⊗ v + v2 ⊗ 1

=1⊗ v2 + v2 ⊗ 1

for all v ∈ V by Eq. (1.6). Thus v2 ∈ I(V ) for all v ∈ V . One can show

that I(V ) is the ideal of T (V ) generated by the elements v2, v ∈ V .

Thus B(V ) = Λ(V ), the exterior algebra of V .

Example 2.6. Assume that k = Q(q), where q is a parameter. Let n ∈

N, and assume that H = kZn. Write the elements of Zn exponentially:

em1α1+···+mnαn , where mi ∈ Z for all i = 1, . . . , n, and {αi | 1 ≤ i ≤ n}

is the standard basis of Zn. Let C = (cij)i,j=1,...,n ∈ Zn×n be a sym-

metrizable Cartan matrix and d1, . . . , dn ∈ N such that (dicij)i,j=1,...,n

is symmetric. Assume that V = span
k
{x1, . . . , xn} ∈

H
HYD such

that xi ∈ Veαi and eαi
· xj = qdicijxj for all i, j = 1, . . . , n. Then

B(V ) = Uq(n+), the quantized enveloping algebra of the positive part

n+ of the Kac-Moody Lie algebra g(C). The ideal I(V ) is generated

by the quantum Serre relations

[xi, . . . , [xi
︸ ︷︷ ︸

1−cij times

, xj ]q]q, i, j = 1, . . . , n, i 6= j(2.2)

where [xi, y]q = xiy − (eαi
· y)xi for all i = 1, . . . , n and y ∈ T (V ).

In a similar way one can obtain the quantized enveloping algebra

of the positive part of a basic classical Lie superalgebra (these are Lie
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superalgebras which can be defined in terms of a Cartan matrix with

zeros and twos on the diagonal).

The above examples show that we have many interesting examples

where H is the group algebra of an abelian group and V is of diagonal

type. From now on we will always assume this.

Oops: we got many examples related to Lie algebras. Is this an acci-

dent? Is there some Lie algebra combinatorics hidden in the structure

of Nichols algebras? We are going to look for generalized root systems

and generalized Weyl groups for arbitrary Yetter-Drinfeld modules of

diagonal type.

First we give characterizations of Nichols algebras of diagonal type.

Let G be an abelian group, H = kG, and V ∈ H
HYD finite-dimensional.

Recall: there exists n ∈ N, a basis {x1, . . . , xn} of V , elements g1, . . . , gn ∈

G and ξ1, . . . , ξn ∈ Ĝ such that

∆L(xi) = gi ⊗ xi, g · xi = ξi(g)xi for all i = 1, . . . , n, g ∈ G.

We fix such a basis and elements gi, ξi, i = 1, . . . , n. The following

constructions do not depend essentially on this choice. For all i, j =

1, . . . , n let qij ∈ k× = k \ {0} such that

gi · xj = qijxj .(2.3)

Let {α1, . . . , αn} be the standard basis of Zn.

2.2. Skew-differential operators.

Lemma 2.7. The Nichols algebra B(V ) is Zn-graded with deg xi = αi.

There is a unique Zn-module structure on B(V ) such that eαi
·xj = qjixj

for all i, j = 1, . . . , n.

Proof. The tensor algebra T (V ) has a unique Zn-grading with deg xi =

αi for all i = 1, . . . , n: deg xi1 · · ·xik = αi1 + · · · + αik for all k ∈ N0,

i1, . . . , ik = 1, . . . , n. Now replace in the proof of Lemma 2.1 the

projections to the N0-homogeneous components of I(V ) by the pro-

jections to the Zn-homogeneous components. It follows that I(V ) is

Zn-homogeneous, hence B(V ) is Zn-graded. For all i, j = 1, . . . , n, let

q̄i,j ∈ k×. For all β =
∑n

j=1 mjαj ∈ Zn and x ∈ B(V ) with deg x = β

define eαi
· xβ = q̄m1

i,i1
· · · q̄mn

i,in
xβ. This extends to an action of Zn on
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B(V ). Then the claim follows from the special case where q̄i,j = qji for

all i, j. �

Recall the algebra structure of T (V ) ⊗ T (V ). For all x ∈ T (V ) (or

B(V )), i = 1, . . . , n we get (by induction on the degree of x)

(1⊗ x)(xi ⊗ 1) = xi ⊗ (eαi
· x).(2.4)

For all i = 1, . . . , n and k ∈ N0 let ∂L
i : V ⊗k → V ⊗k−1, ∂R

i : V ⊗k →

V ⊗k−1 be linear maps such that

∂L
i (xi1 · · ·xik) =

k∑

j=1

δi,ijqi1iqi2i · · · qij−1ixi1 · · ·xij−1
xij+1

· · ·xin ,

∂R
i (xi1 · · ·xik) =

k∑

j=1

δi,ijqiij+1
qiij+2

· · · qiikxi1 · · ·xij−1
xij+1

· · ·xin .

Lemma 2.8. For all x, y ∈ T (V ) and i, j ∈ {1, 2, . . . , n},

∂L
i (1) =0, ∂L

i (xj) =δij , ∂L
i (xy) =∂L

i (x)y + (eαi
· x)∂L

i (y),

∂R
i (1) =0, ∂R

i (xj) =δij , ∂R
i (xy) =x∂R

i (y) + ∂R
i (x)(gi · y).

Proof. Direct calculation (for x, y take products of xi, 1 ≤ i ≤ n). �

Proposition 2.9. For all i = 1, . . . , n, the maps ∂L
i , ∂R

i induce skew-

derivations of B(V ). We have

∂L
i ∂R

j = ∂R
j ∂L

i for all i, j = 1, . . . , n.

Proof. Let x ∈ I(V ). Then there exist ai ∈ T (V ), 1 ≤ i ≤ n, such that

∆(x) = 1⊗ x +
∑n

i=1 xi ⊗ ai+ terms, where the first tensor factors are

N0-homogeneous of degree ≥ 2. Check by induction on the degree of

x that ∂L
i (x) = ai. Since I(V ) is a coideal, ai ∈ I(V ) for all i. Hence

∂L
i (I(V )) ⊂ I(V ), and ∂L

i induces a map ∂L
i ∈ Endk(B(V )). The proof

for ∂R
i is similar: Use that ∆(x) = x⊗ 1 +

∑n
i=1 bi ⊗ xi + · · · for some

bi ∈ I(V ).

If x ∈ k ⊕ V ⊂ B(V ), then ∂L
i ∂R

j (x) = ∂R
j ∂L

i (x) = 0 for all i, j =

1, . . . , n. Check that ∂L
i ∂R

j (xy) = ∂R
j ∂L

i (xy) for all x, y ∈ B(V ) such

that ∂L
i ∂R

j (x) = ∂R
j ∂L

i (x), ∂L
i ∂R

j (y) = ∂R
j ∂L

i (y). �
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Lemma 2.10. For all x ∈ T (V ), i = 1, . . . , n,

∆(∂L
i (x)) = ∂L

i (x(1))⊗ x(2), ∆(∂R
i (x)) = x(1) ⊗ ∂R

i (x(2)).

Proof. By induction on the N0-degree of x: decompose x as yxj resp.

xjy, j = 1, . . . , n. Use Eq. (2.4) and Lemma 2.8. �

Theorem 2.11. The ideal I(V ) coincides with the largest ideal among

all ideals I of T (V ) such that ε(I) = 0 and ∂L
i (I) ⊂ I for all i =

1, . . . , n.

One can replace ∂L
i by ∂R

i in Thm. 2.11.

Proof. By definition, ε(I(V )) = 0. By Prop. 2.9, I(V ) is stable under

∂L
i , i = 1, . . . , n. We have to show that the largest ideal Imax satisfying

these properties lies in I(V ).

The counit ε and the skew-derivations ∂L
i , i = 1, . . . , n, are Zn-

graded, hence Imax is Zn-graded. Let x ∈ T (V ). Assume that x is

Zn-homogeneous, ε(x) = 0 and ∂L
i (x) ∈ Imax for all i = 1, . . . , n. By

Lemma 2.8, Imax + (x) is an ideal contained in ker ε and stable under

∂L
i , i = 1, . . . , n, hence x ∈ Imax by maximality of Imax.

We show that Imax ⊂ T++(V ) and Imax is a coideal of T (V ) (that is,

(id⊗ π)∆(x) ∈ Imax ⊗ T (V )/Imax for all x ∈ Imax,

where π : T (V ) → T (V )/Imax is the canonical map). As noted, Imax

is N0-graded. Assume now that x ∈ Imax is N0-homogeneous. Since

ε(x) = 0 and ∂L
i (x) ∈ Imax for all i = 1, . . . , n, we get deg x ≥ 2.

Assume that (id ⊗ π)∆(y) ∈ Imax ⊗ T (V )/Imax for all y ∈ Imax with

deg y < deg x. Then

(∂L
i ⊗ π)∆(x) = (id⊗ π)∆(∂L

i (x)) ∈ Imax ⊗ T (V )/Imax

for all i = 1, . . . , n. Hence (id ⊗ π)∆(x) ∈ Imax ⊗ T (V )/Imax by the

previous paragraph. This proves the theorem. �

This theorem helps to check if a given ideal coincides with I(V ).

Example 2.12. Assume that qijqji = 1 for all 1 ≤ i < j ≤ n. For all

i = 1, . . . , n let hi ∈ N ∪ {∞} such that
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(1) if 1 + qii + q2
ii + · · ·+ qm−1

ii = 0 for some m ∈ N, then hi is the

smallest such number, and

(2) hi =∞ otherwise.

Then

B(V ) = T (V )/(xhk

k , xixj − qijxjxi | i < j, hk <∞),

and the set

{xm1

1 xm2

2 · · ·x
mn

n | 0 ≤ mi < hi for all i = 1, . . . , n}(2.5)

is a vector space basis of B(V ). (We use the convention m <∞ for all

m ∈ N0.)

Proof: For all i 6= j, check that ∂L
l (xixj − qijxjxi) = 0 for all l =

1, . . . , n (by using that qijqji = 1). Hence xixj − qijxjxi ∈ I(V ) for all

i 6= j. For all i ∈ {1, . . . , n} and m ∈ N check that

∂L
l (xm

i ) = δi,l(1 + qii + · · ·+ qm−1
ii )xm−1

i .

Thus if hi ∈ N then xhi

i ∈ I(V ). Therefore the set in Eq. (2.5) spans

B(V ).

Let x =
∑

0≤mj<hj ∀j am1,...,mn
xm1

1 · · ·x
mn
n ∈ T (V ), where am1,...,mn

∈

k for all m1, . . . , mn ≥ 0. Assume that x 6= 0. Check that there

exist l ≥ 0, j1, . . . , jl = 1, . . . , n such that ∂L
j1

∂L
j2
· · ·∂L

jl
(x) ∈ k×. Thus

x /∈ I(V ) by Thm. 2.11. Hence the set in Eq. (2.5) is a basis of B(V ).

There are many other characterizations of Nichols algebras of diago-

nal type (key words: quantum symmetrizer, non-degenerate pairing of

braided Hopf algebras, cotensor coalgebra). Let us give one more.

For any braided Hopf algebra B ∈ H
HYD let P (B) denote the set of

primitive elements:

x ∈ P (B) ⇔ ∆(x) = 1⊗ x + x⊗ 1.

Note that ε(1)x + ε(x)1 = x and hence ε(x) = 0 for all x ∈ P (B).

Theorem 2.13. Let I ⊂ T++(V ), I ∈ H
HYD such that T (V )/I is a

braided Hopf algebra. Then T (V )/I = B(V ) if and only if all primitive

elements of T (V )/I are contained in V .
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3. Kharchenko’s basis

Recall that G is an abelian group, H = kG is the group algebra,

V ∈ H
HYD is of diagonal type, and n = dim V . From now on we consider

a more special situation: We assume that the group homomorphism

(Zn, +)→ (G, ·), αi 7→ gi for all i = 1, . . . , n, is an isomorphism. This

is not an essential restriction, since the structure of the Nichols algebra

as an algebra and as a coalgebra depends only on the choice of the

algebra structure of T (V ) ⊗ T (V ), that is, only on the numbers qij

given in Eq. (2.3).

A bicharacter on an abelian group F is a map χ′ : F ×F → k× such

that

χ′(a + b, c) = χ′(a, c)χ′(b, c), χ′(c, a + b) = χ′(c, a)χ′(c, b)(3.1)

for all a, b, c ∈ F . Then χ′(0, c) = χ′(c, 0) = 1 for all c ∈ F (put

a = b = 0 in Eq. (3.1)).

Define a bicharacter χ on Zn by

χ(αi, αj) = qij for all i, j = 1, . . . , n.(3.2)

If V is as in Ex. 2.6, and the Cartan matrix is of finite type, then

Lusztig constructed a PBW basis of B(V ) using the longest element

of the Weyl group. Kharchenko [Kha99] (following Rosso’s ideas) gave

a PBW basis without restricting himself to Ex. 2.6.

Idea: give first a PBW basis for T (V ) using Lyndon words, and then

show that a subset of this basis is a PBW basis of B(V ).

3.1. Lyndon words. For an introduction see [Lot83].

Let X be a finite set (we say alphabet) and let X be the free monoid

generated by X (dictionary). That is,

X = {u1u2 · · ·uk | k ≥ 0, ui ∈ X for all i = 1, · · · , k}.

Let X× = X \ {1}. If k ≥ 0, u1, u2, . . . , uk ∈ X, and w = u1u2 · · ·uk ∈

X, then we write |w| = k, and call k the length of w.

We fix a total ordering ≤ on X. It induces the lexicographic ordering

(also denoted by ≤) on X: If u, v ∈ X, then u ≤ v if and only if either

v = uu′ for some u′ ∈ X, or u = wxu′, v = wyv′, where x, y ∈ X, x < y,

w, u′, v′ ∈ X. In the second case we write u << v. The lexicographic
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ordering is a total ordering on X. For all u, v ∈ X, we write u < v if

u ≤ v, u 6= v.

Definition 3.1. (Lyndon word) Let w ∈ X×. We say that w is a

Lyndon word, if w = uv, u, v ∈ X×, implies that w < v. Let L denote

the set of Lyndon words.

Remember that L depends on X and the total ordering ≤ on X.

If w ∈ L, w = uv, u, v ∈ X×, then w << v, since |w| < |v|.

Example 3.2. Let X = {1, 2, 3} with the usual ordering. Then 12 is

a Lyndon word, since 12 < 2. Also, 12122 and 132 are Lyndon words.

But 11, 1212, 21, 121 are not Lyndon words. The Lyndon words of

length ≤ 3 are

1, 2, 3, 12, 13, 23, 112, 113, 122, 123, 132, 133, 223, 233.

Proposition 3.3. Let w ∈ X×. Then w ∈ L if and only if either

w ∈ X or w = uv, u, v ∈ L, u < v. Moreover, if w = uv such that

u ∈ X×, v ∈ L, and |v| is maximal with these properties, then u ∈ L

and u < uv < v.

Proof. (⇐) If w ∈ X, then w ∈ L by definition. Assume now that

w = uv, where u, v ∈ L and u < v. Then w < v. Indeed, if v = uv′,

v′ ∈ X×, then v < v′, since v ∈ L. Hence uv < uv′, that is, w < v.

Otherwise u < v implies that u << v. Then w = uv << v.

Write u = u′u′′, u′, u′′ ∈ X×. Then u << u′′, since u ∈ L. Hence

w = u′u′′v = uv << u′′v.

Write v = v′v′′, v′, v′′ ∈ X×. Then uv′v′′ = w < v < v′′. Hence

w ∈ L.

(⇒) Let w ∈ L with |w| ≥ 2. Let u, v ∈ X× such that w = uv, v ∈ L

and |v| is maximal. Then u < uv < v, since w = uv ∈ L. Note that v

is the lexicographically smallest proper end of w. It remains to prove

that u ∈ L. If u ∈ X, then this holds by definition of L. Otherwise let

u = u′u′′, where u′, u′′ ∈ X×. Since w ∈ L, we get

uv < u′′v.(3.3)

Suppose first that uv starts with u′′, that is, u = u′′u′′′ for some u′′′ ∈

X×. Then w = u′′u′′′v < u′′v, since w ∈ L. Hence u′′′v < v, a
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contradiction to the minimality of v with respect to <. Thus uv << u′′

by Eq. (3.3), and hence u < u′′. Therefore u ∈ L. �

Definition 3.4. Let w ∈ L. Assume that |w| ≥ 2. The pair (u, v) ∈

L × L, where w = uv and v is the longest proper end of w which is in

L, is called the Shirshow decomposition of w.

For example, let X = {1, 2, 3} as above. Then 1231231233 ∈ L, and

the Shirshow decomposition of this word is (123, 1231233).

Theorem 3.5. Any w ∈ X can be written uniquely as w = u1u2 · · ·um,

where m ∈ N0, u1, . . . , um ∈ L, and um ≤ · · · ≤ u2 ≤ u1. Moreover, u1

is the lexicographically smallest proper end on w.

One says that w has a unique decomposition as a monotonic product

of Lyndon words. For example,

1231233123122123 = (1231233)(123)(122123).

Fact: Let u, v ∈ X× and ū, v̄ the corresponding monotonic products

of Lyndon words. Regard L as an alphabet with the ordering coming

from the ordering on X. Then u < v if and only if ū < v̄.

3.2. q-brackets. Recall that H = kG and V = span
k
{xi | 1 ≤ i ≤

n} ∈ H
HYD is of diagonal type. Let X = {1, 2, . . . , n} with the natural

ordering, and let X, L be as in the previous subsection.

For all w = i1 · · · ik ∈ X, where k = |w|, i1, . . . , ik ∈ X, let xw =

xi1 · · ·xik ∈ T (V ).

Let [·] : L → T (V ) be the map such that

[i] =xi for all i,

[w] =[u][v]− χ(deg xu, deg xv)[v][u] for all w ∈ L with |w| ≥ 2,

where w = (u, v) is the Shirshow decomposition of w, and deg means

Zn-degree.

Lemma 3.6. The elements [w] ∈ T (V ), where w ∈ L, are Zn-homoge-

neous, and if |w| ≥ 2, then [w] = [u][v]− ([u](−1) · [v])[u](0).

Lemma 3.7. Let w ∈ L. Then [w] = xw+ linear combination of terms

xw′, where |w′| = |w| and w′ > w.



16 LECTURE AT ECNU, SHANGHAI, JULY 2008 BY I. HECKENBERGER

Proof. By induction on |w|. If w ∈ X, then the claim holds. Otherwise,

let (u, v) be the Shirshow decomposition of w. Then [w] = [u][v] −

χ(deg xu, deg xv)[v][u]. Since w ∈ L, we have uv = w < v < vu. By

induction hypothesis we obtain that uv < vu ≤ w′ for the terms xw′ of

[v][u]. Further, w′ ≤ uv for the terms xw′ of [u][v], and the coefficient

of xuv is 1. �

Theorem 3.8. (PBW theorem) The set

{[u1]
k1 [u2]

k2 · · · [um]km |m ∈ N0, ui ∈ L for all i,

um > · · · > u2 > u1, k1, . . . , km ≥ 0}

is a vector space basis of T (V ).

Proof. The set {xw |w ∈ X} forms a basis of T (V ). Then the theorem

follows from Thm. 3.5, Lemma 3.7, and since the elements [w], w ∈ L,

are N0-homogeneous. �

For all w ∈ L let Kw ⊂ X be the set of products u1 · · ·uk, where

k ∈ N, ui ∈ L, w ≤ ui for all i, and |u1 · · ·uk| = |w|. (Then either

k = 1, w = u1 or w << ui for all i.) Let

K<
w = ∪w′∈X×,|w′|<|w|,w<w′Kw′.

The sets Kw, K<
w are finite for all w ∈ L.

Proposition 3.9. Let u, v ∈ L. Assume that u < v. Then [u][v] −

χ(deg xu, deg xv)[v][u] ∈
∑

w=u1···uk∈Kuv
[u1] · · · [uk].

Proof. (Idea) If (u, v) is the Shirshow decomposition of uv, then

[u][v]− χ(deg xu, deg xv)[v][u] = [uv].

Then the claim holds, since uv ∈ Kuv. Otherwise |u| ≥ 2. Then one

can use the Shirshow decomposition of u to prove the claim. One needs

more results on q-brackets and Lyndon words. �

By Prop. 3.9, one can assume that u1 ≥ u2 ≥ · · · ≥ uk in the

definition of Kw and in Prop. 3.9. For any w = w1 · · ·wk, where k ≥ 0,

w1, . . . , wk ∈ L, w1 ≥ · · · ≥ wk, let [w] = [w1] · · · [wk].

Proposition 3.10. Let w ∈ L. Then ∆([w]) − 1 ⊗ [w] − [w] ⊗ 1 ∈

T (V )⊗
∑

u∈K<
w
[u].
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Proof. (Sketch) By induction on |w|. If w ∈ X, then [w] = xw and

∆([w]) = 1 ⊗ [w] + [w] ⊗ 1. Assume now that |w| ≥ 2 and the claim

holds for all Lyndon words of smaller length. Let (u, v) be the Shirshow

decomposition of w. Then

∆([w]) = ∆([u][v]− χ(deg xu, deg xv)[v][u])

= ([u]⊗ 1 + 1⊗ [u] +
∑

u′∈K<
u

au′ ⊗ [u′])([v]⊗ 1 + 1⊗ [v] +
∑

v′∈K<
v

bv′ ⊗ [v′])

− χ(deg xu, deg xv)([v]⊗ 1 + 1⊗ [v] +
∑

v′∈K<
v

bv′ ⊗ [v′])×

([u]⊗ 1 + 1⊗ [u] +
∑

u′∈K<
u

au′ ⊗ [u′])

for some au′ , bv′ ∈ T (V ). If we remove the parentheses, we get 18 types

of summands. Since (1⊗ [u])([v]⊗ 1)− χ(deg xu, deg xv)[v]⊗ [u] = 0,

only 16 of them remain. Four summands give [w] ⊗ 1 + 1 ⊗ [w]. For

the other 12 it can be checked that the second tensor factor lies in Kw.

For example,

(1⊗ [u])(bv′ ⊗ [v′])− χ(deg xu, deg xv)(bv′ ⊗ [v′])(1⊗ [u])

= χ(deg xu, deg bv′)bv′ ⊗ ([u][v′]− χ(deg xu, deg[v′])[v′][u]),

and since u < v′, (and hence u is smaller than all factors of the

monotonic decomposition of v′,) the second tensor factor is in K<
uv

by Prop. 3.9. �

3.3. PBW basis for the Nichols algebra. We use Prop. 3.10 to

obtain a PBW basis for B(V ). The same method works for an arbitrary

braided Hopf algebra generated by V . Details can be found in [Kha99],

[GH07].

We need the following general fact.

Proposition 3.11. Let B ∈ H
HYD be a braided Hopf algebra. Let

B′ ⊂ B, B′ ∈ H
HYD be a subalgebra and I ⊂ B ∩ ker ε, I ∈ H

HYD, an

ideal of B′. Suppose that

∆(B′) ⊂ B′ ⊗B′ + B ⊗ I, ∆(I) ⊂ I ⊗ B′ + B ⊗ I.
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Then the braided Hopf algebra structure on B induces a braided Hopf

algebra structure on B′/I ∈ H
HYD.

The claim of the proposition means that the algebra and coalgebra

maps and the counit and the antipode on B′, given by those on B, are

well-defined and satisfy the axioms of a braided Hopf algebra.

Let π : T (V ) → B(V ) be the canonical map. For all w ∈ L, let

V [≥u] be the subalgebra of T (V ) generated by [v], v ≥ u, and let I [≥u]

be the ideal of V [≥u] generated by [v], v > u. By Props. 3.9, 3.10, V [≥u]

and I [≥u] satisfy the conditions in Prop. 3.11. One can show that the

powers of [u] form a basis of the quotient V [≥u]/I [≥u] for all u ∈ L, and

that [u] is a primitive element in V [≥u]/I [≥u] (but not in V [≥u] !).

For all u ∈ L, let V[≥u] = π(V [≥u]) ⊂ B(V ) and I[≥u] = π(I [≥u]).

Using again Prop. 3.11, one can show the following.

Theorem 3.12. For all u ∈ L, V[≥u]/I[≥u] is a braided Hopf algebra

in H
HYD generated by π([u]) + I[≥u].

Graded braided Hopf algebras B generated by a nonzero primitive

element have a very simple form: either B = k[x], the polynomial ring

in one variable, or B = k[x]/(xh), h ≥ 2, where

h = h′pr, h′ = min{s ∈ N | qs = 1}, p = char∗ k (≥ 1), r ∈ N0,

(3.4)

and q ∈ k such that x(−1) · x(0) = qx. If h′ > 1, then xh′

generates a

braided Hopf subalgebra of B, and (xh′

)(−1) · (xh′

)(0) = xh′

. If char k =

p > 0 and q = 1, then either xp = 0 or xp generates a braided Hopf

subalgebra of B, and (xp)(−1) · (xp)(0) = xp.

A combination of Thms. 3.8, 3.12 and the above observation leads

to the following theorem.

Theorem 3.13. There is a subset L′ ⊂ L, and for each u ∈ L′ a

number hu ∈ N ∪ {∞} , hu ≥ 2, as in Eq. (3.4), such that the Nichols

algebra B(V ) has a PBW basis of the form

{[u1]
m1 [u2]

m2 · · · [uk]
mk | k ≥ 0, u1, . . . , uk ∈ L

′, u1 > u2 > · · · > uk,

0 ≤ mi < hui
for all i = 1, . . . , k.
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An important consequence of the discussion above Thm. 3.13 is that

(by inserting additional PBW generators [u]h
′pt

, h′pt < h, if neces-

sary) one can assume, that for each PBW generator x, its exponent

is bounded by hx = min{m ∈ N | 1 + q + · · · + qm−1 = 0}, where

q = χ(deg x, deg x). Hence the following theorem holds.

Theorem 3.14. There exist a totally ordered index set (L,≤) and Zn-

homogeneous elements Xl ∈ B(V ), l ∈ L, such that the set

{Xm1

l1
Xm2

l2
· · ·Xmk

lk
| k ≥ 0, l1, . . . , lk ∈ L, l1 > l2 > · · · > lk,

0 ≤ mi < hli for all i = 1, . . . , k}

is a vector space basis of B(V ), where hl = min{m ∈ N | 1 + ql + · · ·+

qm−1
l = 0} ∪ {∞} and ql = χ(deg Xl, deg Xl) for all l ∈ L.

For any two such ordered sets (L,≤), (L′,≤) there is a bijection

φ : L→ L′ such that hφ(l) = hl for all l ∈ L.

The last claim follows from the fact that hl depends only on the

Zn-degree of Xl, and since B(V ) is Zn-graded.

In general, it is not clear how to calculate such a set (L,≤) and the

numbers hl, l ∈ L, explicitly. But later we will be able to check if L

is a finite set. In that case we can determine hl for all l ∈ L. The key

structure for this is the Weyl groupoid of V (more precisely, of χ).

4. Weyl groupoids

We discuss axioms and main properties of Weyl groupoids and root

systems. This structure is a generalization of the Weyl group of a Kac-

Moody Lie algebra. The main idea is to start with a family of Cartan

matrices instead of a single Cartan matrix. The references are [HY08]

and [CH08].

Let I be a non-empty finite set and {αi | i ∈ I} the standard basis

of ZI . Recall from [Kac90, §1.1] that a generalized Cartan matrix

C = (cij)i,j∈I is a matrix in ZI×I such that

(M1) cii = 2 and cjk ≤ 0 for all i, j, k ∈ I with j 6= k,

(M2) if i, j ∈ I and cij = 0, then cji = 0.
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A groupoid is a category, where all morphisms are isomorphisms. (If

there is only one object in the category, then the morphisms of the

groupoid form a group.)

Definition 4.1. Let A be a non-empty set, ri : A → A a map for all

i ∈ I, and Ca = (ca
jk)j,k∈I a generalized Cartan matrix in ZI×I for all

a ∈ A. The quadruple

C = C(I, A, (ri)i∈I , (C
a)a∈A)

is called a Cartan scheme if

(C1) r2
i = id for all i ∈ I,

(C2) ca
ij = c

ri(a)
ij for all a ∈ A and i, j ∈ I.

We say that C is connected, if the group 〈ri | i ∈ I〉 ⊂ Aut(A) acts

transitively on A, that is, if for all a, b ∈ A with a 6= b there exist

n ∈ N, a1, a2, . . . , an ∈ A, and i1, i2, . . . , in−1 ∈ I such that

a1 = a, an = b, aj+1 = rij (aj) for all j = 1, . . . , n− 1.

Two Cartan schemes C = C(I, A, (ri)i∈I , (C
a)a∈A) and C′ = C′(I ′, A′,

(r′i)i∈I′, (C
′a)a∈A′) are termed equivalent, if there are bijections ϕ0 :

I → I ′ and ϕ1 : A→ A′ such that

ϕ1(ri(a)) = r′ϕ0(i)
(ϕ1(a)), c

ϕ1(a)
ϕ0(i)ϕ0(j) = ca

ij

for all i, j ∈ I and a ∈ A.

Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme. For all i ∈ I

and a ∈ A define σa
i ∈ Aut(ZI) by

σa
i (αj) = αj − ca

ijαi for all j ∈ I.(4.1)

The Weyl groupoid of C is the categoryW(C) such that Ob(W(C)) = A

and the morphisms are generated by the maps σa
i ∈ Hom(a, ri(a)) with

i ∈ I, a ∈ A. Formally, for a, b ∈ A the set Hom(a, b) consists of the

triples (b, f, a), where

f = σ
rin−1

···ri1
(a)

in
· · ·σ

ri1
(a)

i2
σa

i1

and b = rin · · · ri2ri1(a) for some n ∈ N0 and i1, . . . , in ∈ I. The

composition is induced by the group structure of Aut(ZI):

(a3, f2, a2) ◦ (a2, f1, a1) = (a3, f2f1, a1)
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for all (a3, f2, a2), (a2, f1, a1) ∈ Hom(W(C)). By abuse of notation we

will write f ∈ Hom(a, b) instead of (b, f, a) ∈ Hom(a, b).

The cardinality of I is termed the rank of W(C).

The Weyl groupoid W(C) of a Cartan scheme C is a groupoid. In-

deed, (M1) implies that σa
i ∈ Aut(ZI) is a reflection for all i ∈ I

and a ∈ A, and hence the inverse of σa
i ∈ Hom(a, ri(a)) is σ

ri(a)
i ∈

Hom(ri(a), a) by (C1) and (C2). Therefore each morphism of W(C) is

an isomorphism.

If C and C′ are equivalent Cartan schemes, then W(C) and W(C′)

are isomorphic groupoids.

Recall that a groupoid G is called connected, if for each a, b ∈ Ob(G)

the class Hom(a, b) is non-empty. HenceW(C) is a connected groupoid

if and only if C is a connected Cartan scheme.

Convention 4.2. Usually, upper indices in symbols related to Cartan

schemes refer to elements of A. We will omit these indices, if they are

uniquely determined by the context. For example, it is sufficient to

write

σin · · ·σi2σ
a
i1

or σin · · ·σi2σi11a

instead of σ
rin−1

···ri1
(a)

in
· · ·σ

ri1
(a)

i2
σa

i1
.

Definition 4.3. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme.

For all a ∈ A let Ra ⊂ ZI , and define ma
i,j = |Ra ∩ (N0αi + N0αj)| for

all i, j ∈ I and a ∈ A. We say that

R = R(C, (Ra)a∈A)

is a root system of type C, if it satisfies the following axioms.

(R1) Ra = Ra
+ ∪−Ra

+, where Ra
+ = Ra ∩NI

0, for all a ∈ A.

(R2) Ra ∩ Zαi = {αi,−αi} for all i ∈ I, a ∈ A.

(R3) σa
i (R

a) = Rri(a) for all i ∈ I, a ∈ A.

(R4) If i, j ∈ I and a ∈ A such that i 6= j and ma
i,j is finite, then

(rirj)
ma

i,j (a) = a.

If R is a root system of type C, then we say that W(R) =W(C) is the

Weyl groupoid of R. Further, R is called connected, if C is a connected

Cartan scheme. If R = R(C, (Ra)a∈A) is a root system of type C and
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R′ = R′(C′, (R′a
a∈A′)) is a root system of type C′, then we say that R

and R′ are equivalent, if C and C′ are equivalent Cartan schemes given

by maps ϕ0 : I → I ′, ϕ1 : A → A′ as in Def. 4.1, and if the map

ϕ∗
0 : ZI → ZI′ given by ϕ∗

0(αi) = αϕ0(i) satisfies ϕ∗
0(R

a) = R′ϕ1(a) for all

a ∈ A.

Remark 4.4. Reduced root systems with a fixed basis, see [Bou68,

Ch.VI,§1.5], are examples of root systems of type C in the following

way. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme, such that

A = {a} has only one element, and Ca is a Cartan matrix of finite

type. Then ri = id for all i ∈ I. Let Ra be the reduced root system

associated to Ca, where the basis {αi | i ∈ I} of ZI is identified with a

basis of Ra. Then R = R(C, Ra) is a root system of type C. Note that

(R4) holds trivially, since ri = id for all i.

Example 4.5. There are many examples of Weyl groupoids, where all

Cartan matrices are different. The simplest one is the following.

Let I = {1, 2}, A = {x, y}, r2 = id, r1(1) = 2, r1(2) = 1,

Cx =

(

2 −1

−3 2

)

, Cy =

(

2 −1

−4 2

)

.

Let C be the corresponding Cartan scheme. Then there is a unique

root system of type C. The positive roots are

Rx
+ =

{(
1

0

)

,

(
0

1

)

,

(
1

1

)

,

(
1

2

)

,

(
1

3

)

,

(
2

3

)

,

(
3

4

)

,

(
3

5

)}

,

Ry
+ =

{(
1

0

)

,

(
0

1

)

,

(
1

1

)

,

(
1

2

)

,

(
1

3

)

,

(
1

4

)

,

(
2

3

)

,

(
2

5

)}

.

This root system is not artificial: there is a Nichols algebra of diagonal

type with such a root system.

Let C be a Cartan scheme, a, b ∈ A, ω ∈ Hom(a, b) ⊂ Hom(W(C)).

Define the length of ω by

ℓ(ω) = min{m ∈ N0 |ω = σi1 · · ·σim1a, i1, . . . , im ∈ I}.(4.2)

Let C be a Cartan scheme and R a root system of type C.
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Proposition 4.6. Let a, b ∈ A, ω ∈ Hom(a, b), and i ∈ I.

(1) ℓ(ω−1) = ℓ(ω) and ℓ(ωσi) = ℓ(ω)± 1.

(2) We have ℓ(ωσi) > ℓ(ω) if and only if ω(αi) > 0, and ℓ(ωσi) <

ℓ(ω) if and only if ω(αi) < 0.

(3) ℓ(ω) = |{α ∈ R+
a |ω(α) < 0}|.

(4) Let j ∈ I. Then ω(αi) = αj if and only if ℓ(σjω) = ℓ(ωσi),

ℓ(σiωσj) = ℓ(ω).

Proposition 4.7. Let a ∈ A. Assume that Ra is finite. Then there is

a unique element ω ∈ Hom(a, ?) = ∪b∈AHom(a, b) of maximal length.

The length of ω is |Ra
+|.

A very important fact is the following.

Theorem 4.8. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme

and R = R(C, (Ra)a∈A) a root system of type C. Let W be the abstract

groupoid with Ob(W) = A such that Hom(W) is generated by abstract

morphisms sa
i ∈ Hom(a, ri(a)), where i ∈ I and a ∈ A, satisfying the

relations

sisi1a = 1a, (sjsk)
ma

j,k1a = 1a, a ∈ A, i, j, k ∈ I, j 6= k.

Here 1a is the identity of the object a, and (sjsk)
∞1a is understood to

be 1a. The functor W → W(R), which is the identity on the objects,

and on the set of morphisms is given by sa
i 7→ σa

i for all i ∈ I, a ∈ A,

is an isomorphism of groupoids.

One says that W(R) is a Coxeter groupoid. The most essential dif-

ference between Coxeter groupoids and Coxeter groups is the presence

of several objects in the former.

WARNING! The generalization of the theory of Coxeter groups is not

straightforward. The exchange condition does not hold for all Coxeter

groupoids.

Recall the exchange condition for Coxeter groups:

If k ≥ 0, i, i1, · · · , ik ∈ I, ω = σi1 · · ·σik , ℓ(ω) = k, ℓ(σiω) = k − 1,

then there exists m ∈ {1, . . . , k} such that

σiω = σi1 · · ·σim−1
σim+1

· · ·σik .
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But a weak version of the exchange condition holds, and it can be

used to prove Matsumoto’s theorem for Weyl groupoids.

Now we discuss real roots and the finiteness of root systems of type

C.

Definition 4.9. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme

and R = R(C, (Ra)a∈A) a root system of type C. For all a ∈ A let

(Ra)re = {ω(αi) |ω ∈ Hom(b, a), b ∈ A, i ∈ I}, and call (Ra)re the set

of real roots of a.

Note that by (R2) and (R3) we have (Ra)re ⊂ Ra for all a ∈ A. The

sets of real roots are interesting for various reasons, one of them is the

following.

Proposition 4.10. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme,

and let R = R(C, (Ra)a∈A) be a root system of type C. Then Rre =

Rre(C, ((Ra)re)a∈A) is a root system of type C, and W(Rre) =W(R).

Definition 4.11. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme

and R = R(C, (Ra)a∈A) a root system of type C. We say that R is

finite if Ra is finite for all a ∈ A.

The finiteness of R does not mean that W(R) is finite, since A may

be infinite. But the following holds.

Lemma 4.12. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a connected Cartan

scheme and R = R(C, (Ra)a∈A) a root system of type C. Then the

following are equivalent.

(1) R is finite.

(2) Ra is finite for at least one a ∈ A.

(3) Rre is finite.

(4) W(R) is finite.

The following proposition tells that if R is a finite root system of

type C, then all roots are real, that is, R is uniquely determined by C.

Proposition 4.13. Let C = C(I, A, (ri)i∈I , (C
a)a∈A) be a Cartan scheme

and R = R(C, (Ra)a∈A) a root system of type C. Let a ∈ A, m ∈ N0,
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and i1, . . . , im ∈ I such that ω = 1aσi1σi2 · · ·σim and ℓ(ω) = m. Then

the elements

βn = 1aσi1σi2 · · ·σin−1
(αin) ∈ Ra

+,

where n ∈ {1, 2, . . . , m} (and β1 = αi1), are pairwise different. In

particular, if R is finite and ω ∈ Hom(W(R)) is a longest element,

then

{βn | 1 ≤ n ≤ ℓ(ω) = |Ra
+|} = Ra

+.

5. Root systems of Nichols algebras of diagonal type

We use the PBW theorem 3.14 to define a root system for any Nichols

algebra of diagonal type. Under some finiteness assumptions, we also

define reflections. Combining these, we get a Cartan scheme C and a

corresponding root system of type C. The main reference is [Hec06b].

The standing assumptions are as in the previous sections.

By Theorem 3.14, the algebra B(V ) has a (restricted) PBW basis

consisting of homogeneous elements with respect to the Zn-grading of

B(V ). If the exponent of a PBW generator of Zn-degree α is bounded,

then the bound depends on α, but not explicitly on the PBW generator.

Recall that the algebra and coalgebra structures of B(V ) depend

on the bicharacter χ, but not explicitly on the Yetter-Drinfeld module

structure of V .

Definition 5.1. Let (L,≤) be a totally ordered set and {Xl | l ∈ L} ⊂

B(V ) given by Thm. 3.14. Let

Rχ
+ = {deg Xl | l ∈ L} ⊂ Nn

0 .

We say that Rχ
+ is the set of positive roots of B(V ). For all α ∈ Rχ

+

let

multχ(α) = |{l ∈ L | deg Xl = α}|,

and call multχ(α) the multiplicity of α. By Thm. 3.14, Rχ
+ and multχ :

Rχ
+ → N do not depend on the choice of L. Let

Rχ = Rχ
+ ∪−Rχ

+ ⊂ Zn.(5.1)

Lemma 5.2. For all i = 1, . . . , n, αi ∈ Rχ
+ and multχ(αi) = 1. Fur-

ther, if mαi ∈ Rχ
+, where m ∈ N, then m = 1.
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Proof. For all i = 1, . . . , n and m ∈ N, the Zn-homogeneous component

of degree mαi, m ≥ 1, is just kxm
i , and this is zero if and only if m ≥ hi,

where

hi = min{m′ ≥ 1 | 1 + qii + q2
ii + · · ·+ qm′−1

ii = 0} ∪ {∞}.(5.2)

This and Thm. 3.14 imply the claim. �

In order to define a root system for B(V ) in the sense of the previous

section, we have to define “reflections”.

For all i ∈ {1, 2, . . . , n} let Ki be the subalgebra of B(V ) generated

by the elements (adcxi)
m(xj), m ≥ 0, j 6= i, where

(adcxi)(y) = xiy − (gi · y)xi.(5.3)

By choosing the ordering on {1, 2, . . . , n} properly, Thm. 3.13 implies

the following.

Lemma 5.3. Let i ∈ {1, 2, . . . , n} and let hi ∈ N ∪ {∞} be as in

Eq. (5.2). If hi = ∞, then B(V ) ≃ Ki ⊗ k[xi], and if hi ∈ N, then

B(V ) ≃ Ki ⊗ k[xi]/(xhi

i ) as Zn-graded objects in H
HYD.

Proposition 5.4. For all i ∈ {1, 2, . . . , n}, Ki = ker ∂R
i is a left coideal

subalgebra of B(V ).

Proof. Let i ∈ {1, 2, . . . , n}. For relationKi ⊂ ker ∂R
i it suffices to check

that ∂R
i ((adcxi)

m(xj)) = 0 for all m ∈ N0. This can be done by induc-

tion on m. The inclusion ker ∂R
i ⊂ Ki follows then from Lemma 5.3.

Finally, Ki is a left coideal of B(V ) by Lemma 2.10. �

Using the maps ∂L
j , j = 1, . . . , n and the Zn-grading of B(V ), one can

check the following proposition, which essentially goes back to Rosso.

Proposition 5.5. Let i ∈ {1, 2, . . . , n}. The following are equivalent.

(1) The algebra Ki is finitely generated.

(2) For all j ∈ {1, 2, . . . , n}, j 6= i, there exists mij ≥ 0 such that

(adcxi)
mij+1(xj) = 0.

(3) For all j ∈ {1, 2, . . . , n}, j 6= i, there exists mij ≥ 0 such that

1 + qii + q2
ii + · · ·+ q

mij

ii = 0 or q
mij

ii qijqji = 1.



NICHOLS ALGEBRAS 27

For all i, j with j 6= i, mij in (2) and mij in (3) can be chosen to be

the same.

Definition 5.6. Let i ∈ {1, 2, . . . , n}. We say that B(V ) is i-finite, if

Ki is a finitely generated algebra. In this case, let

cχ
ij = −min{m ∈ N0 | 1 + qii + q2

ii + · · ·+ qm
ii = 0 or qm

ii qijqji = 1}

and cχ
ii = 2.

Since the algebra structure of Ki depends only on the bicharacter

χ, and not on the Yetter-Drinfeld structure of V , we will also use the

terminology “χ is i-finite” instead of “B(V ) is i-finite”.

We are mainly interested in the case when B(V ) is i-finite for all

i ∈ {1, 2, . . . , n}.

Easy exercise: if B(V ) is i-finite for all i = 1, 2, . . . , n, then C =

(cχ
ij)i,j=1,...,n is a generalized Cartan matrix.

Note that k∂L
i = (kxi)

∗ ∈ H
HYD as in Prop. 1.7.

Theorem 5.7. Let i ∈ {1, 2, . . . , n}. Let Bi be the subalgebra of

End(B(V )) generated by the endomorphisms

∂L
i and Lx : y 7→ xy, x ∈ Ki.

Then the elements (∂L
i )mLx, where m ≥ 0 and x ∈ Ki, span the vector

space Bi. If B(V ) is i-finite, then Bi is generated as an algebra by

Vi ∈
H
HYD, where

Vi = k∂L
i ⊕ ⊕

j 6=i
k(adcxi)

−c
χ
ij(xj).

In this case, there exists a coalgebra structure and an antipode on Bi

such that the identity on Vi induces an isomorphism Bi ≃ B(Vi) of

graded braided Hopf algebras in H
HYD.

Proof. (Idea) The first part of the theorem follows from the fact that

the q-commutator of ∂L
i and Lx, x ∈ Ki, is L∂L

i (x). This can be checked

by induction on the degree of x. A similar argument gives that if B(V )

is i-finite, then Bi is generated by Vi.

The second part is proven in two steps, using mainly Thm. 2.11.

First one constructs skew-differential operators on Bi, which form a
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dual basis of a Zn-homogeneous basis of Vi. For this one uses skew-

differential operators on B(V ). Let B′
i be the quotient of Bi by the

largest Zn-homogeneous ideal which has no elements of degree 0 and

which is stable under all of these skew-derivations on Bi. Then B′
i =

B(Vi) by Thm. 2.11. Let χ′ be the bicharacter corresponding to Vi.

Apply the procedure to B(Vi) to get B((Vi)i). It turns out, that (Vi)i is

isomorphic to V in H
HYD, and that cχ

ij = cχ′

ij for all j. By construction,

the dimension of the Zn-homogeneous component of B((Vi)i) of degree

α is at most the dimension of the Zn-homogeneous component of B(V )

of degree α, for all α ∈ Zn. But since (Vi)i ≃ V in H
HYD, these

dimensions have to be equal, and hence Bi is isomorphic to B(Vi). �

A first consequence is the following.

Proposition 5.8. Let i ∈ {1, 2, . . . , n}. If B(V ) is i-finite, then

dim B(V ) = dim B(Vi) (vector space dimension).

It comes better.

Theorem 5.9. Let i ∈ {1, 2, . . . , n}. Assume that B(V ) is i-finite.

Let σχ
i ∈ End(Zn) such that σχ

i (αj) = αj − cχ
ij(αi) for all j = 1, . . . , n,

and let χ′ be the bicharacter corresponding to Vi. Then

σχ
i (Rχ

+ \ {αi}) = Rχ′

+ \ {αi}, σχ
i (Rχ) = Rχ′

.

Moreover, multχ′

(σχ
i (α)) = multχ(α) for all α ∈ Rχ

+ \ {αi}.

Proof. This follows by looking at the Zn-homogeneous PBW-basis of

Ki, which is both a subalgebra of B(V ) and of Bi ≃ B(Vi). Note also

that σχ
i (αi) = −αi. �

Let us calculate the bicharacter corresponding to Vi in Thm. 5.7.

For all w ∈ Aut(Zn), let w∗χ be the bicharacter on Zn defined by

w∗χ(α, β) = χ(w−1(α), w−1(β)). Recall that σχ
i = (σχ

i )−1 for all i =

1, . . . , n.

Proposition 5.10. Let i ∈ {1, 2, . . . , n}. Assume that B(V ) is i-finite,

and let Vi be as in Thm. 5.7. Then the bicharacter corresponding to Vi

is (σχ
i )∗χ.
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Proof. Let x′
i = ∂L

i and x′
j = (adcxi)

−c
χ
ij(xj) for all j 6= i. The bichar-

acter χ′ corresponding to Vi is determined by the rule

((x′
j)(−1) · x′

k)⊗ (x′
j)(0) = χ′(αj , αk)x

′
k ⊗ x′

j , j, k = 1, . . . , n.

Check that

g · x′
k =ξk(g)ξ

−c
χ

ik

i (g)x′
k, ∆L(x′

j) =gjg
−c

χ
ij

i ⊗ x′
j

for all j, k = 1, . . . , n, g ∈ G. Thus

χ′(αj, αk)x
′
k =gjg

−c
χ
ij

i · x′
k

=qjkq
−c

χ
ij

ik q
−c

χ

ik

ji q
(−c

χ
ij)(−c

χ

ik
)

ii x′
k = χ(σχ

i (αj), σ
χ
i (αk))x

′
k

for all j, k = 1, . . . , n. �

We are ready to define the Cartan scheme and the root system as-

sociated to a large class of Nichols algebras of diagonal type.

Let X denote the set of all bicharacters on Zn. For all i ∈ {1, 2, . . . , n}

let

ri : X → X , ri(χ̄) =







(σχ̄
i )∗χ̄ if χ̄ is i-finite,

χ̄ otherwise.
(5.4)

Then r2
i = id, and hence the maps ri are bijections for all i = 1, . . . , n.

Let G be the subgroup

G = 〈ri | i = 1, . . . , n〉

of the group of bijections of X . Let G(χ) = {r(χ) | r ∈ G} be the

G-orbit of χ in X .

Theorem 5.11. Assume that χ̄ is i-finite for all χ̄ ∈ G(χ) and i =

1, . . . , n. Let I = {1, 2, . . . , n}, A = G(χ), ri : A → A for i ∈ I as in

Eq. (5.4), and C χ̄ = (cχ̄
ij)i,j∈I for χ̄ ∈ A such that cχ̄

ii = 2 for all i ∈ I

and

cχ̄
ij = −min{m ∈ N0 | (1 + q̄ii + · · ·+ q̄m

ii )(q̄m
ii q̄ij q̄ji − 1) = 0}(5.5)

for all i, j ∈ I, i 6= j, where q̄kl = χ̄(αk, αl) for all k, l ∈ I. Then

C = C(I, A, (ri)i∈I , (C
χ̄)χ̄∈A) is a Cartan scheme. For all χ̄ ∈ A let

Rχ̄ ⊂ Zn be as in Eq. (5.1). Then R = R(C, (Rχ̄)χ̄∈A) is a root system

of type C.
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Proof. The essential point is Thm. 5.9, which establishes Axiom (R3).

Axiom (R4) follows from the fact that each Zn-homogeneous subspace

W ⊂ B(V )α ⊂ B(V ) of Zn-degree α is semisimple, and all simple

Yetter-Drinfeld submodules of W are isomorphic. The structure of

this simple module is determined uniquely by V and α. �

Definition 5.12. Assume that χ̄ is i-finite for all χ̄ ∈ G(χ) and i =

1, . . . , n. We write C(χ) and R(χ) for the Cartan scheme and the root

system associated to χ, respectively. The Weyl groupoid W(χ) of χ is

then just the Weyl groupoid W(C) of the Cartan scheme C.

Let us calculate two examples. Recall that (qij)i,j=1,...,n are the con-

stants associated to V , see Eq. (2.3).

Example 5.13. Assume that V is as in Ex. 2.6, that is, associated

to a symmetrizable generalized Cartan matrix C = (cij)i,j=1,...,n. Let

k ∈ {1, 2, . . . , n} and χ′ = (σχ
k )∗χ. Then cχ

ij = cij for all i, j = 1, . . . , n.

Thus, similarly to the calculation in the proof of Prop. 5.10, we obtain

that

χ′(αi, αj) = qijq
−cki

kj q
−ckj

ik q
ckickj

kk = qijq
−dkckjckiq−dicikckjq2dkckickj = qij

for all i, j = 1, . . . , n. Thus χ′ = χ, and hence G(χ) = χ. Since the

Cartan scheme C(χ) has only one object, A = {χ}, the Weyl groupoid

W(χ) is a group generated by the reflections σχ
i , i = 1, 2, . . . , n, and

hence W(χ) is isomorphic to the Weyl group of the Kac-Moody Lie

algebra associated to C.

Example 5.14. Assume that n = 2, q11 = q22 = −1, and q12 = q21 = q,

where q ∈ k×, q2 6= 1. Let χ1 = r1(χ), χ2 = r2(χ). Explicit calculations

show that

Cχ1 = Cχ2 = Cχ =

(

2 −1

−1 2

)

,

(
r1(χ)(αi, αj)

)

i,j=1,2
=

(

−1 −q−1

−q−1 q2

)

,

(
r2(χ)(αi, αj)

)

i,j=1,2
=

(

q2 −q−1

−q−1 −1

)

,



NICHOLS ALGEBRAS 31

and r2r1(χ) = r1(χ), r1r2(χ) = r2(χ). Hence A = {χ, r1(χ), r2(χ)}.

This example corresponds to the Lie superalgebra sl(2|1) with three

different choices of the Cartan subalgebra.

We will see later that there are many examples (even under addi-

tional finiteness assumptions) which do not correspond to semisimple

Lie algebras or Lie superalgebras.

6. Nichols algebras of diagonal type with finite root

system

For the classification of finite-dimensional pointed Hopf algebras it is

important to know, which Nichols algebras of diagonal type are finite-

dimensional. The root system and the Weyl groupoid of a bicharacter

allow us to give a complete answer to this problem. We study the more

general case when the root system (in the sense of the previous section)

is finite. The references are [Hec08], [Hec05], [Hec06a].

Let G, H , V , χ as before. The classification is based on the following

theorems.

Theorem 6.1. The following are equivalent.

(1) Rχ is finite.

(2) χ̄ is i-finite for all i ∈ {1, 2, . . . , n} and all χ̄ ∈ G(χ), andW(χ)

is a finite Weyl groupoid.

Proof. (2) ⇒ (1) follows from Lemma 4.12.

(1) ⇒ (2). Assume that Rχ is finite. Let χ̄ ∈ G(χ). Then Rχ̄ is

finite by Thm. 5.9. Hence for all i, j = 1, 2, . . . , n with i 6= j there

exists m ≥ 0 such that αj + mαi /∈ Rχ̄
+. Thus χ̄ is i-finite for all

i ∈ {1, 2, . . . , n}. Then C(χ) is a connected Cartan scheme and W(χ)

is a finite Weyl groupoid by Lemma 4.12. �

It is now easy to characterize finite-dimensional Nichols algebras of

diagonal type.

Theorem 6.2. The following are equivalent.

(1) The Nichols algebra B(V ) is finite-dimensional as a vector space.

(2) The set Rχ is finite, and for all α ∈ Rχ
+ there exists m ∈ N

such that 1 + qα + q2
α + · · ·+ qm

α = 0, where qα = χ(α, α).
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(3) For all χ̄ ∈ G(χ) and all i = 1, 2, . . . , n there exists m ∈ N such

that 1 + qα + q2
α + · · ·+ qm

α = 0, where qα = χ(α, α). W(χ) is a

finite Weyl groupoid.

In order to simplify the classification of bicharacters with finite root

system, we use two simplifications. First, the reflections σχ
i depend

only on the numbers qjj and qjkqkj, j, k = 1, 2, . . . , n. Hence it is useful

to introduce a new notion.

Definition 6.3. Let χ′ be a bicharacter on Zn. The generalized Dynkin

diagram Dχ′

of χ′ is a non-oriented graph with n vertices v1, . . . , vn,

where the vertex vi is labeled by qii. The graph has no loops. Let

i, j ∈ {1, . . . , n} with i 6= j. If qijqji = 1, then there is no edge between

vi and vj . Otherwise there is precisely one edge between them, and it

is labeled by qijqji.

Example 6.4. The generalized Dynkin diagram of the bicharacter in

Ex. 5.14 is e e

−1 q2 −1.

Similarly to the definition in Thm. 5.11, one can define a Cartan

scheme Cs(χ), where the objects correspond to generalized Dynkin dia-

grams. The corresponding Weyl groupoidWs(χ) is finite if and only if

W(χ) is finite. Hence it suffices to classify bicharacters χ, whereWs(χ)

is finite.

Using Prop. 5.10 we can calculate, how generalized Dynkin diagrams

change under reflections. Let i ∈ {1, 2, . . . , n}. Let χ′ = (σχ
i )∗χ, and

q′jk = χ′(αj, αk) for all j, k = 1, . . . , n. Then

q′ii = χ(σχ
i (αi), σ

χ
i (α)i) = χ(−αi,−αi) = qii,

q′ijq
′
ji =χ(σχ

i (αi), σ
χ
i (αj))χ(σχ

i (αj), σ
χ
i (αi))

=χ(−αi, αj − cχ
ijαi)χ(αj − cχ

ijαi,−αi) = (qijqji)
−1q

2c
χ
ij

ii

for all j 6= i. Similar calculations show the following.

(6.1)
q′ii = qii, q′ijq

′
ji = q

2c
χ
ij

ii (qijqji)
−1, q′jj = qjj(qijqji)

−c
χ
ijq

(cχ
ij

)2

ii ,

q′jkq
′
kj = qjkqkj(qijqji)

−c
χ

ik(qikqki)
−c

χ
ijq

2c
χ
ijc

χ

ik

ii
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for all j, k = 1, . . . , n, j, k 6= i. One can simplify this a little bit. For

all j = 1, . . . , n let pj ∈ k×,

(6.2) pj = q
−c

χ
ij

ii qijqji =







1 if q
−c

χ
ij

ii qijqji = 1,

q−1
ii qijqji otherwise.

Then we get

(6.3) q′ii=qii, q′ijq
′
ji=qijqjip

−2
j , q′jj=qjjp

−c
χ
ij

j , q′jkq
′
kj=qjkqkjp

−c
χ

ik

j p
−c

χ
ij

k

for all j, k = 1, . . . , n, j, k 6= i.

The second simplification is that we are allowed to look only at

connected generalized Dynkin diagrams. The reason is the following

proposition.

Proposition 6.5. Assume that there is a decomposition {1, 2, . . . , n} =

I ′ ⊔ I ′′ into disjoint non-empty sets, such that qijqji = 1 for all i ∈

I ′, j ∈ I ′′. (Equivalently, the generalized Dynkin dagram of χ is not

connected.) Let V = V ′ ⊕ V ′′ be the corresponding decomposition into

Yetter-Drinfeld modules. Then B(V ) ≃ B(V ′) ⊗B(V ′′) as Zn-graded

objects in H
HYD.

In the situation of Prop. 6.5 we say that χ is reducible. Otherwise χ

is irreducible.

From now on assume that char k = 0. In this case there is a complete

list of bicharacters on Zn, n ≥ 1, for which the generalized Dynkin

diagram is connected and the root system is finite.

The classification is done by induction on n. The first crucial step

is the case n = 2. So far, there exists only one proof, and this needs

some calculations with Lyndon words.

Lemma 6.6. Assume that n = 2, χ is irreducible, and Rχ
+ is finite.

Then

cχ
12 = −1 or cχ

21 = −1 or

q11q
2
12q

2
21q22 = −1, cχ

12 ∈ {−2,−3}.

Proof. (Idea) If Rχ
+ is finite, then 2α1 + 2α2 is not a root. Hence there

is no PBW generator of this degree. Thus

[x1, [[x1, x2]q, x2]q]q
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is not a PBW generator. By tedious calculations one can show that

the latter condition implies the claim. �

Another ingredient of the classification is a small lemma on Weyl

groupoids.

Lemma 6.7. Assuem that χ is irreducible and that Rχ
+ is finite. Then

there exists χ̄ ∈ G(χ) such that cχ̄
12 = −1 or cχ̄

21 = −1. Moreover,

if cχ′

12 = −1 for all χ′ ∈ G(χ), then there exists χ̄ ∈ G(χ) such that

cχ̄
21 ∈ {−1,−2,−3}.

The general strategy of the classification of irreducible bicharacters

of rank two (with char k = 0) having finite root system is as follows.

Case 1: There is no object χ̄ ∈ G(χ) with cχ̄
12 = −1 or cχ̄

21 = −1.

Then Rχ is infinite by Lemma 6.7.

Case 2: If there is an object χ̄ ∈ G(χ) with cχ̄
12 = −1, cχ̄

21 = −1, then

Rχ is always finite (there are 3 positive roots).

Case 3: If for all χ̄ ∈ G(χ) one has cχ̄
12 = −1, cχ̄

21 < −1, then there

is χ′ ∈ G(χ) such that cχ′

21 ∈ {−2,−3} by Lemma 6.7. Without loss of

generality assume that χ′ = χ. If q11 6= −1 or 1 + q22 + q2
22 6= 0, then

Rχ̄ s finite. Otherwise apply the reflection σχ
2 , then σ1, then σ2. Since

cχ̄
12 = −1 for all χ̄ ∈ G(χ), we get sufficiently many conditions on the

numbers q11, q12q21, q22 to solve the finiteness problem for Rχ.

Case 4: There exists χ̄ ∈ G(χ) such that cχ̄
12 = −1, cχ̄

21 < −1, and

cχ′

12 < −1, where χ′ = (σχ̄
2 )∗χ̄. Without loss of generality assume that

χ̄ = χ. Then relation cχ
12 = −1 gives an equation for the numbers

q11, q12q21, q22, and Lemma 6.6 gives two other equations. One has

to consider several different cases separately, but in each case one can

decide easily if W(χ) is finite.

The result of the classification is 16 different Weyl groupoids of rank

two corresponding to irreducible bicharacters with finite root system.

Most of them consist of several objects. The appearing generalized

Dynkin diagrams are listed in Table 1. The symbol µm, m ≥ 2, denotes

the set of primitive mth roots of 1.

The generalized Dynkin diagrams in Row 13 of Table 1 define a Weyl

groupoid as in Ex. 4.5.
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WARNING! Not each Weyl groupoid of rank two appears as the

Weyl groupoid of a bicharacter of rank two.

7. Drinfeld doubles of Nichols algebras

The main reference for this section is [Hec07].

The Drinfeld double construction is based on a skew-pairing of Hopf

algebras, and goes back to Drinfeld. It gives a way to define a Hopf

algebra using two other Hopf algebras. We apply this construction to

bosonozations of Nichols algebras of diagonal type.

We follow the approach in [Jos95, Sect. 3.2].

7.1. Drinfeld doubles of Nichols algebras of diagonal type.

Definition 7.1. Let A, B be two Hopf algebras with bijective an-

tipodes. A skew-Hopf pairing of A and B is a bilinear map

η : A×B → k, (x, y) 7→ η(x, y),

such that

η(1, y) = ε(y), η(x, 1) = ε(x),(7.1)

η(xx′, y) = η(x′, y(1))η(x, y(2)), η(x, yy′) = η(x(1), y)η(x(2), y
′),(7.2)

η(S(x), y) = η(x, S−1(y))(7.3)

for all x, x′ ∈ A and y, y′ ∈ B.

Remark 7.2. There is an analogous notion of a Hopf pairing of two Hopf

algebras A, B. The only difference to Def. 7.1 is in the left formula in

Eq. (7.2), where x and x′ on the right hand side have to be exchanged.

One can also say that a skew-Hopf pairing of A and B is a Hopf pairing

of A and Bcop, where Bcop = B as an algebra and ∆Bcop(b) = b(2)⊗ b(1)

whenever ∆B(b) = b(1) ⊗ b(2).

Theorem 7.3. Let A, B be Hopf algebras and let η : A × B → k be

a skew-Hopf pairing. Then there is a unique Hopf algebra structure

D(A, B) on A⊗B such that

(1) D(A, B) = A⊗ B as a vector space,

(2) the maps A→ D(A, B), where x 7→ x ⊗ 1, and B → D(A, B),

where y 7→ 1⊗ y, are Hopf algebra maps,
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(3) the product of D(A, B) is given by

(x⊗ y)(x′ ⊗ y′) = xη(x′
(1), S(y(1)))x

′
(2) ⊗ y(2)η(x′

(3), y(3))y
′(7.4)

for all x, x′ ∈ A and y, y′ ∈ B.

By letting x′ = y = 1 in Eq. (7.4), it follows that D(A, B) is gener-

ated as an algebra by A⊗ 1 and 1⊗ B.

Definition 7.4. Let A, B be Hopf algebras, and η : A × B → k a

skew-Hopf pairing. The Drinfeld double of A and B is the vector space

A⊗B with the Hopf algebra structure given in Thm. 7.3.

Let χ be a bicharacter on Zn with values in k×. Let I = {1, 2, . . . , n}

and qij = χ(αi, αj) for all i, j ∈ I. Let U+0 = k[Ki, K
−1
i | i ∈ I] and

U−0 = k[Li, L
−1
i | i ∈ I] be two copies of the group algebra of Zn. Let

V +(χ) ∈ U+0

U+0YD, V −(χ) ∈ U−0

U−0YD(7.5)

be n-dimensional vector spaces over k with basis {Ei | i ∈ I} and

{Fi | i ∈ I}, respectively, such that the left action and the left coaction

of U+0 on V +(χ) and of U−0 on V −(χ), respectively, are determined

by the formulas

Ki · Ej = qijEj , K−1
i · Ej = q−1

ij Ej , ∆L(Ei) =Ki ⊗ Ei,(7.6)

Li · Fj = qjiFj , L−1
i · Fj = q−1

ji Fj , ∆L(Fi) =Li ⊗ Fi(7.7)

for all i, j ∈ I. Let

U+(χ) = T
(
V +(χ)

)
, U−(χ) = T

(
V −(χ)

)
(7.8)

denote the tensor algebra of V +(χ) and V −(χ), respectively. The alge-

bras U+(χ) and U−(χ) are Yetter-Drinfel’d modules over U+0 and U−0,

respectively.

Recall the definition of (·)cop from Rem. 7.2. In this section we study

the Drinfel’d double D(V+(χ),V−(χ)) of the Hopf algebras

V+(χ) =U+(χ)#U+0, V−(χ) = (U−(χ)#U−0)cop(7.9)

and quotients of it. Here # denotes Radford’s biproduct, see Prop. 1.10.

In particular, one has

KiEj = qijEjKi, LiFj = qjiFjLi(7.10)
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for all i, j ∈ I, and the counits and coproducts are determined by the

equations







ε(Ki) = 1, ε(Ei) = 0, ε(Li) = 1, ε(Fi) = 0,

∆(Ki) =Ki ⊗Ki, ∆(Li) = Li ⊗ Li,

∆(K−1
i ) =K−1

i ⊗K−1
i , ∆(L−1

i ) = L−1
i ⊗ L−1

i ,

∆(Ei) =Ei ⊗ 1 + Ki ⊗ Ei, ∆(Fi) = 1⊗ Fi + Fi ⊗ Li

(7.11)

for all i ∈ I. The existence of the antipode follows from [Tak71].

The Hopf algebras V+(χ) and V−(χ) have a unique Zn-grading with

deg Ei = αi, deg Fi = −αi, deg Ki = deg Li = 0 for all i ∈ I. This in-

duces unique N0-gradings with deg Ei = deg Fi = 1, deg Ki = deg Li =

0 for all i ∈ I.

For any given bicharacter χ on Zn we fix the skew-Hopf pairing given

by the following proposition.

Proposition 7.5. (i) There exists a unique skew-Hopf pairing η of

V+(χ) and V−(χ) such that for all i, j ∈ I one has

η(Ei, Fj) = −δi,j , η(Ei, Lj) = 0, η(Ki, Fj) = 0, η(Ki, Lj) = qij .

(ii) The skew-Hopf pairing η satisfies the equations

η(EK, FL) = η(E, F )η(K, L)

for all E ∈ U+(χ), F ∈ U−(χ), K ∈ U+0, and L ∈ U−0.

(iii) Let α, β ∈ Zn with α + β 6= 0. Then η(EK, FL) = 0 for all

E ∈ U+(χ)α, F ∈ U−(χ)β, K ∈ U+0, and L ∈ U−0.

Proof. This is standard and is contained in many textbooks. Let us

prove Part (ii).

Let E ∈ U+(χ), F ∈ U−(χ), K ∈ U+0, and L ∈ U−0. By the

definition of η and the coproducts of V+(χ) and V−(χ) one obtains the
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following equations.

E(1)K(1)η(E(2)K(2), L) =EK(1)η(K(2), L),

η(EK, F ) = η(K, F(1))η(E, F(2)) = ε(K)η(E, F ),

η(EK, FL) = η(E(1)K(1), F )η(E(2)K(2), L)

= η(EK(1), F )η(K(2), L)

= ε(K(1))η(E, F )η(K(2), L) = η(E, F )η(K, L).

This proves (ii). �

The left radical of the pairing η is the set of all x ∈ V+(χ) such that

η(x, y) = 0 for all y ∈ V−(χ). The right radical is the analogous subset

of V−(χ). We want to know, what is the radical of the pairing η.

Using Prop. 7.5(ii),(iii) and dual bases, it follows that the left radi-

cal of η is a Zn-homogeneous subspace of V+(χ), and it is spanned by

elements EK, where E ∈ U+(χ), K ∈ U+0, and E or K are in the radi-

cal, Moreover, the restriction of η to V +(χ)×V −(χ) is non-degenerate,

and hence the U+(χ) part of the left radical has only N0-homogeneous

components of degree ≥ 2.

Proposition 7.6. Let U+0
rad be the ideal of U+0 generated by the elements

Km1

1 · · ·K
mn
n − 1, where m1, . . . , mn ∈ Z, qm1

1i qm2

2i · · · q
mn

ni = 1 for all

i ∈ I. The left radical of η is

I(V +(χ))U+0 + U+(χ)U+0
rad.

Proof. The essential point is the observation, following from Props. 1.10,

7.5(ii), that

η(E, FF ′) = η(E(1), F )η(E(2), F ′), E ∈ U+(χ), F, F ′ ∈ U−(χ).

Thus the U+(χ) part of the left radical is a coideal of U+(χ), and

any coideal of U+(χ) contained in T++
(
V +(χ)

)
is in the left radical

of η. Thus I(V +(χ)) is the U+(χ) part of the left radical of η. The

determination of the U+0 part of the left radical is straightforward. �

The right radical has a similar description.

An important corollary of the above claim is the following.
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Proposition 7.7. The pairing η induces a skew-Hopf pairing

η : B(V +(χ))#U+0 ×
(
B(V −(χ))#U−0

)cop
→ k.

The restriction of this pairing to B(V +(χ))×B(V −(χ)) is non-degenerate.

Define U(χ) = D(V+(χ),V−(χ)) with respect to the pairing η. The

Drinfeld double U(χ) can be described explicitly in terms of generators

and relations. A similar presentation for the Nichols algebra B(V +(χ))

is generally an open problem, and hence for the Drinfeld double U(χ) =

D
(
B(V +(χ))#U+0, (B(V −(χ))#U−0)cop

)
we have only the abstract

description.

Proposition 7.8. The algebra U(χ) is generated by the elements Ki,

K−1
i , Li, L−1

i , Ei, and Fi, where i ∈ I, and defined by the relations

XY = Y X for all X, Y ∈ {Ki, K
−1
i , Li, L

−1
i | i ∈ I},(7.12)

KiK
−1
i = 1, LiL

−1
i =1,(7.13)

KiEjK
−1
i = qijEj, LiEjL

−1
i = q−1

ji Ej ,(7.14)

KiFjK
−1
i = q−1

ij Fj , LiFjL
−1
i = qjiFj ,(7.15)

EiFj−FjEi = δi,j(Ki − Li).(7.16)

The algebra U(χ) admits a unique Zn-grading such that Ki, K
−1
i ,

Li, L
−1
i ∈ U(χ)0, Ei ∈ U(χ)αi

, and Fi ∈ U(χ)−αi
for all i ∈ I.

Proposition 7.9. Let γ = (γ1, . . . , γn) ∈ (k×)n. Then there exists a

unique algebra automorphism ϕγ of U(χ) such that

(7.17) ϕγ(Ki) = Ki, ϕγ(Li) = Li, ϕγ(Ei) = γiEi, ϕγ(Fi) = γ−1
i Fi.

There exists a unique algebra automorphism φ of U(χ) such that

(7.18)
φ(Ki) =K−1

i , φ(Li) =L−1
i ,

φ(Ei) =FiL
−1
i , φ(Fi) =K−1

i Ei.

There is a unique algebra antiautomorphism Ω of U(χ) such that

Ω(Ki) =Ki, Ω(Li) =Li, Ω(Ei) =Fi, Ω(Fi) =Ei.(7.19)

All these algebra (anti)automorphisms induce (anti)automorphisms

of U(χ).
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Let U0 = U+0U−0 ⊂ U(χ). It is a Hopf subalgebra of U(χ), and

isomorphic to the group algebra of Z2n.

The commutator [E, Fi], where E ∈ U+(χ) and i ∈ I, can be ex-

pressed in terms of the skew-derivations ∂L
i and ∂R

i . This fact can be

used to prove the following proposition.

Proposition 7.10. Let I+ ⊂ U+(χ) ∩ ker ε and I− ⊂ U−(χ) ∩ ker ε

be a (not necessarily Z-graded) ideal of U+(χ) and U−(χ), respectively.

Then the following statements are equivalent.

(1) (Triangular decomposition of U(χ)/(I+ + I−)) The multipli-

cation map m : U+(χ) ⊗ U0(χ) ⊗ U−(χ) → U(χ) induces an

isomorphism

U+(χ)/I+ ⊗ U0(χ)⊗ U−(χ)/I− → U(χ)/(I+ + I−)

of vector spaces.

(2) The following equation holds.

U(χ)I+U(χ) + U(χ)I−U(χ) = I+U0(χ)U−(χ) + U+(χ)U0(χ)I−.

(3) The vector spaces I+U0(χ)U−(χ) and U+(χ)U0(χ)I− are ideals

of U(χ).

(4) For all X ∈ U0(χ) and i ∈ I one has

X · I+ ⊂I+, X · I− ⊂I−,

∂R
i (I+) ⊂I+, ∂L

i (I+) ⊂I+,

∂R
i (Ω(I−)) ⊂Ω(I−), ∂L

i (Ω(I−)) ⊂Ω(I−).

7.2. Lusztig isomorphisms. The construction of Lusztig isomorphisms

is not possible for all Nichols algebras of diagonal type. The essential

condition is again the i-finiteness of the bicharacter χ. Best results

can be achieved, if the root system of χ is finite, or at least there is a

Cartan scheme associated to χ.

The main idea is, that the root system associated to χ has the sym-

metry of the Weyl groupoid. The Weyl groupoid has objects labeled by

different bicharacters, and there are reflections mapping bicharacters

to other bicharacters. Thus, it is natural to ask, if there are algebra

isomorphisms between U(χ) and U(χ′) which on the level of the root
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system coincide with the generating reflections of the Weyl groupoid.

Such isomorphisms indeed exist, and are called Lusztig isomorphisms.

The name comes from Lusztig’s construction of certain automorphisms

of quantized enveloping algebras.

In order to define Lusztig isomorphisms, it is useful to determine

some commutation relations in U(χ).

Let p ∈ I. For any i ∈ I \ {p} let E+
i,0(p) = E−

i,0(p) = Ei, and for all

m ∈ N define recursively

E+
i,m+1(p) =EpE

+
i,m(p) − (Kp · E+

i,m(p))Ep,(7.20)

E−
i,m+1(p) =EpE

−
i,m(p) − (Lp · E−

i,m(p))Ep.(7.21)

In connection with the letter p we will also write E+
i,m for E+

i,m(p) and

E−
i,m for E−

i,m(p), where m ∈ N0.

Lemma 7.11. For all i ∈ I \ {p} and all m ∈ N0 one has

kE+
i,m+1 = k(E+

i,mEp − (LiL
m
p · Ep)E

+
i,m),

kE−
i,m+1 = k(E−

i,mEp − (KiK
m
p · Ep)E

−
i,m).

For i ∈ I \ {p} and m ∈ N0 let

(7.22)

F+
i,0 = F−

i,0 = Fi,

F+
i,m+1 = FpF

+
i,m − (Lp · F+

i,m)Fp,

F−
i,m+1 = FpF

−
i,m − (Kp · F−

i,m)Fp

for all i ∈ I and m ∈ N0.

For all m ∈ N, q ∈ k let (m)q = 1 + q + q2 + · · ·+ qm−1, (0)q = 0.

It is not difficult to obtain some formulas about skew-derivatives of

the elements Em
i and E±

i,m for i ∈ I, m ≥ 0. The formulas give rise to

commutation rules between these elements and the elements Fi, i ∈ I.

Then by induction one can show equations of the following form.

Lemma 7.12. For all i ∈ I \ {p} and all m, n ∈ N0 with m ≥ n the

following equation holds in U(χ).

[E+
i,m, F+

i,n] = (−1)nqn−m
ip qn(n−m)

pp

n−1∏

s=0

(m− s)qpp

m−1∏

s=0

(1− qs
ppqpiqip)×

(Kn
p Ki − δm,nL

n
pLi)E

m−n
p .
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Lemma 7.13. Let m, n ∈ N0 and i, j ∈ I \ {p} such that i 6= j. Then

[E+
i,m, F+

j,n] = 0 in U(χ).

Let p ∈ I. The Lusztig isomorphism should map a generator Ei,

i 6= p, to E+
i,m for some m ≥ 0, and Fp to Ep, up to a factor in

k[Ki, K
−1
i , Li, L

−1
i | i ∈ I]. Since [Ei, Fp] = 0, one can show that the

existence of a Lusztig isomorphism requires that E+
i,m+1 = 0 for some

m ≥ 0. We use the following natural ideals for the definition of Lusztig

isomorphisms.

Definition 7.14. Let p ∈ I such that χ is p-finite. Define ideals

I+
p (χ) ⊂ U+(χ) and I−p (χ) ⊂ U−(χ) as follows. Assume first that

(m)qpp
= 0 and (m′)qpp

6= 0 for some m ∈ N and all m′ with 0 < m′ < m.

Then m is uniquely determined, and we set

I+
p (χ) =(Em

p , E+
i,1−c

χ
pi

| i ∈ I \ {p} such that 1− cχ
pi < m),

I−p (χ) =(F m
p , F+

i,1−c
χ
pi

| i ∈ I \ {p} such that 1− cχ
pi < m).

Otherwise (m)qpp
6= 0 for all m ∈ N, and we define

I+
p (χ) = (E+

i,1−c
χ
pi

| i 6= p), I−p (χ) = (F+
i,1−c

χ
pi

| i 6= p).

One can show that these ideals satisfy the conditions in Prop. 7.10(4).

In particular, the ideals I+
p (χ) and Ω(I−p (χ)) are contained in the ideal

I(V +(χ)).

For all i ∈ I let

λχ
i =

−c
χ
pi∏

m=1

(m)qpp

−c
χ
pi−1
∏

s=0

(qs
ppqpiqip − 1) ∈ k×.

Lemma 7.15. Let p ∈ I such that χ is p-finite, and let cpi = cχ
pi for

all i ∈ I. There are unique algebra maps

Tp, T
−
p : U(χ)→ U(rp(χ))/

(
I+

p (rp(χ)), I−p (rp(χ))
)
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such that

Tp(Kp) =T−
p (Kp) = K−1

p , Tp(Ki) =T−
p (Ki) = KiK

−cpi

p ,

Tp(Lp) =T−
p (Lp) = L−1

p , Tp(Li) =T−
p (Li) = LiL

−cpi

p ,

Tp(Ep) =FpL
−1
p , Tp(Ei) =E+

i,−cpi
,

Tp(Fp) =K−1
p Ep, Tp(Fi) =(λ

rp(χ)
i )−1F+

i,−cpi
,

T−
p (Ep) =K−1

p Fp, T−
p (Ei) =(λ

rp(χ−1)
i )−1E−

i,−cpi
,

T−
p (Fp) =EpL

−1
p , T−

p (Fi) =(−1)cpiF−
i,−cpi

.

Notice that there is an asymmetry in the use of constants in the

definition. The usual − sign in the definition of Tp(Ep) is also missing.

In case of Uq(g), the interest in the choice of good constants comes

from the fact, that certain products of Lusztig automorphisms should

map a generator Ei to another generator Ej . It is not clear, if such a

property can be achieved in an analogous setting for arbitrary Nichols

algebras of diagonal type. With the above definitions it is possible to

show that under some natural assumptions, Ei is mapped to a nonzero

multiple of Ej. The drawback of this weak property is paired with the

advantage of avoiding case by case considerations.

Using some technical results, one shows the following.

Proposition 7.16. Let p, Tp and T−
p as in Lemma 7.15.

(i) The maps Tp, T−
p induce algebra isomorphisms

Tp, T
−
p : U(χ)/(I+

p (χ), I−p (χ))→ U(rp(χ))/(I+
p (rp(χ)), I−p (rp(χ))).

(ii) The maps Tp, T
−
p satisfy the equations

TpT
−
p = T−

p Tp = id.

Note that Part (ii) makes only sense if one uses appropriate bicharac-

ters. For example, the equation TpT
−
p = id means that if T−

p is defined

with respect to χ, then Tp has to be defined with respect to rp(χ).

In a next step one calculates commutation rules between the skew-

derivations ∂L
i , ∂R

i and the Lusztig isomorphisms. This allows then

to prove that the Lusztig isomorphisms in Prop. 7.16 map the ideal

I(V +(χ)) to the ideal I(V +(rp(χ))).
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Theorem 7.17. Let p, Tp and T−
p as in Lemma 7.15. The maps Tp,

T−
p induce algebra isomorphisms

Tp, T
−
p : U(χ)→ U(rp(χ)).

From now on assume that χ is a bicharacter such that χ′ is p-finite

for all χ′ ∈ G(χ) and p ∈ I.

The main result on Coxeter relations between Lusztig isomorphisms

is based on the following lemma.

Lemma 7.18. Let i, j ∈ I with i 6= j. Let im = i for m odd and im = j

for m even. Assume that r, s ∈ N0 such that

σis · · ·σi2σ
χ
i1
(αi + rαj) = αis+1

.(7.23)

Then there exists t ∈ N0 such that σis · · ·σi2σ
χ
i1
(αj) = αis + tαis+1

.

Proposition 7.19. Let i, j ∈ I with i 6= j. Let it = i for t odd and

it = j for t even. Assume that m, r ∈ N0 such that

m < |Rχ
+ ∩ (N0αi + N0αj)|, σim · · ·σi2σ

χ
i1
(αi + rαj) ∈ Rw∗χ

+ ,(7.24)

where w = σim · · ·σi2σ
χ
i1
. Then for E+

i,r(j), E
−
i,r(j) ∈ U(χ) one gets

Tim · · ·Ti2Ti1(E
+
i,r(j)) ∈ U+(w∗χ)w(αi+rαj),(7.25)

T−
im
· · ·T−

i2
T−

i1
(E−

i,r(j)) ∈ U+(w∗χ)w(αi+rαj).(7.26)

In particular, if w(αi + rαj) = αim+1
, then one gets

Tim · · ·Ti1(kE+
i,r(j)) = kEim+1

, T−
im
· · ·T−

i1
(kE−

i,r(j)) = kEim+1
.(7.27)

This result helps to prove the following theorems.

Theorem 7.20. Let m ∈ N0 and w = σim · · ·σi2σ
χ
i1
∈ W(χ) a re-

duced expression. If p ∈ I such that w(αp) ∈ Rw∗χ
+ , then the algebra

isomorphism Tim · · ·Ti1 : U(χ)→ U(w∗χ) satisfies the relation

Tim · · ·Ti1(Ep) ∈ U+(w∗χ).(7.28)

Theorem 7.21. Let m ∈ N0 and w = σim · · ·σi2σ
χ
i1
∈ W(χ), w =

σjm
· · ·σj2σ

χ
j1
∈ W(χ) be two reduced expressions of w. Then

Tim · · ·Ti1 = Tjm
· · ·Tj1ϕγ : U(χ)→ U(w∗χ)

for some γ ∈ (k×)n.
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The proof uses extensively the skew-derivations ∂L
i and ∂R

i and their

commutation rules with Tp and T−
p .

One can also describe the isomorphism corresponding to a longest

element of the Weyl groupoid.

One possible application of the Lusztig isomorphisms is the construc-

tion of a PBW basis of Nichols algebras of diagonal type with finite

root system, using a generalization of Lusztig’s approach via a longest

element of the Weyl group.
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mathématique, Hermann, Paris, 1968.

[CH08] M. Cuntz and I. Heckenberger, Weyl groupoids with at most three objects,

Preprint (2008), 31 pages.

[GH07] M. Graña and I. Heckenberger, On a factorization of graded Hopf algebras

using Lyndon words, J. Algebra 314 (2007), 324–343.

[Hec05] I. Heckenberger, Classification of arithmetic root systems of rank 3, Ac-

tas del “XVI Coloquio Latinoamericano de Álgebra” (Colonia, Uruguay,
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generalized Dynkin diagrams fixed parameters

1 e e

q q−1 q q ∈ k∗ \ {1}

2 e e

q q−1 −1
e e

−1 q −1 q ∈ k∗ \ {−1, 1}

3 e e

q q−2 q2

q ∈ k∗ \ {−1, 1}

4 e e

q q−2 −1
e e

−q−1

q2 −1 q ∈ k∗ \ {−1, 1},

q /∈ µ4

5 e e

ζ q−1 q
e e

ζ ζ−1q ζq−1 ζ ∈ µ3,

q ∈ k∗\{1, ζ, ζ2}

6 e e

ζ
−ζ −1

e e

ζ−1

−ζ−1−1 ζ ∈ µ3

7 e e

−ζ−2

−ζ3−ζ2

e e

−ζ−2

ζ−1 −1
e e

−ζ2

−ζ −1 ζ ∈ µ12

e e

−ζ3

ζ −1
e e

−ζ3

−ζ−1−1

8 e e

−ζ2

ζ −ζ2

e e

−ζ2

ζ3 −1
e e

−ζ−1

−ζ3 −1 ζ ∈ µ12

9 e e

−ζ ζ−2 ζ3

e e

ζ3

ζ−1 −1
e e

−ζ2

ζ −1 ζ ∈ µ9

10 e e

q q−3 q3 q ∈ k∗ \ {−1, 1},

q /∈ µ3

11 e e

ζ2

ζ ζ−1

e e

ζ2

−ζ−1−1
e e

ζ
−ζ −1 ζ ∈ µ8

12 e e

ζ6

−ζ−1−ζ−4

e e

ζ6

ζ ζ−1

ζ ∈ µ24

e e

−ζ−4

ζ5 −1
e e

ζ ζ−5 −1

13 e e

ζ ζ2 −1
e e

−ζ−2

ζ−2 −1 ζ ∈ µ5

14 e e

ζ ζ−3 −1
e e

−ζ
−ζ−3−1 ζ ∈ µ20

e e

−ζ−2

ζ3 −1
e e

−ζ−2

−ζ3 −1

15 e e

−ζ
−ζ−3 ζ5

e e

ζ3

−ζ4−ζ−4

ζ ∈ µ15

e e

ζ5

−ζ−2−1
e e

ζ3

−ζ2 −1

16 e e

−ζ
−ζ−3−1

e e

−ζ−2

−ζ3 −1 ζ ∈ µ7

Table 1. Generalized Dynkin diagrams of irreducible

bicharacters of rank two
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