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Abstract

We consider solutions bifurcating from a spatially homogeneous equilib-
rium under the assumption that the associated linearization possesses con-
tinuous spectrum up to the imaginary axis, for all values of the bifurcation
parameter, and that a pair of imaginary eigenvalues crosses the imaginary
axis. For a reaction-diffusion-convection system we investigate the nonlinear
stability of the trivial solution with respect to spatially localized perturba-
tions, prove the occurrence of a Hopf bifurcation and the nonlinear stability
of the bifurcating time-periodic solutions, again with respect to spatially
localized perturbations.

1. Introduction and main results

We consider the system

∂tU1 = ∆U1 + c∂x1U1 + r1(x)U2 + αr2(x)U1 + N1(U1, U2),
∂tU2 = ∆U2 + c∂x1U2 − r1(x)U1 + αr2(x)U2 + N2(U1, U2),

}
(1)

where ∆ =
∑d

j=1 ∂2
xj

, x = (x1, . . . , xd) ∈ Rd, t ∈ [0,∞[, and more-
over U = (U1, U2) = (U1, U2)(x, t) ∈ R2. Further, c > 0 and α ∈ R
are parameters, whereas Ni(U1, U2) denote the nonlinearities. The func-
tions ri = ri(x) are supposed to be spatially localized, i.e., they decay
to zero at some exponential rate as |x| → ∞. Our assumptions will be
such that for U ∈ L2(Rd,R2) the stationary solution U = 0 of (1) is only
marginally stable, in the sense that the associated linearization Λ0,α about
U = 0 possesses essential spectrum up to the imaginary axis. This operator
Λ0,αU = BU +Rα(x)U splits into two parts, namely into an x-independent
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part B plus an x-dependent part Rα(x), respectively given by

BU = (∆ + c∂x1)U and Rα(x)U =
(

αr2(x) r1(x)
−r1(x) αr2(x)

)
U. (2)

According to a classical result (cf. [10, Theorem A.1]) the essential spectrum
of the operator B is {−|ξ|2 + icξ1 : ξ = (ξ1, . . . , ξd) ∈ Rd}, and it is not
affected by adding the relatively compact perturbation Rα(x). However, a
number of isolated eigenvalues could be created through the operator Rα(x).
In order to formulate our precise assumptions, we introduce a spatial weight
which results in a shift of the essential spectrum into the left half plane,
whereas the isolated eigenvalues remain unchanged. For β ∈ R we define
the operator Λβ,α by

Λβ,αW = eβx1Λ0,α(We−βx1),

i.e., we have

Λβ,αW = ∆W + (c− 2β)∂x1W + ((β2 − cβ)I + Rα(x))W, (3)

with I denoting identity. The spectrum of Λβ,α consists of essential spec-
trum to the left of {z ∈ C : Re z = β2 − cβ} and of a number of isolated
eigenvalues.

Now we are ready to state our main hypotheses. Here and henceforth
we fix c > 0 and choose β = c/2. Since we consider α as the bifurcation
parameter we will mostly suppress β in our notation and just write Λα

instead of Λβ,α.

(H1) The coefficient functions ri (i = 1, 2) satisfy ri ∈ Cm(Rd) for
some m ∈ N with m > d/2, and moreover there exists a constant C > 0
such that

|∂jr1(x)|+ |∂jr2(x)| ≤ Ce−c|x|/2, |j| ≤ m, x ∈ Rd.

(H2) The nonlinearities Ni (i = 1, 2) satisfy Ni ∈ Cm(R2), and more-
over there exist C > 0 and p ∈ N with p ≥ 2 such that for all U ∈ R2 with
|U | ≤ 1 we have

|N(U)| ≤ C|U |p, where N(U) = (N1(U1, U2), N2(U1, U2)).

In addition, N(U) = N(U) for U ∈ C2.

(H3) The functions r1 and r2 are chosen in such a way that the following
holds. There exist αc ∈ R, δ0 > 0, and µ > 0 such that for α ∈]αc− δ0, αc +
δ0[ all eigenvalues λ ∈ C of Λα, except of two, satisfy Re λ ≤ −µ. The other
two eigenvalues λ±0 (α) satisfy

λ±0 (αc) = ±iω0 6= 0 (4)
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with ω0 > 0, and
d

dα
Re λ±0 (α)

∣∣∣
α=αc

> 0. (5)

Examples of functions r1 and r2 such that (H1) and (H3) hold are ri(x) =
ci sech2(di|x|2) for i = 1, 2, with constants ci and di properly chosen.

Remark 1. From assumption (H3) we have the following consequences
for the spectrum of Λβ,α for a variable β ∈ [0, c/2]. As mentioned be-
fore, the spectrum of Λβ,α consists of essential spectrum to the left of
{z ∈ C : Re z = β2 − cβ} and of a number of isolated eigenvalues. If W0 is
an eigenfunction of Λα = Λc/2,α with eigenvalue λ0, then a straightforward
calculation using (3) shows that W1(x) = e(β−c/2)x1W0(x) is an eigenfunc-
tion of Λβ,α corresponding to the same eigenvalue λ0. Therefore the isolated
eigenvalues of Λβ,α are independent of β until they vanish in the essential
spectrum. We note that this reasoning should be considered as being only
formal, since no spaces are specified to which the notion of an eigenvalue is
linked. However, no explicit use of this remark will be made in the sequel.

For future applications we also consider another class of amplifications
and nonlinear terms which are of Navier-Stokes type.

(H1)’ The coefficient functions ri have the form ri(x) = ∂xl
r̃i(x) for

i = 1, 2, with some l ∈ {1, . . . , d} and functions r̃i ∈ Cm(Rn). Moreover,
there exists a constant C > 0 such that

|∂j
xr̃1(x)|+ |∂j

xr̃2(x)| ≤ Ce−c|x|/2, |j| ≤ m, x ∈ Rd.

(H2)’ The nonlinearity N = (N1, N2) has the form

N(U) =
d∑

j=1

∂xj N
j(U),

with functions N j ∈ Cm(R2,R2) for j = 1, . . . , d. Moreover, there exist
C > 0 and p ∈ N with p ≥ 2 such that for all U ∈ R2 with |U | ≤ 1 we have

|N j(U)| ≤ C|U |p, where N j(U) = (N j
1 (U1, U2), N

j
2 (U1, U2)).

In addition, N j(U) = N j(U) for U ∈ C2.

Using the incompressibility condition, the nonlinear terms of the Navier-
Stokes equations can be cast into the form considered in (H2)’. In contrast
to (H2)’ it is not obvious whether the technical assumption (H1)’, which is
needed in Section 3 and which implies (H1), can be satisfied in applications.
See also Section 4.

Assumption (H3) is reminiscent of the assumption for the classical Hopf
bifurcation, and so the purpose of this paper is to investigate the bifurcation



4 Brandt, Kunze, Schneider and Seelbach

�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������

�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������
�������������������������������������

Re

Im 
essential

eigenvalues 
discrete

Fig. 1. Spectrum of the linearization Λ0,α about the trivial solution U = 0

scenario of (1) in a neighborhood of U = 0 for α close to αc. The new diffi-
culty which occurs here is due to the fact that the linearization Λ0,α about
U = 0 possesses continuous spectrum up to the imaginary axis, without any
spectral gap, as is indicated in Figure 1.

Therefore the nonlinear stability of U = 0 for α < αc, the occurrence of
a Hopf bifurcation at α = αc, and the exchange of stability from U = 0 to
the bifurcating time-periodic solutions are not clear at all.

Our first theorem concerns the stability of the trivial solution U = 0 for
α < αc. We prove the nonlinear stability with respect to spatially localized
perturbations.

Theorem 1. Assume c > 0 is fixed, and (H1), (H2) or (H2)’, and (H3) are
satisfied. If p > 1 + 2/d for (H2) or if p > 2/d for (H2)’ and α < αc , then
there exists γ > 0 such that for every δ1 > 0 one may choose δ2 > 0 with
the property that

‖U(·, 0)‖L∞ + ‖U(·, 0)‖L1 + ‖W (·, 0)‖L1∩L∞ ≤ δ2

for the initial data implies

sup
t∈[0,∞[

(
(1 + t)d/2‖U(·, t)‖L∞ + ‖U(·, t)‖L1 + eγt‖W (·, t)‖L1∩L∞

)
≤ δ1

for the solution U of (1), where W (x, t) = U(x, t)eβx1 with β = c/2.

The proof, which is elaborated in Section 2, is based upon the following
facts. The term Rα(x)U in (1) leads to an amplification of perturbations
of U = 0 near x = 0. This is counter-acted by the effect of the drift term
c∂x1U which tends to transport these perturbations away from x = 0 to
infinity. Thus after a sufficiently long time the diffusion term will dominate
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and force the perturbations to decay with rate t−d/2. Generally speaking,
all nonlinear terms are asymptotically irrelevant with respect to diffusion,
i.e., the nonlinear system

∂tU = ∆U + N(U), U |t=0 = U(·, 0),

with N = (N1, N2) shows the same asymptotic behavior as the linear diffu-
sion equation, for sufficiently small and sufficiently spatially localized initial
data U(·, 0); see e.g. [3]. From a technical point of view, to recover the dif-
fusive behavior behind the amplification we introduce suitable norms with
exponential weights in space. For perturbations which are small in these
norms the influence of the spatially localized amplification vanishes expo-
nentially in time, since the distance between the main perturbation and
the spatial amplification at x = 0 grows linearly; see [6] and the references
therein.

At α = αc two complex conjugate eigenvalues with nonvanishing imag-
inary part cross the imaginary axis. Hence the trivial solution becomes
unstable. Although we have continuous spectrum up to the imaginary axis
a finite dimensional reduction is possible, and like in the case of a classical
generic Hopf bifurcation the problem of bifurcating time-periodic solutions
is reduced to the solution of an equation of the form

G(α− αc, r) = κ1(α− αc)r + κ3r
3 + h.o.t. = 0,

with a smooth function G : R2 → R and coefficients κ1, κ3 ∈ R related to the
nonlinearity; cf. Remark 3 below for more precise information, in particular
for the definition of the coefficient κ3. Depending on the sign of κ3 the next
theorem guarantees the occurrence of a supercritical or a subcritical Hopf
bifurcation. It is formulated only for the non-degenerated case, i.e., κ3 6= 0.

Theorem 2. Assume c > 0 is fixed, κ3 6= 0, and (H1), (H2) or (H1)’,
(H2)’, and (H3) are satisfied. If d ≥ 4 for (H1), (H2) or if d ≥ 1 for
(H1)’, (H2)’, then (1) has a one-dimensional family of small time-periodic
solutions, i.e., there exists ε0 > 0 such that for all ε ∈]0, ε0[ we have

Uper(x, t) = Uper(x, t + 2π/ω)

solving (1) for α = αc − sgn(κ3)ε. Moreover,

ω = ω0 +O(ε) and ‖Uper‖C0
b (Rd×[0,2π/ω]) = O(

√
ε).

If in addition the hypothesis

(H4) System (1) is equivariant (cf. [8]) under U 7→ −U

holds, then the assertion of the theorem is true regardless of the space
dimension d ≥ 1.
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The proof is given in Section 3. The periodic solutions can be written
as convergent series

Uper(x, t) =
∑

n∈Z
Un(x)einωt,

where for n 6= 0 the functions Un vanish with some uniform (in n) ex-
ponential rate as |x| → ∞, whereas in general U0 ∈ Hm is not decaying
exponentially. However, in the important special case that the equivariance
condition (H4) is satisfied, we have U0 = 0 for symmetry reasons; see Lemma
1 below. An example of a system (1) which is equivariant in the sense of
(H4) is provided by the nonlinearity

N1(U1, U2) = −U1(|U1|2 + |U2|2) and N2(U1, U2) = −U2(|U1|2 + |U2|2),
(6)

which also satisfies (H2) with p = 3, whence Theorem 2 applies.
The proof of Theorem 2 is again based on an interplay of the (spatial)

uniform norm and an exponentially weighted norm. This interplay allows
us to use the classical Lyapunov-Schmidt method. The difficulties with the
continuous spectrum touching the imaginary axis then become evident in
an equation for U0 (the mean value in time) to be solved, which has the
form

∆U0 + c∂x1U0 = f

in the case of (H2), and which reads as

∆U0 + c∂x1U0 = ∂xj f

in the case of (H2)’. Although the spectrum of the operator on the left-hand
side touches the imaginary axis, these equations admit a unique solution,
if (H2) holds in at least four space dimensions, respectively if (H2)’ holds
in any space dimension. In the Lyapunov-Schmidt procedure the function
f will contain the nonlinear terms, and it will turn out that additionally
f ∈ L1 is satisfied, a fact that will be very useful. According to the above
remarks the difficulties in solving these equations do not occur if (H4) is
assumed, since then U0 = 0.

The presence of a “background field” U0 of Uper makes the proof of the
exchange of stability from the trivial solution U = 0 to the time-periodic
solution Uper more delicate. As mentioned before, the time-dependent parts
of Uper decay with some exponential rate in space. This allows us to han-
dle these terms once more by introducing a suitable exponential weight in
space, and hence in the case that U0 = 0 the exchange of stability works
as for the classical Hopf bifurcation. However, the time-independent part
U0 in general only decays at a polynomial rate and cannot be dealt with
in the same manner. But nevertheless the part associated to U0 is still a
relatively compact perturbation which can be handled by well known esti-
mates for linear Schrödinger operators. These estimates are very similar to
the estimates which we use in the proof of Theorem 1.



Hopf bifurcation and exchange of stability in diffusive media 7
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Fig. 2. Exchange of stability in the classical and diffusive Hopf bifurcation, i) if
κ3 < 0 and ii) if κ3 > 0.

Hence the classical exchange of stability can be established if κ3 < 0.

Theorem 3. Assume c > 0 is fixed, κ3 < 0, and (H1), (H2) for d ≥ 4 or
(H1)’, (H2)’ for d ≥ 2, and (H3) are satisfied. Then there exists ε0 > 0
such that for all α ∈]αc, αc + ε0[ the time-periodic solution Uper(x, t) is
stable with respect to spatially localized perturbations. More precisely, for
α ∈]αc, αc +ε0[ there exists β0 > 0 such that for all β ∈]0, β0[ there is σ > 0
such that the following is true. For all δ1 > 0 there exists δ2 > 0 such that
for the solutions U = Uper + V of (1) we have

sup
t∈[0,∞[

(
(1 + t)d/2‖V (·, t)‖L∞ + ‖V (·, t)‖L1 + eσt‖W (·, t)‖L1∩L∞

)
≤ δ1,

provided the initial data satisfy

‖V (·, 0)‖L∞ + ‖V (·, 0)‖L1 + ‖W (·, 0)‖L1∩L∞ ≤ δ2,

where W (x, t) = V (x, t)eβx1 .

The proof is carried out in Section 4.

There are a number of physical problems where the situation occurs
which is considered here. Examples are the flow around a body in the Navier-
Stokes equation [1,2] or the bifurcations of a tip of a spiral wave [17]. It is
the purpose of this paper to come closer to a mathematical understanding of
the bifurcation scenario in such systems. The bifurcation scenario is delicate
due to the fact that for all values of the bifurcation parameter we have
essential spectrum up to the imaginary axis. Therefore classical reduction
methods (which are available if the spectrum of the linearization separates
into a finite-dimensional part close to the imaginary axis and an infinite-
dimensional part which lies strictly in the left half-plane of the complex
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plane) as the Lyapunov-Schmidt method and the center manifold theorem
are no longer available, at least in the classical set-up.

As a first step towards an understanding of this question we considered
in [14] a nonlinear diffusion equation in one space dimension, in the case of
a real eigenvalue crossing the imaginary axis. There we proved the nonlinear
stability of the trivial solution with respect to spatially localized perturba-
tions if there is no eigenvalue in the right half plane, the occurrence of a
pitchfork bifurcation in case of the real eigenvalue crossing the imaginary
axis, and finally an exchange of stability from the trivial solution to the
bifurcating equilibrium.

Investigations of bifurcation scenarios including continuous spectrum
can also be found in a number of other papers, see for instance [4,9,11–
13,15,18] and the references therein.

Notation. Throughout the paper different irrelevant constants are de-
noted by the same symbol C. For simplicity we often write Uk, although
U ∈ R2. Here Uk stands for any of the terms Uk1

1 Uk2
2 with k1 + k2 = k.

Mostly we will be not too precise about the particular form of the nonlin-
earity N , since this would lead to much additional notation. However, for
definiteness always the nonlinearity from (6) should be kept in mind.

Acknowledgement. Guido Schneider would like to thank Jean-Pierre
Eckmann and Peter Wittwer who helped by useful comments to prove the
estimates on s1 (see (47) below) which are basic for the exchange of stabil-
ity in Section 4 with non-vanishing U0. This argument was completed while
Guido Schneider visited the Theoretical Physics Department at the Univer-
sity of Geneva whose hospitality is gratefully acknowledged. Moreover, he
would like to thank Thierry Gallay and Christian Simader for interesting
discussions.

2. Nonlinear stability of the trivial solution for α < αc

It is the purpose of this section to verify for α < αc the stability of
the trivial solution U = 0 with respect to spatially localized perturbations.
Although only a suitable modification of the proof given in [14, Thm. 2.1],
the details are included since the method will be used again in Section 4.
However, for simplicity we will restrict ourselves to nonlinearities satisfying
(H2).

The result will be established by simultaneously controlling the solution
U of (1) in three different norms. In order to estimate the influence of the
amplification, we rely on a weighted norm in space and introduce W (x, t) =
U(x, t)eβx1 , with β = c/2. Then (1) and (3) yield

∂tW = ΛαW + F (U,W ),
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with F (U,W ) = eβx1N(U) being a smooth nonlinear mapping, where we
understand that in N(U) each factor U could be replaced by e−βx1W if
desired. For instance, if N is a polynomial, then we replace every Uk in N(U)
by Uk−1e−βx1W , which results in the contribution Uk−1W to F (U,W ). In
particular, (H2) yields

|F (U(x), W (x))| ≤ C|U(x)|p−1|W (x)|. (7)

The choice of F is not unique, but for the rest of the paper just one such F
is fixed.

Example 1. For the nonlinearity from (6) we let

F (U,W ) =
(−W1(|U1|2 + |U2|2)
−W2(|U1|2 + |U2|2)

)

for U = (U1, U2) and W = (W1, W2).

Conversely, the variable W will be used to replace U in (1) where it
appears with an exponentially vanishing factor; at this point we use the
fact that Rα decays to zero at an exponential rate as |x| → ∞. Hence we
are led to consider the augmented system

∂tU = BU + e−βx1Rα(x)W + N(U),
∂tW = ΛαW + F (U,W ).

}
(8)

For this system we need to derive bounds both in the ‖ · ‖L∞-norm and
in the ‖ · ‖L1-norm; we make this evident in our notation by denoting the
same solution U by u = U , if u ∈ C0

b = C0
b (Rd,R2), and by v = U , if

v ∈ L1 = L1(Rd,R2). Then u, v, and w = W are a solution of the system

∂tu = Bu + e−βx1Rα(x)w + N(u),
∂tv = Bv + e−βx1Rα(x)w + N1(u, v),
∂tw = Λαw + F (u,w),



 (9)

where N1(u, v) is a smooth nonlinear mapping which is obtained from N(u)
in the same way as F (u,w) is obtained from N(u), e.g., uk in N(u) will be
replaced by uk−1v. Hence we also have

|N1(u(x), v(x))| ≤ C|u(x)|p−1|v(x)|. (10)

Although not explicitly stated we will also use the v-variable in the first
equation of (9). To get a clue on what kind of behavior may be expected
for the diffusive variables u and v, we note that ũ(ξ, t) = u(ξ − cte1, t) and
ṽ(ξ, t) = v(ξ − cte1, t) satisfy (with e1 = (1, 0, . . . , 0)) the system

∂tũ = ∆ũ + N(ũ) + . . . ,
∂tṽ = ∆ṽ + N1(ũ, ṽ) + . . . ,

}
(11)
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Fig. 3. Spectra of the linearization B + e−βx1Rα(x)I and Λβ,α in (8) about the
trivial solution U = 0.

the dots indicating terms that vanish at an exponential rate. For (11) it
is known that the diffusive behavior of the linearized system can be used
to control the nonlinear terms and to prove diffusive behavior also for the
nonlinear system. Hence we expect, for sufficiently small spatially localized
perturbations, the u-variable in (9) to decay as O(t−d/2), the v-variable to
remain bounded, and accordingly the w-variable to decay at an exponential
rate. These arguments are made rigorous in the following

Proof of Theorem 1 : We introduce

a(t) = sup
s∈[0,t]

(
(1 + s)d/2‖u(s)‖L∞

)
,

b(t) = sup
s∈[0,t]

‖v(s)‖L1 ,

c(t) = sup
s∈[0,t]

(
eγs‖w(s)‖L1∩L∞

)
,
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where u(s) denotes u(·, s), etc., and γ > 0 is specified below in (13). From
the variation of constants formula and (9) we obtain

u(t) = eBtu0 +
∫ t

0

eB(t−s)
[
e−βx1Rα(x)w(s) + N(u(s))

]
ds,

v(t) = eBtu0 +
∫ t

0

eB(t−s)
[
e−βx1Rα(x)w(s) + N1(u(s), v(s))

]
ds,

w(t) = eΛαtw0 +
∫ t

0

eΛα(t−s)[F (u(s), w(s))] ds,

with w0(x) = eβx1u0(x). Next we remark that

‖eBt‖L1→L1 ≤ C, ‖eBt‖L1→L∞ ≤ Ct−d/2, ‖eBt‖L∞→L∞ ≤ C, (12)

‖eΛαt‖L1∩L∞→L1∩L∞ ≤ Ce−2θt,

for suitable constants C > 0 and θ > 0. The first three estimates are due
to the fact that the solution of ∂tu = Bu = ∆u + c∂x1u with initial data
u|t=0 = u0 is given by u(x, t) = udiffus(x + cte1, t), where e1 = (1, 0, . . . , 0)
and

udiffus(x, t) =
1

(2πt)d/2

∫

Rd

e−
|x−y|2

4t u0(y)dy.

Further, the operator Λα is sectorial. Hence the bound on eΛαt is obtained
with

θ =
1
3

min
{

c2/4, µ, |Re λ+
0 (α)|, |Re λ−0 (α)|

}
> 0,

since the essential spectrum of Λα lies to the left of {z ∈ C : Re z = β2−cβ =
−c2/4}, and by (H3) the eigenvalues except of two are located to the left of
{z ∈ C : Re z = −µ}, and for the remaining two eigenvalues we moreover
have Re λ±0 (α) < 0 by (4) and (5). With this choice of θ we moreover set

γ = θ. (13)

First we estimate

eγt‖w(t)‖L1∩L∞

≤ eγt‖eΛαtw0‖L1∩L∞

+ eγt

∫ t

0

‖eΛα(t−s)‖L1∩L∞→L1∩L∞‖F (u(s), w(s))‖L1∩L∞ ds.

As a consequence of (7) we see that

|F (u(x, s), w(x, s))| ≤ C|u(x, s)|p−1|w(x, s)|,
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and this yields ‖F (u(s), w(s))‖L1∩L∞ ≤ C‖u(s)‖p−1
L∞ ‖w(s)‖L1∩L∞ . Hence

we obtain

eγt‖w(t)‖L1∩L∞ ≤ Ce(γ−2θ)t‖w0‖L1∩L∞

+ Ceγt

∫ t

0

e−2θ(t−s)‖u(s)‖p−1
L∞ ‖w(s)‖L1∩L∞ ds

≤ Cc(0)

+ Ca(t)p−1c(t)
∫ t

0

e(γ−2θ)(t−s)(1 + s)−d(p−1)/2 ds

≤ C
(
c(0) + a(t)p−1c(t)

)
.

Taking the supremum over time, it follows that

c(t) ≤ C
(
c(0) + a(t)p−1c(t)

)
, (14)

and here no assumption on p ≥ 1 is needed, since all nonlinear terms can
be controlled by the exponential decay of the linear semigroup eΛαt.

Next we invoke (H1) and β = c/2 to get

|e−βx1Rα(x)| ≤ Cec|x|/2e−c|x|/2 ≤ C,

and thus (10) yields

‖v(t)‖L1 ≤ ‖eBt‖L1→L1‖u0‖L1

+
∫ t

0

‖eB(t−s)‖L1→L1‖e−βx1Rα(x)w(s)‖L1 ds

+
∫ t

0

‖eB(t−s)‖L1→L1‖N1(u(s), v(s))‖L1 ds

≤ Cb(0) + C

∫ t

0

‖w(s)‖L1∩L∞ ds

+C

∫ t

0

‖u(s)‖p−1
L∞ ‖v(s)‖L1 ds

≤ Cb(0) + Cc(t)
∫ t

0

e−γs ds

+Ca(t)p−1b(t)
∫ t

0

(1 + s)−d(p−1)/2 ds.

Therefore

b(t) ≤ C
(
b(0) + a(t)p−1b(t) + c(t)

)
, (15)
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since −d(p− 1)/2 < −1 by assumption. In addition, using (H2) and u(s) =
v(s) we deduce

(1 + t)d/2‖u(t)‖L∞

≤ (1 + t)d/2 min
{
‖eBt‖L1→L∞‖u0‖L1 , ‖eBt‖L∞→L∞‖u0‖L∞

}

+(1 + t)d/2
∫ t

0

min
{
‖eB(t−s)‖L1→L∞‖N(u(s))‖L1 ,

‖eB(t−s)‖L∞→L∞‖N(u(s))‖L∞

}
ds

+(1 + t)d/2
∫ t

0

min
{
‖eB(t−s)‖L1→L∞‖e−βx1Rα(x)w(s)‖L1 ,

‖eB(t−s)‖L∞→L∞‖e−βx1Rα(x)w(s)‖L∞

}
ds

≤ C
(
a(0) + b(0)

)

+ C(1 + t)d/2

∫ t

0

min
{

(t− s)−d/2‖v(s)‖L1 , ‖u(s)‖L∞

}
‖u(s)‖p−1

L∞ ds

+ C(1 + t)d/2

∫ t

0

min
{

(t− s)−d/2, 1
}
‖w(s)‖L1∩L∞ ds

≤ C
(
a(0) + b(0)

)

+ C
(
a(t) + b(t)

)
a(t)p−1

×(1 + t)d/2

∫ t

0

min
{

(t− s)−d/2, (1 + s)−d/2
}

(1 + s)−d(p−1)/2 ds

+ Cc(t) (1 + t)d/2

∫ t

0

min
{

(t− s)−d/2, 1
}

e−γs ds

≤ C
(
a(0) + b(0)

)
+ C

(
a(t) + b(t)

)
a(t)p−1 + Cc(t),

the latter since due to d(p− 1)/2 > 1 the factors are bounded functions of
t. Thus we obtain

a(t) ≤ C
(
a(0) + b(0) + [a(t) + b(t)]a(t)p−1 + c(t)

)
. (16)

Altogether, we have shown in (16), (15), and (14) that for t ∈ [0,∞[ the
estimates

a(t) ≤ C1

(
a(0) + b(0) + a(t)p + a(t)p−1b(t) + c(t)

)
,

b(t) ≤ C1

(
b(0) + a(t)p−1b(t) + c(t)

)
,

c(t) ≤ C1

(
c(0) + a(t)p−1c(t)

)
,





(17)

are satisfied, for a constant C1 > 0. Analogously to the proof of [14,
Thm. 2.1] this implies that given δ1 > 0 we may choose δ2 > 0 such that
a(0) + b(0)+ c(0) ≤ δ2 leads to a(t) + b(t) + c(t) ≤ δ1 for all t ∈ [0,∞[. This
finishes the proof of Theorem 1. ut
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3. Hopf bifurcation at α = αc

We consider ω > 0 close to ω0 from (4) in (H3), and we look for 2π/ω-
time-periodic solutions of

∂tU = BU + Rα(x)U + N(U), (18)

using the notation introduced in Section 1. First we assume that (H2) is
satisfied for the nonlinearity. By considering V (x, t) = U(x, t/ω), and writ-
ing again U for V , we see that we need to find 2π-time-periodic solutions
of

ω∂tU = BU + Rα(x)U + N(U).

We proceed as in Section 2, cf. (8), and deal with the augmented system

ω∂tU = BU + e−βx1Rα(x)W + N(U),
ω∂tW = ΛαW + F (U,W ).

}
(19)

Due to the periodicity in time we make the ansatz

U(x, t) =
∑

n∈Z
Un(x)eint and W (x, t) =

∑

n∈Z
Wn(x)eint.

In view of the spaces which will be chosen below for the coefficient functions
Un and Wn, these series will in particular be uniformly convergent on Rd×
[0, 2π]; see Lemma 2. From (19) we then obtain the system

(inωI −B)Un = e−βx1Rα(x)Wn + Nn(U),
(inωI − Λα)Wn = Fn(U,W ),

}
(20)

for n ∈ Z, where we set

N(U)(x, t) =
∑

n∈Z
Nn(U)(x) eint, F (U,W )(x, t) =

∑

n∈Z
Fn(U,W )(x) eint.

(21)
Since we are interested in real-valued solutions only, we will always suppose
that Un = U−n and Wn = W−n for n ∈ Z. An obvious remark is

Lemma 1. If system (1) satisfies the equivariance condition (H4), then the
subspace of time-periodic solutions which possess an expansion

U(x, t) =
∑

n∈2Z+1

Un(x)eint and W (x, t) =
∑

n∈2Z+1

Wn(x)eint

is invariant. Therefore for such systems no even indices occur, in particular
U0 = 0.
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We would like to apply the Lyapunov-Schmidt method to (19), and hence
we consider the linearized system first. Consequently we have to investigate
the existence of (B − inωI)−1 and (Λα − inωI)−1. By the assumptions on
the spectrum, the second inverse exists for n ∈ Z \ {−1, 1}, and the first
inverse exists for n ∈ Z\{0}. In the case that n ∈ {−1, 1} and ω = ω0, each
of the operators Λαc ± iω0I possesses a one-dimensional kernel, i.e., in sum
there is a two-dimensional kernel. As already explained in the introduction
our analysis is based on the fact that the operator B can be inverted from
L2 ∩ L1 to H2 if the x-variable lives in Rd with d ≥ 4 and if (H2) is valid,
although B has continuous spectrum up to the imaginary axis touching zero.
Thus, as for the classical Hopf bifurcation, the Lyapunov-Schmidt method
will lead to a two-dimensional reduced system.

In order to make these arguments rigorous, we need some function
spaces. Due to their different decay properties, we distinguish between the
mode n = 0 with coefficient U0(x) serving as a “background field”, and
the other modes n 6= 0 with exponentially fast decaying coefficients Un(x).
Contrary to that, the weighted variables Wn(x) decay exponentially for all
n ∈ Z. As a consequence, U0 will decay at some exponential rate before the
potential Rα, whereas behind the potential we can only expect polynomial
decay rates.

We denote by Hm = Hm(Rd,C2) the usual Sobolev space, and by Hm
γ

the spatially weighted Sobolev space equipped with the norm

‖u‖Hm
γ

= ‖uργ‖Hm ,

where ργ(x) = eγ
√

1+|x|2 ; this weight forces the functions in Hm
γ to decay

to zero like e−γ|x| for |x| → ∞. The Fourier transform is an isomorphism
between the spaces Hm and L2

m, where the latter is defined via the norm
‖u‖L2

m
= ‖uρm‖L2 , with ρ(x) =

√
1 + |x|2. We also recall that β = c/2 has

been fixed, and we will take 0 < γ ¿ β, cf. Lemma 7 below.
Before going on to the proof of Theorem 2, we need to collect some

preliminary results. For a fixed m ∈ N such that m > d/2 we will solve (20)
for W = (Wn)n∈Z in the space

Y = {ũ = (ũn)n∈Z : ‖ũ‖Y < ∞}
with the norm defined by

‖ũ‖Y =
∑

n∈Z
‖ũn‖Hm

γ
,

whereas U = (Un)n∈Z will lie in the space

Z = {ũ = (ũn)n∈Z : ‖ũ‖Z < ∞},
equipped with the norm

‖ũ‖Z = ‖ũ0‖Hm +
∑

n∈Z\{0}
‖ũn‖Hm

γ
.
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The technical lemmas to follow will be stated and proved only for the more
complicated space Z. Analogous versions hold for Y, where for n = 0 the
space Hm has to be replaced by Hm

γ .

Lemma 2. We define a linear operator J : Z → C0
b (Rd × [0, 2π],C2) by

(Jũ)(x, t) = U(x, t) :=
∑

n∈Z
ũn(x)eint, ũ = (ũn)n∈Z ∈ Z. (22)

Then J is bounded.

Proof : Using m > d/2 and Sobolev’s embedding theorem in d space di-
mensions, we have the continuous embedding Hm(Rd) ⊂ C0

b (Rd). Therefore
in particular

|U(x, t)| ≤
∑

n∈Z
|ũn(x)| ≤

∑

n∈Z
sup
y∈R

|ũn(y)| ≤ C
∑

n∈Z
‖ũn‖Hm ≤ C‖ũ‖Z

due to Hm
γ ⊂ Hm, whence ‖Jũ‖C0

b
≤ C‖ũ‖Z . ut

The counterpart to (component-wise) multiplication UV in physical
space is given by the convolution (

∑
k∈Z ũn−kṽk)n∈Z, since

U(x, t)V (x, t) =
∑

l∈Z
ũl(x)eilt

∑

j∈Z
ṽj(x)eijt =

∑

n∈Z

( ∑

k∈Z
ũn−k(x)ṽk(x)

)
eint.

Lemma 3. For ũ = (ũn)n∈Z ∈ Z and ṽ = (ṽn)n∈Z ∈ Z we define ũ ∗ ṽ ∈ Z
by

(ũ ∗ ṽ)n =
∑

k∈Z
ũn−kṽk , n ∈ Z.

Then there exists C > 0 such that for all ũ, ṽ ∈ Z we have

‖ũ ∗ ṽ‖Z ≤ C‖ũ‖Z‖ṽ‖Z .

Proof : First we note that ‖uv‖Hm ≤ C‖u‖Hm‖v‖Hm and ‖uv‖Hm
γ
≤

C‖u‖Hm‖v‖Hm
γ
≤ C‖u‖Hm

γ
‖v‖Hm

γ
. Therefore we obtain by definition of the
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norm in Z the estimate

‖ũ ∗ ṽ‖Z =
∥∥∥∥

∑

k∈Z
ũ−kṽk

∥∥∥∥
Hm

+
∑

n∈Z\{0}

∥∥∥∥
∑

k∈Z
ũn−kṽk

∥∥∥∥
Hm

γ

≤ C
∑

k∈Z
‖ũ−k‖Hm‖ṽk‖Hm + C

∑

n∈Z\{0}
‖ũn‖Hm

γ
‖ṽ0‖Hm

+C
∑

n∈Z\{0}
‖ũ0‖Hm‖ṽn‖Hm

γ

+C
∑

n∈Z\{0}

∑

k∈Z\{0,n}
‖ũn−k‖Hm

γ
‖ṽk‖Hm

γ

≤ C

( ∑

n∈Z
‖ũn‖Hm

)( ∑

m∈Z
‖ṽm‖Hm

)
+ C‖ũ‖Z‖ṽ0‖Hm

+C‖ũ0‖Hm‖ṽ‖Z + C

( ∑

n∈Z\{0}
‖ũn‖Hm

γ

)( ∑

m∈Z\{0}
‖ṽm‖Hm

γ

)

≤ C‖ũ‖Z‖ṽ‖Z ,

as was to be shown. ut
The previous lemma leads to bounds on the nonlinear terms N and F

in (20).

Lemma 4. Define N : Z → Z by N(ũ)n = Nn(Jũ) and F : Z ×Y → Y by
F (ũ, w̃)n = Fn(Jũ, Jw̃) for ũ ∈ Z and w̃ ∈ Y, cf. Lemma 2 and (21). Then
there exists C > 0 such that

‖N(ũ)‖Z ≤ C‖ũ‖2Z and ‖F (ũ, w̃)‖Y ≤ C‖ũ‖Z‖w̃‖Y (23)

for ũ ∈ Z with ‖ũ‖Z ≤ 1 and w̃ ∈ Y with ‖w̃‖Y ≤ 1. Moreover, there is
C > 0 such that

‖N(ũ)−N(ṽ)‖Z ≤ C
(
‖ũ‖Z + ‖ṽ‖Z

)
‖ũ− ṽ‖Z and (24)

‖F (ũ, w̃)− F (ṽ, z̃)‖Y ≤ C
(
‖ũ‖Z + ‖ṽ‖Z + ‖w̃‖Y + ‖z̃‖Y

)
(25)

×
(
‖ũ− ṽ‖Z + ‖w̃ − z̃‖Y

)

for ũ, ṽ ∈ Z with ‖ũ‖Z , ‖ṽ‖Z ≤ 1 and w̃, z̃ ∈ Y with ‖w̃‖Y , ‖z̃‖Y ≤ 1.

Proof : We have

‖N(ũ)‖Z = ‖N0(Jũ)‖Hm +
∑

n∈Z\{0}
‖Nn(Jũ)‖Hm

γ
, (26)

and a contribution Uk = (Jũ)k to N(U) = N(Jũ) leads to the n’th coeffi-
cient (ũ∗. . .∗ũ)n, with a k-fold convolution. Hence this gives the contribution

‖(ũ ∗ . . . ∗ ũ)0‖Hm +
∑

n∈Z\{0}
‖(ũ ∗ . . . ∗ ũ)n‖Hm

γ
= ‖ũ ∗ . . . ∗ ũ‖Z ≤ C‖ũ‖k

Z
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to the right-hand side of (26), where we have used Lemma 3 in the last step.
Since k ≥ 2 for such k by (H2), ‖ũ‖Z ≤ 1 implies ‖ũ‖k

Z ≤ ‖ũ‖2Z . Since the
estimates on the remainder term in the Taylor polynomial are similar we
have ‖N(ũ)‖Z ≤ C‖ũ‖2Z , and the proofs of the estimates on F in (23) and
on the differences in (24) and (25) are analogous. ut

We also need to bound the part in (20) which contains Rα(x).

Lemma 5. There exists C > 0 such that

‖e−βx1Rα(x)W‖Hm
γ
≤ C‖W‖Hm

γ
, W ∈ Hm

γ .

Proof : This is a direct consequence of the exponential decay of Rα(x) and
its derivatives up to order m, since (H1) implies ‖e−βx1Rα(x)‖Cm

b
≤ C,

hence

‖e−βx1Rα(x)W‖Hm
γ

= ‖(e−βx1Rα(x))(Weγ
√

1+|x|2)‖Hm

≤ C‖e−βx1Rα(x)‖Cm
b
‖Weγ

√
1+|x|2‖Hm ≤ C‖W‖Hm

γ

as desired. ut
The next lemma is about linear operators in Z.

Lemma 6. Let a linear operator L : Z → Z be defined component-wise as
(Lũ)n = Lnũn for ũ = (ũn)n∈Z ∈ Z. Then we have

‖Lũ‖Z ≤
(
‖L0‖Hm→Hm + sup

n∈Z\{0}
‖Ln‖Hm

γ →Hm
γ

)
‖ũ‖Z .

Proof : We obtain

‖Lũ‖Z = ‖L0ũ0‖Hm +
∑

n∈Z\{0}
‖Lnũn‖Hm

γ

≤ ‖L0‖Hm→Hm‖ũ0‖Hm

+
(

sup
n∈Z\{0}

‖Ln‖Hm
γ →Hm

γ

) ∑

n∈Z\{0}
‖ũn‖Hm

γ
,

whence we can use ‖ũ0‖Hm ≤ ‖ũ‖Z as well as
∑

n∈Z\{0} ‖ũn‖Hm
γ
≤ ‖ũ‖Z

to find the desired estimate. ut
By assumption (H3) the operator Λα possesses two purely imaginary

eigenvalues λ±0 (α), whereas the rest of the spectrum is bounded away from
the imaginary axis at distance O(min{c2/4, µ}) = O(1). Thus there exist
Λα-invariant projections P±α,c onto the “center” subspace spanned by the
associated normalized eigenfunctions ϕ+

α and ϕ−α , given by

P+
α,cu = (ϕ+, ∗

α , u)L2 ϕ+
α and P−α,cu = (ϕ−, ∗

α , u)L2 ϕ−α . (27)

Here ϕ±, ∗
α denote the associated normalized eigenfunctions of the adjoint

operator Λ∗α. The projection on the bounded “stable” part is P±α,s = I−P±α,c.
By construction we have P±α,cΛα = ΛαP±α,c and P±α,sΛα = ΛαP±α,s. With the
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help of these projections we split W±1 in (20) as W1 = W1c + W1s and
W−1 = W−1c + W−1s, where W±1c = P±α,cW1 as well as W±1s = P±α,sW1.
Applying this decomposition to (20) we obtain

Un = −(B − inωI)−1
(
e−βx1Rα(x)Wn + Nn(U)

)
, (n 6= 0),

Wn = −(Λα − inωI)−1Fn(U,W ), (n 6= ±1),
W±1s = −(Λα ∓ iωI)−1P±α,sF±1(U,W ),

U0 = −B−1
(
e−βx1Rα(x)W0 + N0(U)

)
,

±iωW±1c = ΛαW±1c + P±α,cF±1(U,W ).





(28)
By the arguments indicated above, it will turn out that the first three equa-
tions are well defined and allow us to compute Un for n 6= 0, Wn for n 6= ±1,
and W±1s in terms of the W±1c and of U0. The following lemma provides
the corresponding technical framework for this step.

Lemma 7. There exists C > 0 such that for ω close enough to ω0 the
following estimates hold.

‖(B − inωI)−1‖Hm
γ →Hm

γ
≤ C, (n ∈ Z \ {0}),

‖(Λα − inωI)−1‖Hm
γ →Hm

γ
≤ C, (n ∈ Z \ {−1, 1}),

‖(Λα ∓ iωI)−1P±α,s‖Hm
γ →Hm

γ

≤ C.

Proof : Concerning the first bound, we observe that the solution u of the
equation (B − inωI)u = f is given by

û(ξ) = −(|ξ|2 + icξ1 + inω)−1f̂(ξ)

for ξ ∈ Rd, recall (2). Since ||ξ|2 + i(cξ1 + nω)|2 = |ξ|4 + (cξ1 + nω)2 ≥
(ω/2)2χ{|ξ|≤ω/2c} + δ2(1 + |ξ|2)2χ{|ξ|≥ω/2c} with δ = ω2/(ω2 + 4c2), it fol-
lows for f ∈ Hm that û ∈ L2

m+2, thus u ∈ Hm+2. Then the estimate on
‖(B − inωI)−1‖Hm

γ →Hm
γ

is obtained as follows. Let f ∈ Hm
γ ⊂ Hm be given,

whence g = feγ
√

1+|x|2 ∈ Hm. With the solution u of (B − inωI)u = f we
introduce v(x) = u(x)eγ

√
1+|x|2 . A short calculation reveals that v satisfies

(B − inωI)v + γLv = g,

where

(Lv)(x) = −2
x · ∇v(x)√

1 + |x|2 +
(

γ
|x|2

1 + |x|2−
(d− 1)|x|2 + d

(1 + |x|2)3/2
−c

x1√
1 + |x|2

)
v(x).

Since L : Hm+2 → Hm is bounded, using a Neumann series we see that
(B − inωI) + γL : Hm+2 → Hm is invertible with a bounded inverse,
provided that γ > 0 is chosen sufficiently small. Hence v ∈ Hm+2, i.e.,
u ∈ Hm+2

γ , and moreover ‖u‖Hm+2
γ

= ‖v‖Hm+2 ≤ C‖g‖Hm = C‖f‖Hm
γ

.
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Therefore even (B − inωI)−1 : Hm
γ → Hm+2

γ is bounded, but in the sequel
we will only need that this operator is bounded Hm

γ → Hm
γ .

So the spectrum of B in Hm
γ keeps well separated from inω for n 6= 0

and γ sufficiently small. The other two estimates follow in a more abstract
but similar way, as Λα is a sectorial operator in Hm (cf. [10]). Again the
spectrum of Λα in Hm

γ keeps well separated from inω, if γ > 0 is assumed
to be small. ut

Returning to (28), it is not obvious that the fourth equation

U0 = −B−1
(
e−βx1Rα(x)W0 + N0(U)

)
(29)

for U0 is well defined, due to the continuous spectrum of B up to the imagi-
nary axis. With the next lemma we bound the operator B−1 from Hm−2∩L1

to Hm, as is possible in four or more space dimensions.

Lemma 8. Suppose that d ≥ 4. Then for all f ∈ Hm−2 ∩ L1 the equation

Bu = ∆u + c∂x1u = f

has a unique solution u = B−1f ∈ Hm which satisfies

‖u‖Hm ≤ C‖f‖Hm−2∩L1 . (30)

Proof : From f ∈ Hm−2 ∩ L1 we obtain for the Fourier transform that
f̂ ∈ L2

m−2 ∩C0
b . With a smooth cut-off function χ taking its values in [0, 1]

such that χ(ξ) = 1 for |ξ| ≤ 1 and χ(ξ) = 0 for |ξ| ≥ 2 we define f̂1 = f̂χ

and f̂2 = f̂(1 − χ), so that f̂ = f̂1 + f̂2. If we further introduce u1 and u2

by

û1(ξ) = − f̂1(ξ)
|ξ|2 + icξ1

and û2(ξ) = − f̂2(ξ)
|ξ|2 + icξ1

,

then u = u1 + u2. Moreover,

‖u1‖2Hm = ‖û1‖2L2
m

=
∫

Rd

|f̂(ξ)|2χ2(ξ)
||ξ|2 + icξ1|2 (1 + |ξ|2)m dξ

≤ C‖f̂‖2C0
b

∫

|ξ|≤2

dξ

|ξ|4 + c2ξ2
1

≤ C‖f‖2L1

∫ 2

0

dr

∫ 2

0

dξ1
rd−2

r4 + c2ξ2
1

≤ C‖f‖2L1 ,

due to d ≥ 4. In addition,

‖u2‖2Hm =
∫

|ξ|≥1

|f̂(ξ)|2(1− χ(ξ))2

|ξ|4 + c2ξ2
1

(1 + |ξ|2)m dξ

≤ C

∫

Rd

|f̂(ξ)|2(1 + |ξ|2)m−2 dξ ≤ C‖f‖2Hm−2 ,

whence (30) follows. ut
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For the proof of exchange of stability later in Section 4 we additionally
need to have estimates on ‖u‖L∞ and ‖u‖Lq (with some 1 < q < d/2) in
terms of f for u = B−1f in Lemma 8.

Lemma 9. Let d ≥ 4. Then there exists q ∈]1, d/2[ such that for every
m > d/2 there is a constant C > 0 such that

‖u‖L∞ + ‖u‖Lq ≤ C‖f‖Hm∩L1 (31)

for u = B−1f .

Proof: Concerning the L∞-estimate, we use the notation of Lemma 8 and
get

‖û1‖L1 ≤ C‖f̂‖C0
b

∫

|ξ|≤2

dξ

|ξ|2 ≤ C‖f‖L1

∫ 2

0

dr
rd−1

r2
≤ C‖f‖L1 .

In addition, by Hölder’s inequality,

‖û2‖L1 ≤ C

∫

|ξ|≥1

|f̂(ξ)|
|ξ|2 dξ

≤ C

( ∫

Rd

|f̂(ξ)|2(1 + |ξ|2)m−2 dξ

)1/2

×
( ∫

|ξ|≥1

1
|ξ|4 (1 + |ξ|2)−(m−2) dξ

)1/2

≤ C‖f‖Hm−2 ;

recall that m > d/2, whence
∫∞
1

dr rd−1−2m < ∞. Consequently,

‖u‖L∞ ≤ C‖û‖L1 ≤ C‖û1‖L1 + C‖û2‖L1 ≤ C‖f‖Hm−2∩L1 ,

and the right-hand side in particular is majorized by ‖f‖Hm∩L1 .

To validate the Lq-estimate, we note that in the case d ≥ 5 we can
choose q = 2 ∈]1, d/2[, since upon taking m = 0 in Lemma 8 we clearly
obtain ‖u‖L2 ≤ C(‖f‖L1 + ‖f‖L2) ≤ C‖f‖Hm∩L1 . Hence it remains to
deal with the case d = 4, where q ∈]1, 2[ is needed. We will explain, more
generally, that in fact the desired estimate holds for all q > (d + 1)/(d− 1);
since 1 < (d+1)/(d−1) < d/2 for d ≥ 4, this will establish the claim. Again
we write

u = u1 + u2, with u1 = G1 ∗ f and u2 = G2 ∗ f,

where

Ĝ1(ξ) = − χ(ξ)
|ξ|2 + icξ1

and Ĝ2(ξ) = − 1− χ(ξ)
|ξ|2 + icξ1

,

with a cut-off function χ ∈ C∞0 (Rd) such that χ(ξ) = 1 for |ξ| ≤ 1 and
χ(ξ) = 0 for |ξ| ≥ 2. The Hörmander multiplier theorem (see [5, Cor. 8.11])
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implies in particular that f 7→ G2 ∗ f is bounded on any Lq(Rd), q ∈]1,∞[.
Thus ‖u2‖Lq ≤ C‖f‖Lq . Furthermore, Hm ⊂ L∞ according to Sobolev’s
embedding theorem, whence by interpolation we have

‖f‖Lq ≤ ‖f‖1−
1
q

L∞ ‖f‖
1
q

L1 ≤ C‖f‖1−
1
q

Hm ‖f‖
1
q

L1 ≤ C‖f‖Hm∩L1 ,

so that ‖u2‖Lq ≤ C‖f‖Hm∩L1 .

In order to bound u1, we use Young’s inequality to get

‖u1‖Lq ≤ ‖G1‖Lq‖f‖L1 ≤ ‖G1‖Lq‖f‖Hm∩L1 .

Thus it remains to derive an estimate on ‖G1‖Lq . If we introduce G3 by its
Fourier transformation Ĝ3(ξ) = −(|ξ|2 + ciξ1)−1e−|ξ|

2/2, then

‖G1‖Lq ≤ ‖G1 −G3‖Lq + ‖G3‖Lq ≤ C + ‖G3‖Lq ,

since Ĝ1 − Ĝ3 is a Schwartz function, hence also G1 − G3 is a Schwartz
function. The inverse Fourier transform of Ĝ3 can be computed more or less
explicitly, with the help of [7], using the same argument as for G1 − G3 a
number of times. Note that the function v = G3 solves ∆v+c∂x1v = e−|x|

2/2,
provided that we define the Fourier transform as

f̂(ξ) = (2π)−d/2

∫

Rd

e−iξ·xf(x) dx.

It is then possible to see that G3 ∈ Lq for q > (d + 1)/(d − 1). We skip
this very lengthy, not instructive, computation. Instead of this calculation
we give a heuristic argument which indicates where the restriction q >
(d + 1)/(d− 1) comes from. To do so, we recall that the Fourier transform
is continuous Lp → Lq, with 1/p + 1/q = 1, if p ∈ [1, 2] and accordingly
q ∈ [2,∞]. Although we need a bound on ‖u1‖Lq for q < 2 in the case d = 4,
we ask for which p > 1 we can bound ‖û1‖Lp by C‖f‖Hm∩L1 . For this it is
sufficient that the integral

I =
∫

|ξ|≤2

dξ

||ξ|2 + icξ1|p

is finite. It can be estimated by

I ≤ C

∫

|ξ|≤2

dξ

|ξ|2p + cp|ξ1|p ≤ C

∫ 2

0

dr

∫ 2

0

dξ1
rd−2

r2p + cp|ξ1|p

≤ C

∫ 2

0

dr rd−2−2p+2,

the latter by the change of variables ζ = r−2ξ1, dζ = r−2dξ1. Hence I is
finite, if p < (d + 1)/2, or stated differently, if q > (d + 1)/(d− 1). ut

So far we have considered only the case that assumption (H2) holds for
the nonlinearity. It is more or less straightforward that the above steps can
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be reworked if (H1), (H2) are replaced by (H1)’, (H2)’. However, under the
latter hypothesis we can allow for space dimensions d ≥ 3, since in the
later proof of Theorem 2 we can instead of Lemma 8 invoke the following
observation.

Lemma 10. Suppose that d ≥ 3 and 1 ≤ j ≤ d. Then for all f ∈ Hm−1∩L1

the equation
Bu = ∆u + c∂x1u = ∂xj

f

has a unique solution u = B−1(∂xj
f) ∈ Hm which satisfies

‖u‖Hm ≤ C‖f‖Hm−1∩L1 .

Proof : From f ∈ Hm−1 ∩ L1 it follows for the Fourier transform that
f̂ ∈ L2

m−1 ∩ C0
b . Once more we split f̂ = f̂1 + f̂2, where f̂1 = f̂χ and

f̂2 = f̂(1−χ), and χ is as in Lemma 8. In Fourier space we define û = û1+û2,
with

û1(ξ) =
iξj f̂1(ξ)
|ξ|2 + icξ1

and û2(ξ) =
iξj f̂2(ξ)
|ξ|2 + icξ1

.

Then we distinguish two cases. For j = 1 we have

‖u1‖2Hm =
∫

Rd

ξ2
1 |f̂(ξ)|2χ2(ξ)
|ξ|4 + c2ξ2

1

(1 + |ξ|2)m dξ

≤ C‖f̂‖2C0
b

∫

|ξ|≤2

1 dξ ≤ C‖f‖2L1 .

On the other hand, for j 6= 1 we get

‖u1‖2Hm =
∫

Rd

ξ2
j |f̂(ξ)|2χ2(ξ)
|ξ|4 + c2ξ2

1

(1 + |ξ|2)m dξ

≤ C‖f̂‖2C0
b

∫

|ξ|≤2

ξ2
j

ξ4
j + c2ξ2

1

dξ

≤ C‖f‖2L1

∫ 2

−2

∫ 2

−2

ξ2
j

ξ4
j + c2ξ2

1

dξ1dξj

≤ C‖f‖2L1

∫ 2

−2

arctan
(cξ1

ξ2
j

)∣∣∣
ξ1=2

ξ1=−2
dξj ≤ C‖f‖2L1 .

Furthermore, for any 1 ≤ j ≤ d we see that

‖u2‖2Hm =
∫

|ξ|≥1

ξ2
j |f̂(ξ)|2(1− χ(ξ))2

|ξ|4 + c2ξ2
1

(1 + |ξ|2)m dξ

≤ C

∫

Rd

|f̂(ξ)|2(1 + |ξ|2)m−1 dξ ≤ C‖f‖2Hm−1 ,

and hence the claim is obtained. ut
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It can also be verified that an additional estimate analogously to (31)
from Lemma 9 holds. Therefore we will be able to solve (29) for U0 under the
assumption (H2) by means of Lemma 8, and moreover we can use Lemma 10
if (H2)’ holds. We also want to remark that, provided that (H4) in Theorem
2 is satisfied, we necessarily have U0 = 0 by Lemma 1, whence no restriction
on the space dimension arises in this case.

From now on we continue to consider (H2) only. To finally make use of
Lemma 8 in (29), it is necessary to bound both e−βx1Rα(x)W0 and N0(U).

Lemma 11. We have the estimate

‖e−βx1Rα(x)W0‖Hm∩L1 + ‖N0(U)‖Hm∩L1 ≤ C
(
‖W0‖Hm

γ
+ ‖ũ‖2Z

)
,

provided that ũ ∈ Z satisfies ‖ũ‖Z ≤ 1, where U = Jũ and ũ ∈ Z are
related by (22).

Proof : To begin with, ‖e−βx1Rα(x)W0‖Hm ≤ ‖e−βx1Rα(x)‖Cm
b
‖W0‖Hm ≤

C‖W0‖Hm ≤ C‖W0‖Hm
γ

by (H1), and also ‖N0(U)‖Hm ≤ ‖N(ũ)‖Z ≤
C‖ũ‖2Z for ũ ∈ Z with ‖ũ‖Z ≤ 1, cf. (26) and Lemma 4. In addition,
‖e−βx1Rα(x)W0‖L1 ≤ C‖W0‖L1 ≤ C‖W0‖L2

γ
≤ C‖W0‖Hm

γ
. Next, if we

consider a contribution Uk to N(U) with k ≥ 2, then the corresponding
contribution to N0(U) is

(ũ ∗ . . . ∗ ũ)0(x) =
∑

n1+...+nk=0

ũn1(x) · . . . · ũnk
(x).

If in this sum nj 6= 0 for at least one 1 ≤ j ≤ k, then ũ ∈ Z implies
ũnj ∈ Hm

γ ⊂ L1. Hence ũnl
∈ Hm ⊂ C0

b for l 6= j yields ‖ũn1 · . . . · ũnk
‖L1 ≤( ∏

l 6=j ‖ũnl
‖Hm

)
‖ũnj‖Hm

γ
, and it follows that

‖(ũ ∗ . . . ∗ ũ)0‖L1 ≤ C‖ũ‖k
Z + ‖ũk

0‖L1 .

To bound the last term we can use

‖ũk
0‖L1 ≤ ‖ũ0‖k−2

C0
b
‖ũ2

0‖L1 ≤ C‖ũ0‖k−2
Hm ‖ũ0‖2L2 ≤ C‖ũ‖k

Z ,

and due to ‖ũ‖Z ≤ 1 and k ≥ 2 the claim is obtained. ut
Thanks to this preparation we are now in the position to solve, in terms

of the W±1c, the first four equations from (28), i.e.,

Un = −(B − inωI)−1
(
e−βx1Rα(x)Wn + Nn(U)

)
, (n 6= 0),

Wn = −(Λα − inωI)−1Fn(U,W ), (n 6= ±1),
W±1s = −(Λα ∓ iωI)−1P±α,sF±1(U,W ),

U0 = −B−1
(
e−βx1Rα(x)W0 + N0(U)

)
,




(32)

with respect to the Un for n ∈ Z, Wn for n 6= ±1, and W±1s. This implicit
solution will thereafter be inserted in the fifth equation from (28), which
then yields a two-dimensional reduced system.
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Lemma 12. Suppose that (H2) holds and d ≥ 4. Then there exist δ1, δ2 > 0
such that for all ω > 0 with |ω − ω0| ≤ δ1 and all W±1c ∈ Hm

γ with
‖W±1c‖Hm

γ
≤ δ2 the system (32) has a unique solution (ũ, w̃) = Φ(Wc) ∈

Z × Y, where Wc = (W−1c,W1c) and ũ = (. . . , U−2, U−1, U0, U1, U2, . . .) as
well as w̃ = (. . . ,W−2,W−1c + W−1s, W0, W1c + W1s,W2, . . .). In addition,
Φ(0) = (0, 0), and there exists C > 0 such that

‖ũ‖Z + ‖w̃ −Wc‖Y ≤ C‖Wc‖Hm
γ

, (33)

with w̃ −Wc := w̃ − (. . . , 0,W−1c, 0,W1c, 0, . . .).

Proof : We fix ω > 0 so close to ω0 that Lemma 7 applies; this defines δ1.
For given W±1c ∈ Hm

γ with ‖W±1c‖Hm
γ
≤ δ2 sufficiently small, we have to

determine

ũ∗ = (. . . , U−2, U−1, U0, U1, U2, . . .) and
w̃∗ = (. . . , W−2,W−1s,W0,W1s,W2, . . .)

such that the vectors ũ = ũ∗ and

w̃ = w̃∗ + Wc = w̃∗ + (. . . , 0,W−1c, 0,W1c, 0, . . .)

are the solution of (32). Therefore we fix W±1c ∈ Hm
γ and define the operator

F : (ũ∗, w̃∗) 7→ (ũ, w̃) =
(
ũ∗, w̃∗ + (. . . , 0,W−1c, 0,W1c, 0, . . .)

)

7→ (U,W ) 7→ (ũ∗∗, w̃∗∗) = right-hand side of (32), (34)

where U = Jũ and W = Jw̃ are as in Lemma 2. In order to verify that F
is a self-map of a sufficiently small ball in Z × Y, we first use Lemma 6 in
Y, Lemma 7, and Lemma 4 to obtain

‖w̃∗∗‖Y ≤ C sup
{
‖(Λα ∓ iωI)−1P±α,s‖Hm

γ →Hm
γ

,

‖(Λα − inωI)−1‖Hm
γ →Hm

γ
: n ∈ Z \ {−1, 1}

}

×‖(Fn(U,W ))n∈Z‖Y
≤ C‖F (ũ, w̃)‖Y ≤ C‖ũ‖Z‖w̃‖Y
≤ C‖ũ∗‖Z

(
‖w̃∗‖Y + ‖W1c‖Hm

γ
+ ‖W−1c‖Hm

γ

)
(35)

≤ C1‖ũ∗‖Z
(
‖w̃∗‖Y + δ2

)
, (36)
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provided that ‖ũ∗‖Z ≤ 1 and ‖w̃∗‖Y ≤ 1− 2δ2. Analogously, it follows with
Lemma 7, Lemma 8, Lemma 5, and Lemma 11 that

‖ũ∗∗‖Z
≤ C

( ∑

n∈Z\{0}
‖e−βx1Rα(x)Wn + Nn(U)‖Hm

γ

+ ‖e−βx1Rα(x)W0 + N0(U)‖Hm−2∩L1

)

≤ C

( ∑

n∈Z\{0}
‖Wn‖Hm

γ
+ ‖N(ũ)‖Z + ‖W0‖Hm

γ
+ ‖ũ‖2Z

)

≤ C
(
‖w̃‖Y + ‖ũ‖2Z

)
≤ C1

(
‖w̃∗‖Y + δ2 + ‖ũ∗‖2Z

)
, (37)

once more under the conditions ‖ũ∗‖Z ≤ 1 and ‖w̃∗‖Y ≤ 1 − 2δ2. We now
endow Z × Y with the norm ‖(ũ∗, w̃∗)‖(1)Z×Y := ‖ũ∗‖Z + A‖w̃∗‖Y , where
A = 2C1 and w.l.o.g. C1 ≥ 1. If we then choose δ2 ≤ 1/(40C2

1 ), we deduce
from (37) and (36) for (ũ∗, w̃∗) ∈ Z ×Y with ‖(ũ∗, w̃∗)‖(1)Z×Y ≤ 1/(8C1) the
estimate

‖F(ũ∗, w̃∗)‖(1)Z×Y
= ‖ũ∗∗‖Z + A‖w̃∗∗‖Y
≤ C1

(
‖w̃∗‖Y + δ2 + ‖ũ∗‖2Z + A‖ũ∗‖Z‖w̃∗‖Y + Aδ2‖ũ∗‖Z

)

≤ C1

(
A−1‖(ũ∗, w̃∗)‖Z×Y + δ2 + 2‖(ũ∗, w̃∗)‖2Z×Y + Aδ2‖(ũ∗, w̃∗)‖Z×Y

)

≤ C1

(
1

16C2
1

+
1

40C2
1

+
1

32C2
1

+
1

160C2
1

)
=

1
8C1

.

Thus F maps the ‖ · ‖(1)Z×Y -ball of radius r = 1/(8C1) into itself. Using
(24) and (25), it can be verified in a similar way that F is a contraction,
if we possibly decrease the ball further. Hence we obtain a unique fixed
point (ũ∗, w̃∗) ∈ Z × Y of F , which yields the desired solution (ũ, w̃) =
(ũ∗, w̃∗+Wc) of (32), cf. (34). In particular, if W±1c = 0, then ũ = w̃ = 0 is
the solution of (32), thus Φ(0) = (0, 0). Concerning (33), we first note that
(ũ∗, w̃∗) = F(ũ∗, w̃∗) = (ũ∗∗, w̃∗∗) together with (35) yields

‖w̃ −Wc‖Y = ‖w̃∗‖Y = ‖w̃∗∗‖Y ≤ C‖ũ∗‖Z
(
‖w̃∗‖Y + ‖W1c‖Hm

γ

)
,

whence ‖w̃∗‖Y ≤ C‖ũ∗‖Z‖W1c‖Hm
γ
≤ C‖W1c‖Hm

γ
, where we have to de-

crease r again if necessary. From (37) we see that ‖ũ∗‖Z ≤ C(‖w̃∗‖Y +
‖W1c‖Hm

γ
+ ‖ũ∗‖2Z). Thus for ‖ũ∗‖Z small enough we obtain

‖ũ‖Z = ‖ũ∗‖Z ≤ C(‖w̃∗‖Y + ‖W1c‖Hm
γ

) ≤ C‖W1c‖Hm
γ

.

Therefore the proof of Lemma 12 is complete. ut
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Remark 2. The following observation will be useful later in Section 4 for
the proof of exchange of stability: Given δ0 > 0, we may always arrange
that

‖U0‖Lq + ‖U0‖L∞ ≤ δ0

is satisfied, with q < d/2 by Lemma 9. Indeed, (31), (29), Lemma 11, and
(37) yield

‖U0‖Lq + ‖U0‖L∞ ≤ C‖e−βx1Rα(x)W0 + N0(U)‖Hm∩L1

≤ C
(
‖W0‖Hm

γ
+ ‖ũ‖2Z

)

≤ C
(
‖w̃∗‖Y + δ2 + ‖ũ∗‖2Z

)
. (38)

Since (ũ∗, w̃∗) ∈ Z ×Y is the unique fixed point of F in a ‖(·, ·)‖(1)Z×Y -norm
small ball, it follows that the right-hand side of (38) can be made as small
as necessary by shrinking this ball and by choosing δ2 > 0 small enough in
Lemma 12.

Proof of Theorem 2 : As before, we only deal with the case that (H2) is
satisfied and d ≥ 4. Then it remains to analyze the fifth equation from (28),
which we restate:

±iωW±1c = ΛαW±1c + P±α,cF±1(U,W ).

From W−1 = W1 and N(U) = N(U), cf. (H2), it follows that the “−”-
equation is the complex conjugate of the “+”-equation. If we moreover
express (U,W ) = (Jũ, Jw̃) =: J(ũ, w̃) by means of (ũ, w̃) = Φ(Wc) =
Φ(W1c,W1c) from Lemma 12, we need to find (ω, α) close to (ω0, αc) and a
non-trivial solution W1c = W1c(x) of

0 = −iωW1c + ΛαW1c + P+
α,cF1(JΦ(W1c,W1c)). (39)

Since W1c ∈ Cϕ+
α , cf. (27), writing W1c = ζϕ+

α we obtain the equation

0 = −iωζϕ+
α + λ+

0 (α)ζϕ+
α + P+

α,cF1(JΦ(ζϕ+
α , ζϕ+

α ))

to be satisfied for some ζ ∈ C \ {0}, recall Λαϕ+
α = λ+

0 (α)ϕ+
α . If we now

introduce p+
α,c by P+

α,cu = p+
α,c(u)ϕ+

α , this can be simplified to

0 = −iωζ + λ+
0 (α)ζ + f(α, ζ), f(α, ζ) := p+

α,c

(
F1(JΦ(ζϕ+

α , ζϕ+
α ))

)
, (40)

which is an equation for ζ ∈ C. Clearly |p+
α,c(u)| ≤ C‖P+

α,cu‖Hm
γ

≤ C‖u‖Hm
γ

,

whence (23) in Lemma 4 yields
∣∣∣p+

α,c

(
F1(JΦ(ζϕ+

α , ζϕ+
α ))

)∣∣∣ ≤ C‖F1(JΦ(ζϕ+
α , ζϕ+

α ))‖Hm
γ

≤ C‖F (JΦ(ζϕ+
α , ζϕ+

α ))‖Y
≤ C‖ũ‖Z‖w̃‖Y ,
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where we have employed the notation

(ũ, w̃) = Φ(Wc) = Φ(ζϕ+
α , ζϕ+

α ).

Recalling Wc
∼= (. . . , 0,W−1c, 0,W1c, 0, . . .) thus (33) in Lemma 12 implies

|f(α, ζ)| =
∣∣∣p+

α,c

(
F1(JΦ(ζϕ+

α , ζϕ+
α ))

)∣∣∣ ≤ C‖ũ‖Z
(
‖w̃ −Wc‖Y + ‖Wc‖Y

)

≤ C‖Wc‖2Hm
γ
≤ C‖ζϕ+

α‖2Hm
γ
≤ C|ζ|2.

Therefore the nonlinear part f in (40) is of higher order at ζ = 0, and a
similar reasoning shows that even

|f(α, ζ)| ≤ C|ζ|p

holds, with the p from hypothesis (H2). Analogously to the case of classical
Hopf bifurcation, cf. [16], the implicit function theorem can be applied to
(40), as soon as the zero solution is divided out; it will also be sufficient to
find real-valued solutions r = ζ ∈ R. Hence we consider the complex-valued
smooth function

Γ (r; ρ, ε) =
{−i(ω0 + ρ) + λ+

0 (αc + ε) + r−1f(αc + ε, r) : r 6= 0
−i(ω0 + ρ) + λ+

0 (αc + ε) : r = 0

and note that Γ (0; 0, 0) = 0 due to λ+
0 (αc) = iω0, cf. (4) in (H3). Moreover,

the Jacobi matrix

Dρ, εΓ (r; ρ, ε)|r=ρ=ε=0 =

(
0 d

dα Re λ+
0 (α)|

α=αc

−1 d
dα Im λ+

0 (α)|
α=αc

)

w.r. to ρ, ε has

det Dρ, εΓ (r; ρ, ε)|r=ρ=ε=0 =
d

dα
Re λ+

0 (α)|
α=αc

> 0

by (5) in (H3). Hence we find functions r 7→ (ρ(r), ε(r)) with ρ(0) = ε(0) = 0
such that −i(ω0 + ρ(r)) + λ+

0 (αc + ε(r)) + r−1f(αc + ε(r), r) = 0 for |r|
small enough. Differentiating this relation it follows that, depending on the
degree of the nonlinearity, ε(k)(0) 6= 0 for some first k. Thus the function
r 7→ ε(r) can locally be inverted to yield a function ε 7→ r(ε). This results
in −i(ω0 +ρ1(ε))r(ε)+λ+

0 (αc + ε)r(ε)+f(αc + ε, r(ε)) = 0 for ε sufficiently
small, where ρ1(ε) = ρ(r(ε)). Setting ω = ω0 + ρ1(ε), α = αc + ε, and
W1c(x) = r(ε)ϕ+

αc+ε(x), we thus have constructed the desired solutions of
(39). Working the foregoing steps backward, we finally obtain a 2π/ω-time-
periodic solution U = U(x, t) of (18) satisfying W (x, t) = eβx1U(x, t). This
completes the proof of Theorem 2. ut
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Remark 3. In the generic case of κ3 6= 0 one has f(α, r) = (κ3 + iκ4)r3 +
O(r4), where κ3 + iκ4 = limr→0 r−3(ϕ+, ∗

αc
, F1(JΦ(rϕ+

αc , rϕ
+
αc

)))
L2 in case of

the nonlinearity (6) could in principle be calculated explicitly. Differentiat-
ing Γ (r; ρ(r), ε(r)) = 0 then yields ρ′(0) = ε′(0) = 0, and differentiating
this relation a second time we see that

0 = −iρ′′(0) +
d

dα
λ+

0 (α)|
α=αc

ε′′(0) + 2(κ3 + iκ4).

Writing d
dα λ+

0 (α)|
α=αc

= κ1+iκ2 with κ1 > 0, this can be stated differently
as ε′′(0) = −2κ3/κ1 and ρ′′(0) = 2(κ1κ4 − κ2κ3)/κ1. Hence if κ3 6= 0, then
ε(r) = −(κ3/κ1)r2+O(r3) yields α−αc = ε = −sgn(κ3)ε̃, where ε̃ = |ε| > 0
is the ε which appears in the formulation of Theorem 2. Depending on the
sign of κ3, we thus obtain a sub- or supercritical Hopf bifurcation.

Note that there are no quadratic terms in the reduced system due to
the fact that e±ite±it 6∈ {e−it, eit}, i.e., the quadratic interaction of critical
modes always leads to noncritical modes.

4. Exchange of stability

So far we have established the stability of the trivial solution for α < αc

and that a Hopf bifurcation occurs at α = αc. We now turn to the issue of
the stability of the bifurcating small periodic solutions, i.e. we are going to
prove Theorem 3. We start again with the original equation

∂tU = BU + Rα(x)U + N(U),

and we introduce the deviation V (x, t) = U(x, t) − Uper(x, t) of a general
solution U from the time-periodic solution Uper, the latter given by Theorem
2. Hence we obtain

∂tV = BV + Rα(x)V + N(Uper + V )−N(Uper) (41)

as the equation for V . Again we need to make use of the exponentially
weighted function W (x, t) = eβx1V (x, t) with β ∈]0,min{γ, c/2}[ suitable
chosen below, and γ > 0 the exponential decay rate occurring in the repre-
sentation of the time periodic solutions from the last section. Note that now
β is chosen different than in previous sections, where we had fixed β = c/2.

The function W then satisfies

∂tW = ΛαW + G(V,W ), (42)

with
G(V, W ) = eβx1(N(Uper + V )−N(Uper)).

Everything which has been said about the nonlinearity F around (7) applies
to G, too.
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Example 2. Writing Uper = (Up1, Up2) and V = (V1, V2), we find for the
nonlinearity from (6) the expression

N(Uper + V )−N(Uper)

=




−3U2
p1V1 − 3Up1V

2
1 − 2Up2V2(Up1 + V1)

−Up1V
2
2 − U2

p2V1 − V1(V 2
1 + V 2

2 )

−3U2
p2V2 − 3Up2V

2
2 − 2Up1V1(Up2 + V2)

−U2
p1V2 − Up2V

2
1 − V2(V 2

1 + V 2
2 )


 ,

hence we can set

G(V, W ) =




−3U2
p1W1 − 3Up1V1W1 − 2Up2W2(Up1 + V1)
−Up1V2W2 − U2

p2W1 −W1(V 2
1 + V 2

2 )

−3U2
p2W2 − 3Up2V2W2 − 2Up1W1(Up2 + V2)
−U2

p1W2 − Up2V1W1 −W2(V 2
1 + V 2

2 )




for W = (W1,W2).

As a preliminary step, we deal with (41) and (42) formally linearized
about (V, W ) = (0, 0). This system reads as

∂tV = BV + Rα(x)V + DN(Uper)V,
∂tW = ΛαW + DN(Uper)W ;

}
(43)

note that since every term in G(V, W ) has a factor W it is found that
DV G(0, 0) = 0, and we moreover have DW G(0, 0) = DV (N(Uper + V ) −
N(Uper))|V =0 = DN(Uper). For instance, in the above example we obtain

DN(Uper) =
(−(3U2

p1 + U2
p2) −2Up1Up2

−2Up1Up2 −(3U2
p2 + U2

p1)

)
.

According to (43) we need to study first the time-periodic operator

Mα(t)W = ΛαW + DN(Uper(t))W.

Lemma 13. The operator Mα generates a linear evolution system St,s in
L1(Rd) ∩ C0

b (Rd). There exist µ > 0 and C > 0 such that

‖St,s‖L1∩C0
b→L1∩C0

b
≤ Ce−µ(t−s)

for s ≤ t, and we have µ = O(ε2) as ε → 0.

Proof : The second part DN(Uper(t)) is of order O(ε), i.e., a small pertur-
bation of Λα. Obviously, the part of the spectrum which is O(1)-bounded
away from the imaginary axis stays O(1) bounded away if the perturba-
tion of order O(ε) is added. The two eigenvalues λ±0 (α) with positive real
parts are shifted into the left half plane, as in the case of a classical Hopf
bifurcation, when linearizing the radial component of the reduced system

∂tr = κ1r + κ3r
3 +O(ε2)
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about r =
√

κ1/(−κ3). The deviation r̃ = r −
√

κ1/(−κ3) then satisfies

∂tr̃ = −2κ1r̃ +O(r̃2 + ε2),

where we have used the assumption κ3 < 0. Since St,s is generated by Mα

which is the sum of a sectorial operator and a relatively compact pertur-
bation in L1 ∩ C0

b with Floquet exponents strictly in the left half plane we
have established the claim. ut

Thus the second equation of (43) will lead to an exponentially (in time)
damped solution W . Now we would like to proceed as in Section 2 and
Section 3 and replace in the first equation of (43) all terms in V which
have space-dependent coefficients by W . However, this is not possible in
full analogy, since Uper(x, t) = U0(x) + Ũper(x, t) with

Ũper(x, t) =
∑

n∈Z\{0}
Un(x)einωt,

but U0 does not decay at an exponential rate. Accordingly we rewrite the
first equation of (43) as

∂tV = BV + Rα(x)V + DN(U0 + Ũper(t))V
= BV + DN(U0)V + e−βx1Rα(x)W (44)

+ e−βx1(DN(U0 + Ũper(t))−DN(U0))W.

Lemma 14. There exist C > 0 such that

‖e−βx1Rα‖C0
b

+ ‖e−βx1(DN(U0 + Ũper(t))−DN(U0))‖C0
b
≤ C.

Proof : The first bound is obtained from (H1), since we still have β ≤ c/2
by the assumption on β in this section. In addition, identifying U and JU ,
it follows that

|DN(U0 + Ũper(t))−DN(U0)| ≤ C(|U0|+ |Ũper(t)|)p−2 |Ũper(t)|
≤ C|Ũper(t)|,

cf. Theorem 2. But also

e−βx1 |Ũper(x, t)| ≤ eβ|x| e−γ|x| ∑

n∈Z\{0}
‖Uneγ|x|‖C0

b

≤ C
∑

n∈Z\{0}
‖Uneγ|x|‖Hm

= C
∑

n∈Z\{0}
‖Un‖Hm

γ
≤ C‖U‖Z ≤ C,

as a consequence of β ≤ γ. ut
Therefore, by Lemmas 13 and 14, the linearized equation (44) for V is

of the form
∂tV = BV + DN(U0)V +O(e−µt),
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similar to the linearized system in Section 2, with the additional term
DN(U0)V which will be handled similar to the nonlinear terms in the fol-
lowing.

After this preliminary investigation of the properties of the linearized
system (43) we consider the full system. We rewrite (41) and (42) as

∂tV = BV + Φ(x)V + e−βx1R0(x, t)W + N2(V ),
∂tW = Mα(t)W + N3(V,W ),

}
(45)

with

Φ(x) = DN(U0(x)),
R0(x, t) = Rα(x) + DN(U0(x) + Ũper(x, t))−DN(U0(x)),
N2(V ) = N(Uper + V )−N(Uper)−DN(Uper)V,

N3(V,W ) = G(V,W )−DN(Uper)W
= G(V,W )−G(0, 0)−DV,W G(0, 0)(V, W ),

recalling Uper = U0 + Ũper. We apply the variation of constant formula to
(45) and obtain

V (t) = eBtV (0) +
∫ t

0

eB(t−s)
(
Φ(x)V (s) + e−βx1R0(x, s)W (s)

+ N2(V )(s)
)

ds,

W (t) = St,0W (0) +
∫ t

0

St,sN3(V, W )(s) ds.





(46)

In a way similar to Lemma 14 we obtain

Lemma 15. There exists C > 0 such that the following estimates hold.

‖N2(V )‖L1 ≤ C‖V ‖L1‖V ‖L∞ ,

‖N2(V )‖L∞ ≤ C‖V ‖2L∞ ,

‖N3(V,W )‖L1∩L∞ ≤ C‖V ‖L∞‖W‖L1∩L∞ .

Therefore the system (45) possesses exactly the same properties as the
system (8), as soon as we can control the term

s1(x, t) =
∫ t

0

eB(t−s)
(
Φ(·)V (s)

)
(x) ds (47)

in the L1- and L∞-norm similar to the nonlinear terms. Then we can proceed
line by line as in Section 2 to complete the proof of Theorem 3. Hence it
remains to give the

Estimates on s1: We first note that |Φ(x)| ≤ C|U0(x)|p−1, with p from
(H2). Thus for a fixed q < d/2 the estimate

‖Φ‖Lq + ‖Φ‖L∞ ≤ C‖U0‖p−2
L∞ ‖U0‖Lq + C‖U0‖p−1

L∞ ≤ δ0 (48)



Hopf bifurcation and exchange of stability in diffusive media 33

is obtained, where δ0 > 0 can be made as small as necessary, due to Remark
2. Next we define the functions a(t) and b(t) as in the proof of Theorem 1,
and we modify c(t) to

c(t) = sup
s∈[0,t]

(
eσs‖w(s)‖L1∩L∞

)
,

with σ = µ/2 and µ > 0 as in Lemma 13. From (12) and Hölder’s inequality
we deduce that

‖s1‖L1 ≤
∫ t

0

‖eB(t−s)‖L1→L1‖Φ(·)V (s)‖L1 ds

≤ C‖Φ‖Lq

∫ t

0

‖V (s)‖1/q
L∞‖V (s)‖1/q′

L1 ds

≤ C‖Φ‖Lq a(t)1/qb(t)1/q′
∫ t

0

(1 + s)−d/(2q) ds

≤ C‖Φ‖Lq a(t)1/qb(t)1/q′ ,

due to q < d/2, where q′ = q/(q − 1). In a similar manner we get

(1 + t)d/2‖s1‖L∞

≤ (1 + t)d/2
∫ t

0

min
{
‖eB(t−s)‖L1→L∞‖Φ(·)V (s)‖L1 ,

‖eB(t−s)‖L∞→L∞‖Φ(·)V (s)‖L∞

}
ds

≤ C‖Φ‖Lq (1 + t)d/2
∫ t−1

0

(t− s)−d/2‖V (s)‖1/q
L∞‖V (s)‖1/q′

L1 ds

+C‖Φ‖L∞(1 + t)d/2
∫ t

t−1

‖V (s)‖L∞ ds

≤ C‖Φ‖L∞a(t)

+C‖Φ‖Lqa(t)1/qb(t)1/q′(1 + t)d/2

×
∫ t−1

0

(t− s)−d/2(1 + s)−d/(2q) ds

≤ C‖Φ‖L∞a(t) + C‖Φ‖Lqa(t)1/qb(t)1/q′ ,

again due to q < d/2.

These estimates on s1, the estimates on the linear semigroup in (12) and
from Lemma 13, and the estimates on the nonlinear terms from Lemma 15
then give, as in Section 2 and completely analogous to (17),

a(t) ≤ C2

(
a(0) + b(0) + ‖Φ‖L∞a(t) + ‖Φ‖Lqa(t)1/qb(t)1/q′

a(t)p + a(t)p−1b(t) + c(t)
)
,

b(t) ≤ C2

(
b(0) + ‖Φ‖Lq a(t)1/qb(t)1/q′ + a(t)p−1b(t) + c(t)

)
,

c(t) ≤ C2

(
c(0) + a(t)p−1c(t)

)
,





(49)
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with a constant C2 > 0. Analogously to the proof of Theorem 1 this implies
that given δ1 > 0 we may choose a sufficiently small δ2 > 0 (i.e., the
magnitude of the perturbation), and then additionally a sufficiently small
δ0 > 0 (i.e., the magnitude of the bifurcation parameter which controls the
magnitudes of ‖Φ‖Lq and ‖Φ‖L∞ by Remark 2) such that a(0)+b(0)+c(0) ≤
δ2 leads to a(t) + b(t) + c(t) ≤ δ1 for all t ∈ [0,∞[. This finishes the proof
of Theorem 3 in the case of (H1) and (H2). It is not hard to transfer the
above stability proof to the case (H1)’ and (H2)’ for all d ≥ 2. ut
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