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Abstract. We consider the semi-classical Dirac operator coupled to
a magnetic potential on a large class of manifolds including all metric
contact manifolds. We prove a sharp local Weyl law and a bound on
its eta invariant. In the absence of a Fourier integral parametrix, the
method relies on the use of almost analytic continuations combined with
the Birkho� normal form and local index theory.

1. Introduction

Semi-classical analysis concerns the study of the spectrum of semi-classical
(h-)pseudodi�erential operators Ah : C∞ (X) → C∞ (X), h ∈ (0, 1], in the
limit h → 0 and is now the subject of several texts [10, 13, 17, 18, 21, 23,
28]. Standard examples of such operators include the Schroedinger operator
Ah = −h2∆X + V on a compact n-dimensional Riemannian manifold X
with potential V ∈ C∞ (X). The clearest asymptotic result is given by the
celebrated local Weyl law (cf. eg. [10] Ch. 10): assuming 0 is not a critical
value of the symbol σ (A) = a (x, ξ) ∈ C∞ (T ∗X), the number of eigenvalues
N (−ch, ch) of Ah in the interval (−ch, ch) satis�es

(1.1) N (−ch, ch) = O
(
h−n+1

)
as h → 0, ∀c > 0. Similar results also exist in the case where 0 is a Morse-
Bott critical level for the symbol (cf. [6]). In the critical case, the exponent in
the local Weyl law may drop depending on the co-dimension of zero energy
level ΣA

0 := {a (x, ξ) = 0} and the signature of the normal Hessian. The
local Weyl laws thus obtained are sharp and are proved using a parametrix

construction for the evolution operator e
it
h
Ah as a Fourier integral operator.

In the context of non-scalar operators Ah : C∞ (X;E)→ C∞ (X;E) act-
ing on sections of a vector bundle E, fewer result are known. The simplest
case is when the non-scalar symbol a (x, ξ) ∈ C∞ (T ∗X;E) is smoothly di-
agonalizable near the zero energy level ΣA

0 = {det (a (x, ξ)) = 0}. In this
case similar Fourier integral methods apply (cf. [11, 21] or [12, 24] for an
exposition in the microlocal/classical setting). For non-scalar operators an-
other method is provided under the microhyperbolicity condition of Ivrii
(cf. [18] Ch. 2,3 or [10] Ch. 12). In this paper, we study the particular
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case of the magnetic Dirac operator where neither diagonalizability nor the
microhyperbolicity condition is satis�ed.

More precisely, let
(
X, gTX

)
be an oriented Riemannian manifold of odd

dimension n = 2m + 1 equipped with a spin structure. Let S be the corre-
sponding spin bundle and let L be an auxiliary Hermitian line bundle. Fix a
unitary connection A0 on L and let a ∈ Ω1 (X;R) be a one form. This gives
a family of unitary connections on L via ∇h = A0 + i

ha and a corresponding
family of coupled magnetic Dirac operators

(1.2) Dh := hDA0 + ic (a)

for h ∈ (0, 1].
In order to derive sharp spectral asymptotics, we shall make a couple of

restrictive assumptions on the one form a and the metric gTX . First, the
one form a will be assumed to be a contact one form (i.e. one satisfying
a∧ (da)m > 0). This gives rise to the contact hyperplane H = ker (a) ⊂ TX
as well as the Reeb vector �eld R de�ned via iRda = 0, iRa = 1.

To state the assumption on the metric, consider the contracted endomor-
phism J : TxX → TxX de�ned at each point x ∈ X via

da (v1, v2) = gTX (v1, Jv2) , ∀v1, v2 ∈ TxX.
From the contact assumption, J has a one dimensional kernel spanned by
the Reeb vector �eld R. The endomorphism J is clearly anti-symmetric with
respect to the metric

gTX (v1, Jv2) = −gTX (Jv1, v2)

and hence its non-zero eigenvalues come in purely imaginary pairs ±iµ ;
µ > 0. The assumption on the metric gTX is then as follows.

De�nition 1.1. We say that the metric gTX is suitable to the contact form
a if there exist positive constants 0 < µ1 ≤ µ2 ≤ . . . ≤ µm (independent of
x ∈ X) and a positive real function ν (x) > 0 such that

(1.3) Spec (Jx) = {0,±iµ1ν (x) ,±iµ2ν (x) , . . . ,±iµmν (x)}
∀x ∈ X.

Before proceeding further, we give two examples of suitable metrics.

(1) The dimension of the manifold dim X = 3. In this case any metric
gTX is suitable as Spec (Jx) = {0,±i |da|} has only two non-zero
eigenvalues.

(2) There is a smooth endomorphism J : TX → TX, such that(
X2m+1, a, gTX , J

)
is a metric contact manifold. That is, we have

J2v1 = −v1 + a (v1)R,

gTX (v1, Jv2) = da (v1, v2) , ∀v1, v2 ∈ TxX.(1.4)

In this case the nonzero eigenvalues of Jx = Jx are ±i (each with
multiplicity m). For any given contact form a there exists an in�nite
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dimensional space of
(
gTX , J

)
satisfying (1.4). This case in particular

includes all strictly pseudo-convex CR manifolds.

In addition to the local Weyl law we shall also be interested in the asymp-
totics of the eta invariant ηh = η (Dh) of the Dirac operator, formally its
signature (see 2.1 for a de�nition) . The main result is now stated as follows.

Theorem 1.2. Under the contact and suitability assumptions on a, gTX ,
the local Weyl counting function and eta invariant of Dh satisfy the sharp
asymptotics

N (−ch, ch) = O
(
h−m

)
(1.5)

ηh = O
(
h−m

)
(1.6)

as h→ 0.

We note that the exponents above are signi�cantly lower than (1.1). This
is again partly attributed to the high co-dimension of ΣD

0 .
The proof of the asymptotic result Theorem 1.2 above will be based on a

functional trace expansion. To state the trace expansion involved, set ν0 :=
µ1 [minx∈X ν (x)] and choose f ∈ C∞c

(
−
√

2ν0,
√

2ν0

)
. Pick real numbers

0 < T ′ < T and let θ ∈ C∞c ((−T, T ) ; [0, 1]) such that θ (x) = 1 on (−T ′, T ′).
Let

F−1θ (x) := θ̌ (x) =
1

2π

ˆ
eixξθ (ξ) dξ

F−1
h θ (x) :=

1

h
θ̌
(x
h

)
=

1

2πh

ˆ
e
i
h
xξθ (ξ) dξ

be its classical and semi-classical inverse Fourier transforms respectively. We
shall then prove.

Theorem 1.3. Let a, gTX be a contact form and suitable metric respectively.
There exist smooth functions uj ∈ C∞ (R) such that there is a trace expansion

tr

[
f

(
D√
h

)(
F−1
h θ

) (
λ
√
h−D

)]
=

(1.7)

tr

[
f

(
D√
h

)
1

h
θ̌

(
λ
√
h−D
h

)]
= h−m−1

N−1∑
j=0

f (λ)uj (λ)hj/2 +O
(
hN/2

)
(1.8)

for T su�ciently small and for each N ∈ N,λ ∈ R.

Again, the trace (1.7) should be compared with the wave trace expansions
for scalar and microhyperbolic operators ([10] ch. 10, 12) although a di�erent

scale of size
√
h is being used. In the absence of a Fourier integral parametrix

or microhyperbolicity our strategy is to combine the use of almost analytic
continuations with local index theory expansions. We �rst show that the
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trace is O (h∞) in the region spt (θ) ⊂ {T > |x| ≥ hε}, ε ∈
(
0, 1

2

)
(see Lemma

3.1). Here the the lack of microhyperbolicity for the symbol poses a di�culty
in the use of almost analytic continuations (cf. [10] ch. 12, see also [9]). We
however show that this can be overcome with a closer understanding of the
total symbol of D via its Birkho� normal form. It is in deriving the Birkho�
normal form then that Koszul complexes are used and the assumptions on
a, gTX required. The local index theory method (cf. [4, 20]) �nally provides
the expansion in the region spt (θ) ⊂ {|x| < hε} (see Lemma 3.2).

There is a large recent literature for semi-classical problems in the presence
of magnetic �elds (see [15] for a survey). In particular the extensive book
of Ivrii [17] speci�cally considers the case of the magnetic Dirac operator in
ch. 17. The Birkho� normal form here (5.13) generalizes proposition 17.2.1
therein. Our use of normal forms should also be compared to its use in scalar
cases from [8, 14, 22].

The asymptotic problem of the eta invariant (1.6) was earlier considered
by the author in [25] where a non-sharp estimate was proved, under no as-
sumptions on a, gTX , via the use of the heat trace. This asymptotic problem
was �rst considered and applied in [26] in the proof of the three-dimensional
Weinstein conjecture using Seiberg-Witten theory. The three-dimensional
case has been further explored in [27].

The paper is organized as follows. In Section 2 begin with preliminary
notions used throughout the paper including basic facts about Cli�ord rep-
resentations, Dirac operators and the semi-classical calculus. In 2.2.1 we
we compute the spectrum of a model magnetic Dirac operator on Rm using
Cli�ord representations and the harmonic oscillator. In Section 3 we per-
form certain reductions towards proving Theorem 1.3 including a time scale
breakup of the trace into Lemma 3.1 and Lemma 3.2. These reductions are
then used in Section 4 to further reduce Lemma 3.1 to the case of a Euclidean
magnetic Dirac operator on Rn. In Section 5 we obtain the Birkho� normal
form for the Euclidean magnetic Dirac operator on Rn from Section 4. It
is here in 5.1 that Koszul complexes are employed for the normal form. In
Section 6 we show how the normal form is used in proving Lemma 3.1 via
the use of almost analytic continuations. In Section 7 we prove Lemma 3.2
using the methods of local index theory. In Section 8 we show how to prove
the spectral estimates of Theorem 1.2 via the trace expansion Theorem 1.3.
Finally, in Section A we prove some spectral estimates useful in Section 4
and Section 5.

2. Preliminaries

2.1. Spectral invariants of the Dirac operator. Here we review the ba-
sic facts about Dirac operators used throughout the paper with [3] providing
a standard reference. Consider a compact, oriented, Riemannian manifold(
X, gTX

)
of odd dimension n = 2m + 1. Let X be equipped with spin

structure, i.e. a principal Spin (n) bundle Spin (TX) → SO (TX) with an



MAGNETIC DIRAC OPERATOR 5

equivariant double covering of the principal SO (n)-bundle of orthonormal
frames SO (TX). The corresponding spin bundle S = Spin (TX)×Spin(n)S2m

is associated to the unique irreducible representation of Spin (n). Let ∇TX
denote the Levi-Civita connection on TX. This lifts to the spin connec-
tion ∇S on the spin bundle S. The Cli�ord multiplication endomorphism
c : T ∗X → S ⊗ S∗ may be de�ned (see 2.2) satisfying

c(a)2 = −|a|2, ∀a ∈ T ∗Y.
Let L be a Hermitian line bundle on Y . Let A0 be a �xed unitary connection
on L and let a ∈ Ω1(Y ;R) be a 1-form on Y . This gives a family ∇h =
A0 + i

ha of unitary connections on L. We denote by ∇S⊗L = ∇S⊗1+1⊗∇h
the tensor product connection on S ⊗ L. Each such connection de�nes a
coupled Dirac operator

Dh := hDA0 + ic (a) = hc ◦
(
∇S⊗L

)
: C∞(Y ;S ⊗ L)→ C∞(Y ;S ⊗ L)

for h ∈ (0, 1]. Each Dirac operator Dh is elliptic and self-adjoint. It hence
possesses a discrete spectrum of eigenvalues.

We de�ne the eta function of Dh by the formula

η (Dh, s) :=
∑
λ 6=0

λ∈Spec(Dh)

sign(λ)|λ|−s =
1

Γ
(
s+1

2

) ˆ ∞
0

t
s−1

2 tr
(
Dhe

−tD2
h

)
dt.

(2.1)

Here, and in the remainder of the paper, we use the convention that Spec(Dh)
denotes a multiset with each eigenvalue of Dh being counted with its multi-
plicity. The above series converges for Re(s) > n. It was shown in [1, 2] that
the eta function possesses a meromorphic continuation to the entire complex
s-plane and has no pole at zero. Its value at zero is de�ned to be the eta
invariant of the Dirac operator

ηh := η (Dh, 0) .

By including the zero eigenvalue in (2.1), with an appropriate convention,
we may de�ne a variant known as the reduced eta invariant by

η̄h :=
1

2
{kh + ηh} .

The eta invariant is unchanged under positive scaling

(2.2) η (Dh, 0) = η (cDh, 0) ; ∀c > 0.

Let Lt,h denote the Schwartz kernel of the operator Dhe
−tD2

h on the product
X × X. Throughout the paper all Schwartz kernels will be de�ned with
respect to the Riemannian volume density. Denote by tr (Lt,h (x, x)) the
point-wise trace of Lt,h along the diagonal. We may now analogously de�ne
the function

η (Dh, s, x) =
1

Γ
(
s+1

2

) ˆ ∞
0

t
s−1

2 tr (Lt,h (x, x)) dt.(2.3)
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In [5] theorem 2.6, it was shown that for Re(s) > −2, the function η (Dh, s, x)
is holomorphic in s and smooth in x. From (2.3) it is clear that this is
equivalent to

tr (Lt,h) =O
(
t

1
2

)
, as t→ 0.(2.4)

The eta invariant is then given by the convergent integral

(2.5) ηh =

ˆ ∞
0

1√
πt
tr
(
Dhe

−tD2
h

)
dt.

2.2. Cli�ord algebra and and its representations. Here we review the
construction of the spin representation of the Cli�ord algebra. The following
being standard, is merely used to setup our conventions and subsequently
compute the spectrum of the model magnetic Dirac operator on Rm in 2.2.1.

Consider a real vector space V of even dimension 2m with metric 〈, 〉.
Recall that its Cli�ord algebra Cl (V ) is de�ned as the quotient of the tensor
algebra T (V ) := ⊕∞j=0V

⊗j by the ideal generated from the relations v⊗ v+

|v|2 = 0. Fix a compatible almost complex structure J and split V ⊗ C =
V 1,0⊕V 0,1 into the±i eigenspaces of J . The complexi�cation V⊗C carries an
induced C-bilinear inner product 〈, 〉C as well as an induced Hermitian inner

product hC (, ). Next, de�ne S2m = Λ∗V 1,0. Clearly S2m is a complex vector
space of dimension 2m on which the unique irreducible (spin)-representation
of the Cli�ord algebra Cl (V )⊗ C is de�ned by the rule

c2m (v)ω =
√

2
(
v1,0 ∧ ω − ιv0,1ω

)
, v ∈ V, ω ∈ S2m.

The contraction above is taken with respect to 〈, 〉C. It is clear that c2m (v) :

Λeven/odd → Λodd/even switches the odd and even factors. For the Cli�ord
algebra Cl (W )⊗C of an odd dimensional vector spaceW = V ⊕R [e0] there
are exactly two irreducible representations. These two (spin)-representations
S+

2m+1 = S−2m+1 = Λ∗V 1,0 are de�ned via

c±2m+1 (v) = c2m (v) , v ∈ V
c+

2m+1 (e0)ωeven/odd = −c−2m+1 (e0)ωeven/odd = ±iωeven/odd.(2.6)

Throughout the rest of the paper, we stick with the positive convention and
use the shorthands c = c2m, c = c+

2m+1 when the index 2m, 2m+1 implicitly
understood.

Pick an orthonormal basis e1, e2, . . . , e2m for V in which the almost com-
plex structure is given by Je2j−1 = e2j , 1 ≤ j ≤ m. An hC-orthonormal basis
for V 1,0 is now given by wj = 1√

2
(e2j + ie2j−1), 1 ≤ j ≤ m. A basis for S2m

and S±2m+1 is given by wk = wk1
1 ∧ . . . ∧ wkmm with k = (k1, k2, . . . , km) ∈

{0, 1}m. Ordering the above chosen bases lexicographically in k, we may
de�ne the Cli�ord matrices, of rank 2m, via

γmj = c (ej) , 0 ≤ j ≤ 2m,
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for each m. Again, we often write γmj = γj with the index m implicitly
understood. Giving representations of the Cli�ord algebra, these matrices
satisfy the relation

(2.7) γiγj + γjγi = −2δij .

Next, one may further de�ne the Cli�ord quantization map on the exterior
algebra

c : Λ∗W ⊗ C → End (S2m)

c
(
ek0

0 ∧ . . . ∧ e
k2m
2m

)
= c (e0)k . . . c (e2m)k2m .(2.8)

An easy computation yields

c (e0 ∧ . . . ∧ e2m) = im+1.

Furthermore, if e0 ∧ . . .∧ e2m is designated to give a positive orientation for
W then for ω ∈ ΛkW we have

c (∗ω) = im+1 (−1)
k(k+1)

2 c (ω)(2.9)

c (ω)∗ = (−1)
k(k+1)

2 c (ω)(2.10)

under the Hodge star and hC-adjoint. The Cli�ord quantization map (2.8)
is a linear surjection with kernel spanned by elements of the form ∗ω −
im+1 (−1)

k(k+1)
2 ω. Thus, in particular one has linear isomorphisms

(2.11) c : Λeven/oddW ⊗ C→ End (S2m) .

Next, given (r1, . . . , rm) ∈ Rm \ 0, we de�ne

Ir := {j|rj 6= 0} ⊂ {1, 2, . . . ,m}(2.12)

Zr := |Ir|(2.13)

Vr :=
⊕
j∈Ir

C [wj ] ⊂ V 1,0(2.14)

and wr :=
m∑
j=1

rjwj ∈ Vr.(2.15)

Clearly, ‖wr‖ = |r|. Denoting by w⊥r the hC-orthogonal complement of
wr ⊂ Vr, one clearly has Vr = C [wr]⊕ w⊥r . Hence

ΛevenVr =
(

Λevenw⊥r

)
⊕ wr
|r|
∧
(

Λoddw⊥r

)
ΛoddVr =

(
Λoddw⊥r

)
⊕ wr
|r|
∧
(

Λevenw⊥r

)
.(2.16)
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Next, we de�ne

ir : Λ∗Vr → Λ∗Vr, via(2.17)

ir (ω) :=
wr
|r|
∧ ω

ir

(
wr
|r|
∧ ω
)

:= ω

for ω ∈ Λ∗w⊥r . Clearly, i
2
r = 1 with the decomposition (2.16) implying that

ir is a linear isomorphism between

ir : ΛevenVr → ΛoddVr

ir : ΛoddVr → ΛevenVr.

Next, the endomorphism

c

(
wr − w̄r√

2

)
= (wr ∧+ιw̄r) : Λ*Vr → Λ*Vr(2.18)

has the form

(2.19) c

(
wr − w̄r√

2

)
=

[
|r| ir

|r| ir

]
with respect to the decomposition Λ*Vr = ΛoddVr ⊕ ΛevenVr. This �nally
allows us to write the eigenspaces of (2.18) as

(2.20) V ±r = (1± ir) (ΛevenVr)

with eigenvalue ± |r| respectively.

2.2.1. Magnetic Dirac operator on Rm. We now de�ne the magnetic Dirac
operator on Rm via

(2.21) DRm =
m∑
j=1

(µj
2

) 1
2 [
γ2j

(
h∂xj

)
+ iγ2j−1xj

]
∈ Ψ1

cl

(
Rm;C2m

)
.

Its square is computed in terms of the harmonic oscillator

D2
Rm = H2 − ihR2m+1, with(2.22)

H2 = 1
2

m∑
j=1

µj

[
−
(
h∂xj

)2
+ x2

j

]
(2.23)

R2m+1 = 1
2

m∑
j=1

µj [γ2j−1γ2j ] .

It is an easy exercise to show that

(2.24) R2m+1wk =
i

2

 m∑
j=1

(−1)kj−1 µj

wk.
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Next, de�ne the lowering and raising operators Aj = h∂xj+xj , A
∗
j = −h∂xj+

xj for 1 ≤ j ≤ m, and the Hermite functions

ψτ,k (x) := ψτ (x)⊗ wk

ψτ (x) :=
1

(πh)
m
4 (2h)

|τ |
2
√
τ !

[
Πm
j=1

(
A∗j
)τj] e− |x|22h ,(2.25)

for τ = (τ1, τ2, . . . , τm) ∈ Nm0 .

It is well known that ψτ,k (x) form an orthonormal basis for L2
(
Rm;C2m

)
.

Furthermore we have the standard relations[
Aj , A

∗
j

]
= 2h

H2 =
1

2

m∑
j=1

µj
(
AjA

∗
j − 1

)
.(2.26)

It is clear from (2.22), (2.24) and (2.26) that each ψτ,k (x) is an eigenvector
of D2

Rm with eigenvalue

λτ,k = h
m∑
j=1

(
2τj + 1 + (−1)kj−1

) µj
2
.

Hence, clearly the kernel ofDRm is one dimensional and spanned by ψ0,0 =

e−
|x|2
2h . We now �nd a decomposition of L2

(
Rm;C2m

)
into eigenspaces of

DRm . First, if we de�ne

(2.27) ∂ =
1

2

m∑
j=1

(µj
2

) 1
2
c (wj)Aj ,

then one quickly computes

(2.28) ∂
∗

= −1

2

m∑
j=1

(µj
2

) 1
2
c (wj)A

∗
j

and

(2.29) DRm =
√

2
(
∂ + ∂

∗
)
.

For each τ ∈ Nm0 \ 0, we de�ne Iτ , Vτ as in (2.12), (2.14) and set

Eτ :=
⊕

b∈{0,1}Iτ
C

∏
j∈Iτ

(
c (wj)Aj√

2τjh

)bj
ψτ,0

 .
It is clear that we have an orthogonal decomposition

L2
(
Rm;C2m

)
= C [ψ0,0]⊕

⊕
τ∈Nm0 \0

Eτ .
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Furthermore, we have the isomorphism

Iτ : Λ∗Vτ → Eτ

Iτ

∧
j∈Iτ

w
bj
j

 :=
∏
j∈Iτ

(
c (wj)Aj√

2τjh

)bj
ψτ,0.

Each Eτ hence has dimension 2Zτ and is closed under c (wj)Aj , c (wj)A
∗
j

for 1 ≤ j ≤ m. We again have

Eτ = Eeven
τ ⊕ Eodd

τ , where(2.30)

Eeven/odd
τ := Iτ

(
Λeven/oddVτ

)
,

thus giving the Landau decomposition

(2.31) L2
(
Rm;C2m

)
= C [ψ0,0]⊕

⊕
τ∈Nm0 \0

(
Eeven
τ ⊕ Eodd

τ

)
.

The Dirac operator DRm by virtue of (2.27), (2.28), (2.29) preserves and
acts on Eτ via

c

(
wrτ + w̄rτ√

2

)
=
(
wrτ ∧+ιw̄rτ

)
,

under the isomorphism Iτ , where rτ :=
(√
τ1µ1h, . . . ,

√
τmµmh

)
and wrτ is

as in (2.15). Hence, if we de�ne iτ := IτirτI
−1
τ : E

even/odd
τ → E

odd/even
τ

we have that the restriction of DRm to Eτ is of the form

DRm =

[
|rτ | iτ

|rτ | iτ

]
(2.32)

via (2.19). Also note that since E
even/odd
τ ⊂ Iτ

(
C∞ (Rm)⊗ Λeven/oddV 1,0

)
respectively, one has

c (e0)Eeven/odd
τ = ±iEeven/odd

τ(2.33)

using (2.6). The eigenspaces for DRm are now given by

E±τ = Iτ

(
V ±τ
)
,(2.34)

via (2.20) with eigenvalue± |rτ | = ±
√
µ.τh respectively. We now summarize.

Proposition 2.1. An orthogonal decomposition of L2
(
Rm;C2m

)
consisting

of eigenspaces of the magnetic Dirac operator DRm (2.21) is given by

L2
(
Rm;C2m

)
= C [ψ0,0]⊕

⊕
τ∈Nm0 \0

(
E+
τ ⊕ E−τ

)
.

Here E±τ , as in (2.34), have dimension 2Zτ−1 and correspond to the eigen-
values ±

√
µ.τh respectively.
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2.3. The Semi-classical calculus. Finally, here we review the semi-classical
pseudodi�erential calculus used throughout the paper with [13, 28] being the
detailed references. Let gl (l) denote the space of all l× l complex matrices.
For A = (aij) ∈ gl (l) we denote |A| = maxij |aij |. Denote by S

(
Rn;Cl

)
the space of Schwartz maps f : Rn → Cl. We de�ne the symbol space

Sm
(
R2n;Cl

)
as the space of maps a : (0, 1]h → C∞

(
R2n
x,ξ; gl (l)

)
such that

each of the semi-norms

‖a‖α,β := supx,ξ,h〈ξ〉−m+|β|
∣∣∣∂αx ∂βξ a(x, ξ;h)

∣∣∣
is �nite ∀α, β ∈ Nn0 . Such a symbol is said to lie in the more re�ned class
a ∈ Smcl

(
R2n;Cl

)
if there exists an h-independent sequence ak, k = 0, 1, . . .

of symbols such that

(2.35) a−

(
N∑
k=0

hkak

)
∈ hN+1Sm

(
R2n;Cl

)
, ∀N.

Symbols as above can be Weyl quantized to de�ne one-parameter families
of operators aW : S

(
Rn;Cl

)
→ S

(
Rn;Cl

)
with Schwartz kernels given by

aW :=
1

(2πh)n

ˆ
ei(x−y).ξ/ha

(
x+ y

2
, ξ;h

)
dξ

We denote by Ψm
cl

(
Rn;Cl

)
the class of operators thus obtained by quan-

tizing Smcl
(
R2n;Cl

)
. This class of operators is closed under the standard

operations of composition and formal-adjoint. Indeed, the Weyl symbols of
the composition and adjoint satisfy

aW ◦ bW = (a ∗ b)W
(2.36)

:=
[
e
ih
2 (∂r1∂s2−∂r2∂s1) (a (s1, r1;h) b (s2, r2;h))

]W
x=s1=s2,ξ=r1=r2(

aW
)∗

= (a∗)W .

Furthermore the class is invariant under changes of coordinates and basis
for Cl. This allows one to de�ne an invariant class of operators Ψm

cl (X;E) on
C∞ (X;E) associated to any complex vector bundle on a smooth compact
manifold X. These de�ne uniformly in h bounded operators between the
Sobolev spaces Hs (X;E) → Hs−m (X;E) with the h-dependent norm on
each Sobolev space de�ned via

‖u‖Hs(X) :=
∥∥∥(1 + h2∇E∗∇E

)s/2
u
∥∥∥
L2
, s ∈ R,

with respect to any metric gTX , hE on X,E and unitary connection ∇E .
For A ∈ Ψm

cl (X;E), its principal symbol is well-de�ned as an element
in σ (A) ∈ Sm (X;End (E)) ⊂ C∞ (X;End (E)) . One has that σ (A) = 0
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if and only if A ∈ hΨm
cl (X;E). We remark that σ (A) is the restric-

tion of standard symbol in [28] to the re�ned class Ψm
cl (X;E) and is lo-

cally given by the �rst coe�cient a0 in the expansion of its Weyl symbol.
The principal symbol satis�es the basic relations σ (AB) = σ (A)σ (B),
σ (A∗) = σ (A)∗ with the formal adjoints being de�ned with respect to the
same Hermitian metric hE . The principal symbol map has an inverse given
by the quantization map Op : Sm (X;End (E)) → Ψm

cl (X;E) satisfying
σ (Op (a)) = a ∈ Sm (X;End (E)). We often use the alternate notation
Op (a) = aW . For a scalar function b ∈ Sm (X), it is clear from the mul-
tiplicative property of the symbol that

[
aW , bW

]
∈ hΨm

cl (X;E) and we de-

�ne Hb (a) := i
hσ
([
aW , bW

])
∈ Sm (X;End (E)). If a is self adjoint and

b real, then it is easy to see that Hb (a) is self-adjoint. We then de�ne
|Hb (a)| = maxλ∈Spec Hb(a) |λ|.

The wavefront set of an operator A ∈ Ψm
cl (X;E) can be de�ned invariantly

as a subset WF (A) ⊂ T ∗X of the �brewise radial compati�cation of its
cotangent bundle. If the local Weyl symbol of A is given by a then (x0, ξ0) /∈
WF (A) if and only if there exists an open neighborhood (x0, ξ0; 0) ∈ U ⊂
T ∗X×(0, 1]h such that a ∈ h∞ 〈ξ〉−∞Ck

(
U ;Cl

)
for all k. The wavefront set

satis�es the basic propertiesWF (A+B) ⊂WF (A)∩WF (B),WF (AB) ⊂
WF (A)∩WF (B) andWF (A∗) = WF (A). The wavefront setWF (A) = ∅
is empty if and only if A ∈ h∞Ψ−∞ (X;E). We say that two operators
A = B microlocally on U ⊂ T ∗X if WF (A−B) ∩ U = ∅. We also de�ne
by Ψc

cl (X;E) the class of pseudodi�erential operators A with wavefront set
WF (A) b T ∗X compactly contained in the cotangent bundle. It is clear
that Ψc

cl (X;E) ⊂ Ψ−∞cl (X;E).

An operator A ∈ Ψm
cl (X;E) is said to be elliptic if 〈ξ〉m σ (A)−1 exists

and is uniformly bounded on T ∗X. If A ∈ Ψm
cl (X;E), m > 0, is formally

self-adjoint such that A+ i is elliptic then it is essentially self-adjoint (with
domain C∞c (X;E)) as an unbounded operator on L2 (X;E). Its resolvent

(A− z)−1 ∈ Ψ−mcl (X;E), z ∈ C, Imz 6= 0, now exists and is pseudodi�eren-
tial by an application of Beals's lemma. The resolvent furthermore has an

expansion (A− z)−1 ∼
∑∞

j=0 h
jOp

(
azj

)
in Ψ−mcl (X;E). Here each symbol

appearing in the expansion has the form

azj = (σ (A)− z)−1 azj,1 (σ (A)− z)−1 . . . (σ (A)− z)−1 azj,2j (σ (A)− z)−1

∈ S−m (X;End (E)) ,

for polynomial in z symbols azj,k, k = 1, . . . , 2j. Given a Schwartz function

f ∈ S (R), the Hel�er-Sjostrand formula now expresses the function f (A) of
such an operator in terms of its resolvent and an almost analytic continuation
f̃ via

f (A) =
1

π

ˆ
C
∂̄f̃ (z) (A− z)−1 dzdz̄.
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Plugging the resolvent expansion into the above formula then shows that

the above lies in and has an expansion f (A) ∼
∑∞

j=0 h
jAfj in Ψ−∞cl (X;E).

Finally, one de�nes the classical λ-energy level of A via

ΣA
λ = {(x, ξ) ∈ T ∗X| det (σ (A) (x, ξ)− λI) = 0} .

Now, the form for the coe�cients of the resolvent expansion also shows
WF (f (A)) ⊂ ΣA

spt(f)
:=
⋃
λ∈spt(f) ΣA

λ .

2.3.1. The class Ψm
δ (X;E). In Section 3 we shall need the more exotic class

of symbols Smδ
(
R2n;C

)
de�ned for each 0 < δ < 1

2 . A function a : (0, 1]h →
C∞

(
R2n
x,ξ;C

)
is said to be in this class if and only if

(2.37) ‖a‖α,β := supx,ξ,h〈ξ〉−m+|β|h−(|α|+|β|)δ
∣∣∣∂αx ∂βξ a(x, ξ;h)

∣∣∣
is �nite ∀α, β ∈ Nn0 . This class of operators is closed under the standard
operations of composition, adjoint and changes of coordinates allowing the
de�nition of the exotic pseudodi�erential algebra Ψm

δ (X) on a compact man-
ifold. The class Smδ (X) is a family of functions a : (0, 1]h → C∞ (T ∗X;C)
satisfying the estimates (2.37) in every coordinate chart and induced triv-
ialization. Such a family can be quantized to aW ∈ Ψm

δ (X) satisfying

aW bW = (ab)W + h1−2δΨm+m′−1
δ (X) for another b ∈ Sm

′
δ (X). The op-

erators in Ψ0
δ (X) are uniformly bounded on L2 (X). Finally, the wavefront

an operator A ∈ Ψm
δ (X;E) is similarly de�ned and satis�es the same basic

properties as before.

2.3.2. Fourier integral operators. We shall also need the local theory of Fourier
integral operators. Let κ : U → V be an exact symplectomorphism be-
tween two open subsets U ⊂ T ∗X, V ⊂ T ∗Y inside cotangent spaces of
manifolds of same dimension n. Assume that there exist local coordinates
(x1, . . . , xn) ,(y1, . . . yn) on π (U) , π (V ) respectively with induced canonical
coordinates (x, ξ) , (y, η) on U, V . A function S (x, η) ∈ C∞ (Ω) on an open
subset Ω ⊂ R2n

x,η is said to be a generating function for the graph of κ if the
Lagrangian submanifolds

(T ∗X)× (T ∗Y )− ⊃ Λκ := {((x, ξ) ;κ (x, ξ)) | (x, ξ) ∈ U}
= {(x, ∂xS; ∂ηS, η) | (x, η) ∈ Ω}

are equal. Such a generating function always exists locally near any point
on Λκ. Letting a : (0, 1]h → C∞c (Ω× π (V ) ;C), which admits an expansion

a (x, y, η;h) ∼
∑∞

k=0 h
kak (x, y, η), one may now de�ne a Fourier integral

operator associated to κ via

A : L2 (Y ) → L2 (X)

(Af) (x) =
1

(2πh)n

ˆ
R2n

e
i
h

(S(x,η)−y.η)a (x, y, η;h) f (y) dydη.

The symbol of σ (A) ∈ C∞c (Λκ;C) is de�ned using the generating func-
tion via σ (A) (x, η) = a0 (x, ∂xS, η). The adjoint A∗, is again a Fourier
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integral operator associated to the symplectomorphism κ−1. The wave-
front set of A maybe de�ned as a subset WF (A) ⊂ T ∗X × T ∗Y . A point
(x, ξ; y, η) /∈ WF (A) if and only if there exist pseudodi�erential operators

B ∈ Ψm
cl (X) , C ∈ Ψm′

cl (Y ) with (x, ξ; y, η) ∈ WF (B) ×WF (C) such that
‖BAC‖Hs(Y )→Hs′ (X) = O (h∞) for each s, s′ ∈ R. It can be shown that the

wavefront set is in fact a compact subset WF (A) ⊂ Λκ. Given a pseudodif-
ferential operator B ∈ Ψm

cl (X), Egorov's theorem says that the composite is
a pseudodi�erential operator A∗BA ∈ Ψm

cl (Y ). Moreover its principal sym-

bol is given via σ (A∗BA) =
(
κ−1

)∗ |σ (A)|2 σ (B) ∈ C∞c (V ), where we have
again used the identi�cation of V with Λκ given by the generating function.
Finally one has the wavefront relation WF (A∗BA) ⊂ WF (A) ∩WF (B)
again using the identi�cations of U, V and Λκ.

An important special case arises when κ = etHf is the time t �ow of

a Hamiltonian f ∈ Sm (T ∗X). The operator e
it
h
fW , de�ned as a unitary

operator via Stone's theorem, is now a Fourier integral operator associated

to κ. Egorov's theorem now gives that the conjugation e
it
h
fWAe−

it
h
fW ∈

Ψm′
cl (X) is pseudodi�erential for each A ∈ Ψm′

cl (X) with principal symbol

σ
(
e
it
h
fWAe−

it
h
fW
)

=
(
etHf

)∗
σ (A).

3. First reductions

The trace expansion Theorem 1.3 will be proved in two steps based on the
following two lemmas. Below, τ, T, T ′, f, θ and D are the same as before.

Lemma 3.1. Let ε ∈
(
0, 1

2

)
and ϑ ∈ C∞c ((T ′hε, T ) ; [−1, 1]). Then

tr

[
f

(
D√
h

)(
F−1
h ϑ

) (
λ
√
h−D

)]
=

tr

[
f

(
D√
h

)
1

h
ϑ̌

(
λ
√
h−D
h

)]
= O (h∞)

for allλ ∈ R.

We note that in the above lemma the function ϑ is allowed to depend on
h, while its support and range are contained in h-independent intervals.

Lemma 3.2. There exist smooth functions uj ∈ C∞ (R) such that for each

λ ∈ R andε ∈
(
0, 1

2

)
one has a trace expansion

tr

[
f

(
D√
h

)(
F−1
h θε

) (
λ
√
h−D

)]
=

tr

[
f

(
D√
h

)
1

h1−ε θ̌

(
λ
√
h−D
h1−ε

)]
= h−m−1

N−1∑
j=0

cjh
j/2 +O

(
hN/2

)
where θε (x) := θ

(
x
hε

)
.
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We note that the trace expansion Theorem 1.3 follows from the above
two lemmas on simply splitting θ (x) = θε (x) + [θ (x)− θε (x)]︸ ︷︷ ︸

ϑ(x)

and applying

Lemma 3.2 and Lemma 3.1 to the �rst and second summands respectively.
Lemma Lemma 3.2 is a relatively classical expansion proved via local index
theory and will be deferred to Section 7. Our main occupation until then is
in proving Lemma 3.1.

As a �rst step one chooses a microlocal partition of unity Aα ∈ Ψ0
cl (X),

0 ≤ α ≤ N, satisfying
N∑
α=0

Aα = 1

WF (A0) ⊂ U0 ⊂ T ∗X \ ΣD
(−τ,τ)

WF (Aα) b Uα ⊂ ΣD
(−2τ,2τ), 1 ≤ α ≤ N.(3.1)

subordinate to an open cover {Uα}Nα=0 of T ∗X. Clearly, it su�ces to prove

(3.2) tr

[
Aαf

(
D√
h

)
ϑ̌

(
λ
√
h−D
h

)
Aβ

]
= O (h∞)

for 1 ≤ α, β ≤ N with WF (Aα) ∩WF (Aβ) 6= ∅ .
By the Hel�er-Sjostrand formula we have the trace above is given by

(3.3) T ϑαβ (D) :=
1

π

ˆ
C
∂̄f̃ (z) ϑ̌

(
λ− z√
h

)
tr

[
Aα

(
1√
h
D − z

)−1

Aβ

]
dzdz̄.

We note that the resolvent, the above trace as well as the left hand side
of (3.2) are well de�ned for any essentially self-adjoint pseudodi�erential
operator in place of D. The next reduction step attempts to modify D
without a�ecting the asymptotics of T ϑαβ (D). To this end, choose open
subsets

(3.4) WF (Aα) ∪WF (Aβ) ⊂ Vαβ b T ∗X,

for each such pair α, β with WF (Aα) ∩WF (Aβ) 6= ∅. With d = σ (D) ∈
C∞ (X; iu (S)), de�ne the required exit time

Tαβ :=
1

infg∈Gαβ |Hgd|
, where(3.5)

Gαβ :=
{
g ∈ C∞ (T ∗X; [0, 1]) | g|WF (Aα)∩WF(Aβ) = 1, g|V cαβ = 0

}
.

If one were to use a scalar symbol d ∈ C∞ (X) instead in (3.5), the required
exit time Tαβ would have the following signi�cance: any Hamiltonian trajec-

tory γ (t) = etHd with γ (0) ∈WF (Aα)∩WF (Aβ) ,γ (T ) ∈ Vαβ , would have
length T ≥ Tαβ atleast the required exit time. We now have the following.
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Lemma 3.3. Let D′ ∈ Ψ1
cl

(X;E) be essentially self-adjoint such that D =

D′ microlocally on Vαβ . Then for ϑ ∈ C∞c

((
T ′αβh

ε, Tαβ

)
; [0, 1]

)
, 0 <

T ′αβ < Tαβ, one has

T ϑαβ (D) = T ϑαβ
(
D′
)

mod h∞.

Proof. LetB ∈ Ψ0
cl (X) be a microlocal cuto� such thatB = 0 onWF (D −D′)

and B = 1 on Vαβ . Then (1−B)Aβ = 0 microlocally implies

(
z − 1√

h
D

)
B

(
z − 1√

h
D′
)−1

Aβ = Aβ −
[

1√
h
D,B

] (
z −D′

)−1
Aβ

+B

(
1√
h
D′ − 1√

h
D

)(
z − 1√

h
D′
)−1

Aβ(3.6)

(mod h∞)

in trace norm. Next, multiplying through by Aα

(
z − 1√

h
D
)−1

and using

AαB = B microlocally gives

(3.7) Aα

(
z − 1√

h
D′
)−1

Aβ −Aα
(
z − 1√

h
D

)−1

Aβ =

Aα

(
z − 1√

h
D

)−1

B

(
1√
h
D′ − 1√

h
D

)(
z − 1√

h
D′
)−1

Aβ

−Aα
(
z − 1√

h
D

)−1 [ 1√
h
D,B

](
z − 1√

h
D′
)−1

Aβ +O
(
|Imz|−1 h∞

)
in trace norm. Now B = 0 on WF (D −D′) gives that the �rst term on the

right hand side above is O
(
|Imz|−2 h∞

)
.

We now estimate the second term. Let Sαβ < S′′αβ < S′′′αβ < Tαβ and

S′αβ > T ′αβ be such that ϑ ∈ C∞c
([
S′αβh

ε, Sαβ

]
; [0, 1]

)
. Let g0 ∈ Gαβ with

|Hg0 (d)| ≤ 1
S′′′αβ

. Set g = αzg0, where

αz = min

(
S′′αβImz√
h log 1

h

, N

)

with the constant N > 0 to be speci�ed later. We note that

G =
(
eg log 1

h

)W
∈ h−NΨ0

δ (X)
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for each 0 < δ < 1
2 . Since it has an elliptic symbol we may construct its

inverse by symbolic calculus G−1 ∈ hNΨ0
δ (X). Moreover

G

(
z − 1√

h
Dh

)
G−1 =

(
z − 1√

h
Dh

)
+ i

(
αz
√
h log

1

h

)
(Hg0 (d))W(3.8)

+RW , with

R = O

(
h

3
2αz log

1

h

)
in S0

δ (X) .(3.9)

Now, since
∣∣∣(αz√h log 1

h

)
Hg0 (d)

∣∣∣ ≤ S′′αβ
S′′′αβ
|Imz| < |Imz|, the inverseG

(
z − 1√

h
Dh

)−1
G−1

of the above exists and is O
(
|Imz|−1

)
in operator norm for Imz 6= 0, and h

su�ciently small.

Next, G = eαz log 1
h on WF (Aα),G = G−1 = I on WF (B) \ Vαβ and

[Dh, B] = 0 on Vαβ imply

eαz log 1
hAα

(
z − 1√

h
Dh

)−1 [ 1√
h
Dh, B

]
= AαG

(
z − 1√

h
Dh

)−1

G−1

[
1√
h
Dh, B

]
+O

(
|Imz|−1 h∞

)
in trace norm. The above is now O

(
|Imz|−1 h−n

)
in trace norm. Hence

Aα

(
z − 1√

h
Dh

)−1 [ 1√
h
Dh, B

]
= O

(
|Imz|−1 h−n max

(
hN , e

−
S′′αβ Imz√

h

))
in trace norm. This now estimates the second term of (3.7) and gives

Aα

(
z − 1√

h
D′h

)−1

Aβ −Aα
(
z − 1√

h
Dh

)−1

Aβ(3.10)

=O

(
|Imz|−2 h−n max

(
hN , e

−
S′′αβ Imz√

h

))
in trace norm.

Next, we have the Paley-Wiener estimate

(3.11) ϑ̌

(
λ− z√
h

)
=


O

(
e
Sαβ(Imz)
√
h

)
; Imz > 0

O

eS′αβ(Imz)

h
1
2−ε

 ; Imz < 0.

Introduce ψ ∈ C∞ (R; [0, 1]) such that ψ (x) =

{
1; x ≤ 1

0; x ≥ 2
. Setting ψM (z) =

ψ

(
Imz

M
√
h log 1

h

)
, for another constant M > 1 yet to be chosen, we have the
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estimate
(3.12)

∂̄
(
ψM f̃

)
=

O
(
ψM |Imz|N + 1

M
√
h log 1

h

1[1,2]

(
Imz

M
√
h log 1

h

))
; Imz > 0

O
(
|Imz|N

)
; Imz < 0.

Finally, (3.10), (3.11) and (3.12) along with the observation ψM |Imz|N =

O

((
M
√
h log 1

h

)N)
gives

T ϑαβ
(
D′
)
− T ϑαβ (D)

=
1

π

ˆ
C
∂̄
(
ψM f̃

)
ϑ̌

(
λ− z√
h

)[
Aα

(
z − 1√

h
D′h

)−1

Aβ

− Aα
(
z − 1√

h
Dh

)−1

Aβ

]
dzdz̄

= O (h∞) +

O

[ˆ
{M
√
h log 1

h
≤Imz≤2M

√
h log 1

h}
h−n√
h log 1

h

max

(
hNe

Sαβ(Imz)
√
h , e

−(S′′αβ−Sαβ)Imz√
h

)]
= O

[
max

(
hN−2MSαβ−n, hM(S′′αβ−Sαβ)−n

)]
.

Choosing M � n

(S′′αβ−Sαβ)
and furthermore N � 2MSαβ + n gives the

result. �

In the proof above we have closely followed [10] Lemma 12.7. Again,

the proof above avoids the use of an unknown parametrix for e
it
h
D which,

following the signi�cance of the required exit time Tαβ noted before, maybe
used to give an alternate proof in the case when d is scalar.

4. Reduction to Rn

In this section we shall further reduce to the case of a Dirac operator on Rn
. First we coverX by a �nite set of Darboux charts

{
ϕs : Ωs → Ω0

s ⊂ Rn
}
s∈S

for the contact form a, centered at points {xs}s∈S ∈ X. By shrinking the par-
tition of unity (3.1) we may assume that for each pair α, β, with WF (Aα)∩
WF (Aβ) 6= ∅, the open sets Vαβ ⊂ T ∗Ωs in (3.4) are contained in some
Darboux chart. Now consider such a chart Ωs with coordinates(x0, . . . , x2m)

centered at xs ∈ X and an orthonormal frame
{
ej = wkj ∂xk

}
, 0 ≤ j ≤ 2m

for the tangent bundle on Ωs. We hence have

(4.1) wkj gklw
l
r = δjr,
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where gkl is the metric in these coordinates and the Einstein summation
convention is being used. Let Γljk be the Christo�el symbols for the Levi-

Civita connection in the orthonormal frame ei satisfying ∇ejek = Γljkel.
This orthonormal frame induces an orthonormal frame uj , 1 ≤ j ≤ 2m, for
the spin bundle S. We further choose a local orthonormal section l (x) for
the Hermitian line bundle L and de�ne via ∇A0

ej l = Υj (x) l, 0 ≤ j ≤ 2m
the Christo�el symbols of the unitary connection A0 on L. In terms of the
induced frame uj ⊗ l, 1 ≤ j ≤ 2m, for S ⊗ L the Dirac operator (1.2) has
the form (cf. [3] Section 3.3)

D = γjwkjPk + h

(
1

4
Γljkγ

jγkγl + Υjγ
j

)
, where(4.2)

Pk = h∂xk + iak,(4.3)

and

(4.4) a (x) = akdx
k = dx0 +

m∑
j=1

(xjdxj+m − xj+mdxj)

is the standard contact one form in these coordinates.
The expression in (4.2) is formally self-adjoint with respect to the Rie-

mannian density e1∧ . . .∧en =
√
gdx :=

√
gdx1∧ . . .∧dxn with g = det (gij).

To get an operator self-adjoint with respect to the Euclidean density dx one

expresses the Dirac operator in the framing g
1
4uj⊗l, 1 ≤ j ≤ 2m. In this new

frame the expression (4.2) for the Dirac operator needs to be conjugated by

g
1
4 and hence the term hγjwkj g

− 1
4

(
∂xkg

1
4

)
added. Hence, the Dirac operator

in the new frame has the form

D =
[
σjwkj (ξk + ak)

]W
+ hE ∈ Ψ1

cl

(
Ω0
s;C2m

)
,

with σj = iγj , for some self-adjoint endomorphismE (x) ∈ C∞
(
Ω0
s; iu

(
C2m

))
.

The one form a is extended to all of Rn by the same formula (4.4). The
functions wkj are extended such that

(
wkj ∂xk ⊗ dx

j
)∣∣∣

(K0
s )c

= ∂x0 ⊗ dx0 +

m∑
j=1

µ
1
2
j

(
∂xj ⊗ dxj + ∂xj+m ⊗ dxj+m

)
(and hence g|(K0

s )c = dx2
0 +

∑m
j=1 µj

(
dx2

j + dx2
j+m

)
) outside a compact

neighborhood Ω0
s b K0

s . These extensions may further be chosen such that
the suitability assumption 1.1 holds globally on Rn and for an extended
positive function ν ∈ C∞c (Rn) satisfying

(4.5) ν0 ≤ µ1

(
inf
Rn
ν

)
.
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The endomorphism E (x) ∈ C∞c
(
Rn; iu

(
C2m

))
is extended to an arbitrary

self-adjoint endomorphism of compact support. This now gives

(4.6) D0 =
[
σjwkj (ξk + ak)

]W
+ hE ∈ Ψ1

cl

(
Rn;C2m

)
as a well de�ned formally self adjoint operator on Rn. Furthermore, the
symbol of D0 + i is elliptic in the class S0 (m) for the order function m =√

1 +
∑m

k=0 (ξk + ak)
2 and hence D0 is essentially self adjoint (see [10] Ch.

8). Below ϑ ∈ C∞c
((
T ′αβh

ε, Tαβ

)
; [0, 1]

)
, 0 < T ′αβ < Tαβ , as before and we

set V 0
αβ := (dϕs)

∗ Vαβ ⊂ T ∗Ω0
s.

Proposition 4.1. There exist A0
α, A

0
β ∈ Ψ0

cl
(Rn), withWF

(
A0
α

)
∪WF

(
A0
β

)
b

V 0
αβ ⊂ T ∗Ω̃s, such that

T ϑαβ (D) = tr

[
A0
αf

(
D0√
h

)
ϑ̌

(
λ
√
h−D0

h

)
A0
β

]
︸ ︷︷ ︸

:=T ϑαβ(D0)

mod h∞.

Proof. Let K ′αβ,K
′′
αβ and V

′
αβ, V

′′
αβ be compact and open subsets respectively

satisfying Vαβ ⊂ K ′αβ ⊂ V ′αβ ⊂ K ′′αβ ⊂ V ′′αβ ⊂ T ∗Ωs. Choose D
′ ∈ Ψ0

cl (X;S)

self-adjoint such that D = D′ microlocally on K ′αβ and

(4.7) ΣD′

(−∞,2τ ] ⊂ V
′
αβ

and set E = D′ − 3τ ∈ Ψ0
cl (X;S). Pick a cuto� function χ (x; y, η) ∈

C∞c

(
π
(
V ′′αβ

)
× (dϕs)

∗ V ′′αβ; [0, 1]
)
such that χ = 1 on π

(
K ′′αβ

)
×(dϕs)

∗K ′′αβ .

Now de�ne the operator

U : L2
(
Rn;C2m

)
→ L2 (X;S) ,

(Uf) (x) =
1

(2πh)n

ˆ
e
i
h

(ϕs(x)−y).ηχ (x; y, η) f (y) dydη, x ∈ X.

The above is a semi-classical Fourier integral operator associated to sym-
plectomorphism κ =

(
dϕ−1

s

)∗
given by the canonical coordinates. Its adjoint

U∗ : L2 (X;S) → L2
(
Rn;C2m

)
is again a semi-classical Fourier integral

operator associated to the symplectomorphism κ−1 = (dϕs)
∗. A simple

computation gives the following compositions are pseudodi�erential with

UU∗ = I microlocally on K ′′αβ and(4.8)

U∗U = I microlocally on κ
(
K ′′αβ

)
.(4.9)

The composition

E′ = E0 := U∗EU ∈ Ψ0
cl
(
Rn;C2m

)
is now a pseudodi�erential operator by Egorov's theorem with symbol

(4.10) σ (E0) = (dϕs)
∗ χ2.σ (E) .
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Similarly, E′0 := UE0U
∗ ∈ Ψ0

cl (X;S) and

(4.11) σ
(
E′0
)

= (dϕs)
∗ χ4.σ (E0) .

From (4.7), (4.10) and (4.11) we have ΣE0

(−∞,−τ ] ⊂ κ
(
V ′αβ

)
and Σ

E′0
(−∞,−τ ] ⊂

V ′αβ . Hence by proposition A.6 E,E
′, E0 and E

′
0 all have discrete spectrum in

(−∞,−τ ]. We now select g ∈ C∞c (−5τ,−τ) such that g = 1 on [−4τ,−2τ ].
We have

WF (g (E)) ⊂ ΣE
spt(g) ⊂ ΣE

(−∞,−τ ] ⊂ V
′
αβ.

Combined with (4.9) this gives (U∗U − I) g (E) ∈ h∞Ψ−∞cl (X;S) and hence
‖(U∗U − I) g (E)‖ = O (h∞) as an operator on L2 (X;S). This in turn now
gives

(4.12)
∥∥(U∗U − I) ΠE

∥∥ (‖E‖ ‖U‖+ 1) = O (h∞)

with ΠE = ΠE
[−4τ,−2τ ]. Similarly, we get

(4.13)
∥∥(UU∗ − I) ΠE0

∥∥ (‖E0‖ ‖U∗‖+ 1) = O (h∞) .

Another easy computation gives E = E′0 microlocally on K ′′αβ and we may
similarly estimate similarly have

(4.14)
∥∥∥(E − E′0)ΠE′0

∥∥∥ = O (h∞) .

Next we de�ne A0
α := U∗AαU, A

0
β := U∗AβU ∈ Ψ0

cl (Rn) and again note

UA0
αA

0
βU
∗ = AαAβ microlocally on K ′′αβ

U∗AαAβU = A0
αA

0
β microlocally on κ

(
K ′′αβ

)
.

This again gives ∥∥[UA0
αA

0
βU
∗ −AαAβ

]
ΠE
∥∥ = O (h∞)(4.15) ∥∥[U∗AαAβU −A0

αA
0
β

]
ΠE0

∥∥ = O (h∞) .(4.16)

Now using (4.12), (4.13), (4.14), (4.15), (4.16) and using the cyclicity of the

trace we may apply A.5 of Section A with ρ (x) = f
(
x+3τ√

h

)
ϑ̌
(
λ
√
h−3τ−x
h

)
to get

tr

[
Aαf

(
D′√
h

)
ϑ̌

(
λ
√
h−D′

h

)
Aβ

]
− tr

[
A0
αf

(
D′0√
h

)
ϑ̌

(
λ
√
h−D′0
h

)
A0
β

]
=O (h∞)

for D′0 := E0 + 3τ . Finally observing D = D′ on Vαβ , D0 = D′0 on V 0
αβ and

using Lemma 3.3 completes the proof. �
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5. Birkhoff normal form for the Dirac operator

In this section we derive a Birkho� normal form for the Dirac operator
(4.6) on Rn. First consider the function

f0 := −4x0

π
+

m∑
j=1

(xjxj+m + ξjξj+m) .

If Hf0 and etHf0 denote the Hamilton vector �eld and time t �ow of f0

respectively then it is easy to compute

e
π
4
Hf0 (x0, ξ0) = (x0, ξ0 + 1)

e
π
4
Hf0 (xj , ξj ;xj+mξj+m) =

(
xj + ξj+m√

2
,
−xj+m + ξj√

2
;
xj+m + ξj√

2
,
−xj + ξj+m√

2

)
.

We abbreviate (x′, ξ′) = (x1, . . . , xm; ξ1, . . . , ξm),
(x′′, ξ′′) = (xm+1, . . . , x2m; ξm+1, . . . , ξ2m) and (x, ξ) = (x0, x

′, x′′; ξ0, ξ
′, ξ′′).

Further, let oN ⊂ S1
cl

(
R2n;Cl

)
denote the subspace of self-adjoint symbols

a : (0, 1]h → C∞
(
R2n
x,ξ; iu (2m)

)
such that each of the coe�cients ak, k =

0, 1, 2, . . . in its symbolic expansion (2.35) vanishes to order N in (x0, x
′, ξ′).

We also denote by oN the space of Weyl quantizations of such symbols.
Using Egorov's theorem, the operator (4.6) is conjugated to

e
iπ
4h
fW0 D0e

− iπ
4h
fW0 = dW0 , with(5.1)

d0 =
√

2
(
σjw0

j,f0
ξ0 + σjwkj,f0

ξk + σjwk+m
j,f0

xk

)
+ ho0(5.2)

where wkj,f0
=
(
e−

π
4
Hf0

)∗
wkj(5.3)

A Taylor expansion of d0 (5.2) now gives r0
j ∈ o2, 0 ≤ j ≤ 2m, such that

d0 =
√

2σj
(
w̄0
j ξ0 + w̄kj ξk + w̄k+m

j xk

)
+ σjr0

j + ho0

and where w̄kj (x0, x
′′, ξ′′) = wkj

(
x0,− ξ′′√

2
, x
′′
√

2

)
. On squaring using (4.1) we

obtain(
dW0
)2

= QW0 + ho1 + o3 + h2o0, with

Q0 =
[
x′ ξ0 ξ′

] ḡ(k+m)(l+m) (x0, x
′′, ξ′′) ḡ(k+m)0 (x0, x

′′, ξ′′) ḡ(k+m)l (x0, x
′′, ξ′′)

ḡ0(l+m) (x0, x
′′, ξ′′) ḡ00 (x0, x

′′, ξ′′) ḡ0l (x0, x
′′, ξ′′)

ḡk(l+m) (x0, x
′′, ξ′′) ḡk0 (x0, x

′′, ξ′′) ḡkl (x0, x
′′, ξ′′)

x′ξ0

ξ′

 .
Here ḡkl (x0, x

′′, ξ′′) = 2gkl
(
x0,− ξ′′√

2
, x
′′
√

2

)
and gkl the components of the

inverse metric on T ∗Rn.
Next we consider another function f1 of the form

f1 =
1

2

[
x′ ξ0 ξ′

] [ αm×m (x0, x
′′, ξ′′) γm×m+1 (x0, x

′′, ξ′′)
γtm+1×m (x0, x

′′, ξ′′) βm+1×m+1 (x0, x
′′, ξ′′)

]x′ξ0

ξ′
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where α, β and γ are matrix valued functions of the given orders, with α, β
being symmetric. An easy computation now shows

(
eHf1

)∗ x′ξ0

ξ′

 = eΛ

x′ξ0

ξ′

+ o2 with

Λ
(
x0, x

′′, ξ′′
)

=

[
0 −Im+1×m+1

Im×m 0

] [
αm×m (x0, x

′′, ξ′′) γm×m+1 (x0, x
′′, ξ′′)

γtm+1×m (x0, x
′′, ξ′′) βm+1×m+1 (x0, x

′′, ξ′′)

]
.

From the suitability assumption (1.3), we have that there exists a smooth
matrix valued functions α, β and γ such that

[
x′ ξ0 ξ′

]
eΛt

ḡ(k+m)(l+m) (x0, x
′′, ξ′′) ḡ(k+m)0 (x0, x

′′, ξ′′) ḡ(k+m)l (x0, x
′′, ξ′′)

ḡ0(l+m) (x0, x
′′, ξ′′) ḡ00 (x0, x

′′, ξ′′) ḡ0l (x0, x
′′, ξ′′)

ḡk(l+m) (x0, x
′′, ξ′′) ḡk0 (x0, x

′′, ξ′′) ḡkl (x0, x
′′, ξ′′)

 eΛ

x′ξ0

ξ′


= ξ2

0 + ν̄

 m∑
j=1

µj
(
x2
j + ξ2

j

)+ o3

where

(5.4) ν̄
(
x0, x

′′, ξ′′
)

= ν

(
x0,−

ξ′′√
2
,
x′′√

2

)
.

Letting

H2 =
1

2

m∑
j=1

µj
(
x2
j + ξ2

j

)
,

Egorov's theorem now gives

e
i
h
fW1 dW0 e−

i
h
fW1 =

 2m∑
j=0

σjbj

W

+ ho0 with(5.5)

2m∑
j=0

b2j =
(
ξ2

0 + 2ν̄H2

)W
+ o3.

Another Taylor expansion in the variables (x′, ξ0, ξ
′) givesA = (ajk (x0, x

′′, ξ′′)) ∈
C∞

(
Rn(x0,x′′,ξ′′)

; so (n)
)
and rj ∈ o2, j = 0, . . . , 2m, such that

e−A

 b0...
b2m

 =



ξ0

(2ν̄µ1)
1
2 x1

(2ν̄µ1)
1
2 ξ1

...

(2ν̄µm)
1
2 xm

(2ν̄µm)
1
2 ξm


+

 r0
...
r2m

 .
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We may now set cA = 1
i ajkσ

jσk ∈ C∞
(
Rn(x0,x′′,ξ′′)

; iu (2m)
)
and compute

eic
W
A e

i
h
fW1 dW0 e−

i
h
fW1 e−ic

W
A = dW1 , where(5.6)

d1 = H1 + σjrj + ho0, and(5.7)

H1 := ξ0σ0 + (2ν̄)
1
2

m∑
j=1

µ
1
2
j (xjσ2j−1 + ξjσ2j) .(5.8)

5.1. Weyl product and Koszul complexes. We now derive a formal
Birkho� normal form for the symbol d1 in (5.7). First denote by R =
C∞ (x0, x

′′, ξ′′) the ring of real valued functions in the given 2m+1 variables.
Further de�ne

S := R
q
x′, ξ0, ξ

′;h
y

the ring of formal power series in the further given 2m + 2 variables with
coe�cients in R. The ring S ⊗ C is now equipped with the Weyl product

a ∗ b :=
[
e
ih
2 (∂r1∂s2−∂r2∂s1) (a (s1, r1;h) b (s2, r2;h))

]
x=s1=s2,ξ=r1=r2

,

corresponding to the composition formula (2.36) for pseudodi�erential oper-
ators, with

[a, b] := a ∗ b− b ∗ a

being the corresponding Weyl bracket. It is an easy exercise to show that
for a, b ∈ S real valued, the commutator i [a, b] ∈ S is real valued.

Next, we de�ne a �ltration on S. Each monomial hkξ0 (x′)α (ξ′)β in S is
given the weight 2k+a+ |α|+ |β|. The ring S is equipped with a decreasing
�ltration

S = O0 ⊃ O1 ⊃ . . . ⊃ ON ⊃ . . . ,⋂
N

ON = {0} ,

where ON consists of those power series with monomials of weight N or
more. It is an exercise to show that

ON ∗OM ⊂ ON+M

[ON , OM ] ⊂ ihON+M−2.

The associated grading is given by

S =
∞⊕
N=0

SN

where SN consists of those power series with monomials of weight exactly
N . We also de�ne the quotient ring DN := S/ON+1 whose elements may
be identi�ed with the set of homogeneous polynomials with monomials of
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weight at most N . The ring DN is also similarly graded and �ltered. In
similar vein, we may also de�ne the ring

S (m) = S ⊗ glC (2m)

of R ⊗ glC (2m) valued formal power series in (x′, ξ0, ξ
′;h). The ring S (m)

is equipped with an induced product ∗ and decreasing �ltration

O0 (m) ⊃ O1 (m) ⊃ . . . ⊃ ON (m) ⊃ . . . ,⋂
N

ON (m) = {0} ,

where ON (m) = ON⊗glC (2m). It is again a straightforward exercise to show
that for a, b ∈ S⊗iuC (2m) self-adjoint, the commutator i [a, b] ∈ S⊗iuC (2m)
is self-adjoint.

5.1.1. Koszul complexes. Let us now again consider the 2m and 2m + 1
dimensional real inner product spaces V = R [e1, . . . , e2m] andW = R [e0]⊕V
from 2.2. Considering the chain groups DN ⊗ΛkV , k = 0, 1, . . . , n, one may
de�ne four di�erentials

w0
x =

m∑
j=1

µ
1
2
j (xje2j−1 ∧+ξje2j∧)

i0x =
m∑
j=1

µ
1
2
j

(
xjie2j−1 + ξjie2j

)
w0
∂ =

m∑
j=1

µ
1
2
j

(
∂xje2j−1 ∧+∂ξje2j∧

)
i0∂ =

m∑
j=1

µ
1
2
j

(
∂xj ie2j−1 + ∂ξj ie2j

)
.

We equip DN with the R JhK-valued inner products where the distinct mono-

mials 1√
a!α!β!

ξa0 (x′)α (ξ′)β are orthonormal. With these inner products w0
x, i

0
∂

and w0
∂ , i

0
x are respectively adjoints. The combinatorial Laplacians ∆0 =

w0
xi

0
∂ + i0∂w

0
x = w0

∂i
0
x + i0xw

0
∂ , are computed to be equal and act on basis ele-

ments ξa0 (x′)α (ξ′)β
(∧

e
γj
j

)
via multiplication by µ. (2 (α+ β) + γ). It now

follows that these have (co-)homology only in degree zero given by R JhK.
Similarly, we may consider the chain groups DN ⊗ ΛkW , k = 0, 1, . . . , n,

one may de�ne four di�erentials

wx = ξ0e0 ∧+ (2ν̄)
1
2 w0

x

ix = ξ0ie0 + (2ν̄)
1
2 i0x

w∂ = ∂ξ0e0 ∧+ (2ν̄)
1
2 w0

∂

i∂ = ∂ξ0ie0 + (2ν̄)
1
2 i0∂ .
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Again these complexes have cohomology only in degree zero given by R JhK.
Next, we de�ne twisted Koszul di�erentials on DN ⊗ ΛkV via

w̃0
∂ =

i

h

m∑
j=1

µ
1
2
j

(
adxje2j−1 ∧+adξje2j∧

)
=

m∑
j=1

µ
1
2
j

(
∂xje2j ∧ −∂ξje2j−1∧

)
ĩ0∂ =

i

h

m∑
j=1

µ
1
2
j

(
adxj ie2j−1 + adξj ie2j

)
=

m∑
j=1

µ
1
2
j

(
∂xj ie2j − ∂ξj ie2j−1

)
.

We note that the above are symplectic adjoints to their untwisted counter-
parts with respect to the symplectic pairing

∑m
j=1 e2j−1 ∧ e2j on V .

Similar twisted Koszul di�erentials on DN ⊗ ΛkW are de�ned via

w̃∂ =
i

h
adξ0e0 ∧+ (2ν̄)

1
2 w̃0

∂ = −∂x0e0 ∧+ (2ν̄)
1
2 w̃0

∂

ĩ∂ =
i

h
ie0adξ0 + (2ν̄)

1
2 ĩ0∂ = −∂x0ie0 + (2ν̄)

1
2 ĩ0∂ .

These twisted di�erentials correspond to the untwisted ones by a mere change
of basis in V ,W and hence also have (co-)homology only in degree zero given
by R JhK.

We now compute the twisted combinatorial Laplacian to be

∆̃0 = w̃0
∂i

0
x + i0xw̃

0
∂

= −
(
w0
xĩ

0
∂ + ĩ0∂w

0
x

)
=

m∑
j=1

µj
[
ξj∂xj − xj∂ξj + e2jie2j−1 − e2j−1ie2j

]
.

One may similarly de�ne ∆̃. Next, we de�ne the space of twisted ∆̃0-
harmonic, ξ0- independent elements

HkN =
{
ω ∈ DN ⊗ ΛkW | ∆̃0ω = 0, ∂ξ0ω = 0

}
Hk =

{
ω ∈ S ⊗ ΛkW | ∆̃0ω = 0, ∂ξ0ω = 0

}
.

We now prove a twisted version of the Hodge decomposition theorem.

Lemma 5.1. The k-th chain group is spanned by the three subspaces

DN ⊗ ΛkW = R
[
Im (ixw̃∂) , Im (w̃∂ix) ,HkN

]
.

Proof. We �rst compute ∆̃ in terms of ∆̃0 to be

∆̃ = −ξ0∂x0 + 2ν̄∆̃0 − 2
(
∂x0 ν̄

1
2

)
e0i

0
x.

Next, since ∆̃0 is skew-adjoint, we may decompose

DN ⊗ ΛkW = E0 ⊕
⊕
λ>0

[Eiλ ⊕ E−iλ]
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into its eigenspaces. We may now invert ∆̃ on the non-zero eigenspaces of
∆̃0 above using the Volterra series

∆̃−1 =
(

2ν̄∆̃0
)−1

∞∑
j=0

[(
2ν̄∆̃0

)−1 (
ξ0∂x0 + 2

(
∂x0 ν̄

1
2

)
e0i

0
x

)]j
.

The sum above is �nite since ξ0∂x0 + 2
(
∂x0 ν̄

1
2

)
e0i

0
x is nilpotent on DN ⊗

ΛkW . Thus we have⊕
λ>0

[Eiλ ⊕ E−iλ] ⊂ Im
(

∆̃
)
⊂ R [Im (ixw̃∂) , Im (w̃∂ix)] .

Finally, we decompose

E0 =

N⊕
j=0

ξj0H
k
N

and write each ω ∈ ξj0HkN , j ≥ 1, as

ω = ω0 + ∆̃ω1

ω0 =

[
−2
(
∂x0 ν̄

1
2

)
e0i

0
xξ
−1
0

ˆ x0

0

]j
ω ∈ HkN

ω1 = −
(
ξ−1

0

ˆ x0

0

) j−1∑
l=0

[
−2
(
∂x0 ν̄

1
2

)
e0i

0
xξ
−1
0

ˆ x0

0

]l
ω

to complete the proof. �

5.2. Formal Birkho� normal form. The importance of the Koszul com-
plexes introduced in the previous subsection is in continuing the Birkho�
normal form procedure for the symbol d1 in (5.7). The remaining steps in
the procedure are formal.

First let us de�ne the Cli�ord quantization of an element in a ∈ S⊗ΛkW ,
using (2.8) as an element in

c0 (a) := i
k(k+1)

2 c (a) ∈ S (m) .

It is clear from (2.10) and (2.11) this gives an isomorphism

(5.9) c0 : S ⊗ Λodd/evenW → S ⊗ iuC (2m)

of real elements of the even or odd exterior algebra with self-adjoint elements
in S (m). It is clear from (5.7) that

(5.10) d1 = H1 + c0 (r) + hS ⊗ iuC (2m)

for r :=
∑n

j=1 rjej ∈ O2 ⊗W .
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For a ∈ ΛkW , we de�ne [a] :=
[
k
2

]
. Now for f ∈ ON , N ≥ 3 and

a ∈ ON ⊗ ΛevenW , N ≥ 1, we may compute the conjugations

e
i
h
fH1e

− i
h
f = H1 + c0 (w̃∂f) +ON ⊗ iuC (2m)

(5.11)

eic0(a)H1e
−ic0(a) = H1 + (−1)[a]+1 2c0 (ixa) + hc0 (w̃∂a) +ON+2 ⊗ iuC (2m)

(5.12)

in terms of the Koszul di�erentials.
We now come to the formal Birkho� normal form for the symbol d1.

Proposition 5.2. There exist f ∈ O3, a ∈ O2⊗ΛevenW and ω ∈ Hodd ∩O2

such that

(5.13) eic0(a)e
i
h
fd1e

− i
h
fe−ic0(a) = H1 + c0 (ω) .

Proof. We �rst prove that for each N ≥ 1, there exist fN ∈ O3, a
0
N ∈

O1 ⊗ Λ2W , ω0
N ∈ H1 ∩O2 and r0

N ∈ ON+1 ⊗W such that

eic0(a
0
N)e

i
h
fNd1e

− i
h
fN e−ic0(a

0
N) = H1 + c0

(
ω0
N

)
+ c0

(
r0
N

)
+ hS ⊗ iuC (2m) ,

(5.14)

fN+1 − fN ∈ ON+2,

a0
N+1 − a0

N ∈ ON ,
ω0
N+1 − ω0

N ∈ ON+1.

The base case N = 1 is given by (5.10) with a0
1 = f1 = ω0

1 = 0 and r0
1 = r.

To complete the induction step we decompose

r0
N = u0

N︸︷︷︸
∈SN+1⊗W

+ r0
N+1︸ ︷︷ ︸

∈ON+2⊗W

.(5.15)

Next we use Lemma 5.1 to �nd bN , gN ∈ ON+1 ⊗W and υ0
N ∈ H1 ∩ SN+1

such that

(5.16) u0
N = υ0

N − ixw̃∂b0N − w̃∂ixg0
N +ON+2

Next, de�ne fN+1 = fN + ixg
0
N ∈ O3 , a

0
N+1 = a0

N + 1
2 w̃∂b

0
N ∈ O1⊗Λ2W and

ω0
N+1 = ω0

N + υ0
N . We now use (5.11), (5.12), (5.15) and (5.16) to compute

eic0(a
0
N+1)e

i
h
fN+1d1e

− i
h
fN+1e−ic0(a

0
N+1)

= eic0(
1
2
w̃∂b

0
N)e

i
h
ixg0

NH1e
− i
h
ixg0

N e−ic0(
1
2
w̃∂b

0
N)

+c0

(
ω0
N

)
+ c0

(
r0
N

)
+ hS ⊗ iuC (2m)

= H1 + c0

(
ω0
N+1

)
+ c0

(
r0
N+1

)
+ hS ⊗ iuC (2m)

completing the induction step. Now setting f = limN→∞ fN , a0 = limN→∞ a
0
N

and ω0 = limN→∞ ω
0
N and letting N →∞ in (5.14) gives the relation

(5.17) eic0(a0)e
i
h
fd1e

− i
h
fe−ic0(a0) = H1 + c0 (ω0) + hS ⊗ iuC (2m) .
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Next we claim that for each N ≥ 0, there exist aN ∈ O1 ⊗ ΛevenW ,
ωN ∈ H∗ ∩O2 and such that

eic0(aN )e
i
h
fd1e

− i
h
fe−ic0(aN ) = H1 + c0 (ωN ) + hON ⊗ iuC (2m)(5.18)

aN+1 − aN ∈ ON+1 ⊗ ΛevenW

ωN+1 − ωN ∈ Hodd ∩ON

The base case N = 0 is now provided by (5.17). To complete the induction
step, we use the isomorphism (5.9) to decompose the remainder term in
(5.18) above as

c0 (uN ) + ihON+1 ⊗ uC (2m)

for uN ∈ SN⊗ΛoddW . Next we use Lemma 5.1 to �nd bN , gN ∈ ON⊗ΛoddW
and υN ∈ Hodd ∩ SN such that

(5.19) uN = υN − ixw̃∂bN − w̃∂ixgN +ON+1

Now de�ne aN+1 = aN + ixgN + h (−1)[bN ]

2 w̃∂bN ∈ O1 and ωN+1 = ωN + υN .
We now use (5.11), (5.12), (5.15) and (5.19) to compute

eic0(aN+1)e
i
h
fd1e

− i
h
fe−ic0(aN+1)

= H1 + c0 (ωN+1) + ihON+1 ⊗ uC (2m) .

completing the induction step. Now setting a = limN→∞ aN and ω =
limN→∞ ωN and letting N →∞ in (5.18) gives the proposition. �

Finally, we show how the Birkho� normal form maybe used to perform
a further reduction on the trace. First note that we may similarly use (2.8)
to de�ne a self-adjoint Cli�ord-Weyl quantization map

cW0 := Op⊗ c0 : S0
cl

(
R2n;C

)
⊗ Λodd/evenW → Ψ0

cl

(
Rn;C2m

)
which maps real valued symbols S0

cl

(
R2n;R

)
⊗ Λodd/evenW to self-adjoint

operators in Ψ0
cl

(
Rn;C2m

)
. Similarly we de�ne a space of real-valued, twisted

∆̃0-harmonic, ξ0- independent symbols

HkS0
cl :=

{
ω ∈ S0

cl

(
R2n;R

)
⊗ ΛkW | ∆̃0ω = 0, ∂ξ0ω = 0

}
.
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Next, an application of Borel's lemma by virtue of (5.1), (5.6) and (5.13)
gives the existence of

ā ∼
∞∑
j=0

hj āj ∈ S0
cl

(
R2n;R

)
⊗ ΛoddW

r̄ ∼
∞∑
j=0

hj r̄j ∈ S0
cl

(
R2n;R

)
⊗ ΛoddW

f̄ ∼
∞∑
j=0

hj f̄j ∈ S0
cl

(
R2n;R

)
ω̄ ∼

∞∑
j=0

hjω̄j ∈ HoddS0
cl

such that

(5.20) eic
W
0 (ā)e

i
h
f̄W dW0 e−

i
h
f̄W e−ic

W
0 (ā) = HW

1 + cW0 (ω̄)︸ ︷︷ ︸
:=D̄

+cW0 (r̄)

on V̄αβ := eXf̄0
(
V 0
αβ

)
. Here {r̄j}j∈N0

,f̄0, ω̄0 vanish to in�nite, second and

second order respectively along

ΣD0
0 = ΣD̄

0 = Σ
D̄+cW0 (r̄)
0 =

{
ξ0 = x′ = ξ′ = 0

}
.

Note that on account of (4.5) and (5.4) one again has

ν0 = µ1 min
x∈X

ν (x) ≤ µ1 inf
Rn
x0,x

′′,ξ′′
ν̄

Furthermore, since ω̄0 vanishes to second order we may choose ω̄0 arbitrarily
small satisfying the estimate

(5.21) ‖ω̄0‖C1 < ε,

for any ε > 0, while still satisfying (5.20).
We note that D̄ ∈ Ψ1

cl

(
Rn;C2m

)
, with D̄ + i having an elliptic symbol in

the class S0 (〈ξ0, ξ
′〉), and is hence essentially self-adjoint as an unbounded

operator on L2
(
Rn;C2m

)
. The domain of its unique self-adjoint extension

is H1 (Rx0)⊗ L2
(
Rn−1
x′,x′′ ;C

2m
)
(cf. Ch. 8 in [10]). We now set

Āα := eic
W
0 (ā)e

i
h
f̄WA0

αe
− i
h
f̄W e−ic

W
0 (ā)

T ϑαβ
(
D̄
)

:= tr

[
Āαf

(
D̄√
h

)
ϑ̌

(
λ
√
h− D̄
h

)
Āβ

](5.22)

=
1

π

ˆ
C
∂̄f̃ (z) ϑ̌

(
λ− z√
h

)
tr

[
Āα

(
1√
h
D̄ − z

)−1

Āβ

]
dzdz̄.(5.23)

We next have the following proposition.
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Proposition 5.3. We have

T ϑαβ (D0) = T ϑαβ
(
D̄
)

mod h∞.

Proof. Since the conjugations in (5.1) and (5.20) are unitary and
WF

(
Āα
)
,WF

(
Āβ
)
⊂ V̄αβ , we have

T ϑαβ (D0) =
1

π

ˆ
C
∂̄f̃ (z) ϑ̌

(
λ− z√
h

)
tr

[
Āα

(
1√
h

(
D̄ + cW0 (r̄)

)
− z
)−1

Āβ

]
dzdz̄.

It now remains to do away with the cW0 (r̄) above. Since this term vanishes

to in�nite order along ΣD̄
0 = Σ

D̄+cW0 (r̄)
0 , we may use symbolic calculus to �nd

PN , QN ∈ Ψ0
cl

(
Rn;C2m

)
, ∀N ≥ 1 such that

cW0 (r̄) = PN
(
D̄ + cW0 (r̄)

)N
(5.24)

cW0 (r̄) = QN
(
D̄
)N

.(5.25)

Modifying D̄ outside a neighborhood of V̄αβ using Lemma 3.3 and A.6 we

may assume that D̄, D̄ + cW0 (r̄) have discrete spectrum in
(
−
√

2ν0,
√

2ν0

)
and hence

T ϑαβ
(
D̄
)

= tr

[
Āαf

(
D̄√
h

)
ϑ̌

(
λ
√
h− D̄
h

)
Āβ

]

T ϑαβ (D0) = tr

[
Āαf

(
D̄ + cW0 (r̄)√

h

)
ϑ̌

(
λ
√
h− D̄ − cW0 (r̄)

h

)
Āβ

]
.

Next, with ΠD̄ = ΠD̄
[−
√

2ν0h,
√

2ν0h]
and ΠD̄+cW0 (r̄) = Π

D̄+cW0 (r̄)

[−
√

2ν0h,
√

2ν0h]
denoting

the spectral projections, (5.24) and (5.25) give∥∥∥cW0 (r̄) ΠD̄
∥∥∥ = O

(
h
N
2

)
∥∥∥cW0 (r̄) ΠD̄+cW0 (r̄)

∥∥∥ = O
(
h
N
2

)
for each N ≥ 1. Finally applying A.5 with ρ (x) = f

(
x√
h

)
ϑ̌
(
λ
√
h−x
h

)
and

using the cyclicity of the trace gives T ϑαβ (D0) − T ϑαβ
(
D̄
)

= O
(
h−1h

N
4096

)
,

∀N ≥ 1, completing the proof. �

6. Extension of a resolvent

In this section we complete the proof of Lemma 3.1. On account of the
reductions in 4.1 and 5.3 in the previous sections, it su�ces to now consider
the trace T ϑαβ

(
D̄
)
. First let Āα = aWα , Āβ = aWβ for aα, aβ ∈ S0

cl

(
R2n

)
.

The conjugations e
it
h
x0Āαe

− it
h
x0 = aWα,t and e

it
h
x0Āβe

− it
h
x0 = aWβ,t are easily

computed in terms of the one-parameter family of symbols aα,t (ξ0, . . .) =
aα (ξ0 + t, . . .) , aβ = aβ (ξ0 + t, . . .) ∈ S0

cl

(
R2n

)
, t ∈ R, obtained by trans-

lating in the ξ0 direction. One now introduces almost analytic continuations
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of the symbols aα,t, aβ,t ∈ S0
cl

(
R2n

)
, de�ned for t ∈ C, such that all the

Frechet semi-norms of ∂̄aα,t, ∂̄aβ,t are O (|Imt|∞). These maybe further cho-
sen to have the property that their wavefront sets have uniform compact
support when t is restricted to compact subsets of C. Again one clearly has

aWα,t = e−
iRe t
h

x0 (aα,iImt)
W e−

iRe t
h

x0 , and(6.1)

aWβ,t = e−
iRe t
h

x0 (aβ,iImt)
W e−

iRe t
h

x0 .(6.2)

In similar vein we may de�ne

D̄t := e−
it
h
x0D̄e

it
h
x0 = HW

1,t + cW0 (ω̄)

(6.3)

H1,t = (ξ0 + t)σ0 + (2ν̄)
1
2

m∑
j=1

µ
1
2
j (xjσ2j−1 + ξjσ2j) ∈ S1

cl

(
R2n

)
,(6.4)

for t ∈ R, on account of the ξ0-independence of ω̄. An almost analytic con-
tinuation of D̄t is easily introduced by simply allowing t ∈ C to be complex

in (6.4) above. The resolvent
(
D̄t − z

)−1
: L2

(
Rn;C2m

)
→ L2

(
Rn;C2m

)
is

well-de�ned and holomorphic in the region Imz > |Imt|.
In the lemma below we set t = iγ (M, δ) := i2Mhδ log 1

h , for δ = 1 − ε ∈(
1
2 , 1
)
with ε as in Lemma 3.1 and M > 1 . We now have the following.

Lemma 6.1. For h su�ciently small and ∀ε0 > 0, the resolvent(
1√
h
D̄iγ − z

)−1

: L2
(
Rn;C2m

)
→ L2

(
Rn;C2m

)
extends holomorphically, and is uniformly O

(
h−

1
2

)
, in the region Imz >

−Mhδ−
1
2 log 1

h , |Rez| ≤
√

2ν0 − ε0.

Proof. We begin with the orthogonal Landau decomposition (2.31)

L2
(
Rn;C2m

)
= L2

(
Rm+1
x0,x′′

)
⊗

C [ψ0,0]⊕
⊕

Λ∈µ.(Nm0 \0)

[
Eeven
Λ ⊕ Eodd

Λ

]
︸ ︷︷ ︸

=L2(Rm
x′ ;C

2m)

where

(6.5)

Eeven
Λ :=

⊕
τ∈Nm0 \0
Λ=µ.τ

Eeven
τ

Eodd
Λ :=

⊕
τ∈Nm0 \0
Λ=µ.τ

Eodd
τ



MAGNETIC DIRAC OPERATOR 33

according to the eigenspaces of the squared magnetic Dirac operator D2
Rm

(2.21) on Rm. It is clear from (6.4) that

HW
1,t = (ξ0 + t)σ0 +

[
(2ν̄)

1
2

]W
⊗DRm

in terms of the above decomposition. Furthermore one has the commutation
relations [

σ0, D
2
Rm
]

= 0[
cW0 (ω̄) , D2

Rm
]

= ihcW0

(
∆̃0ω̄

)
= 0

since ω̄ is ∆̃0-harmonic. The above and (6.3) show that the
(

1√
h
D̄t − z

)
preserves the eigenspaces in the decomposition (6.5) ∀t ∈ C. It hence su�ces

to consider the restriction of
(

1√
h
D̄iγ − z

)
to each eigenspace.

Let E0 := C [ψ0,0] , EΛ := Eeven
Λ ⊕ Eodd

Λ and P0, PΛ denote the projection
onto the corresponding summands of (6.5). De�ne the restrictions

Ω0 := P0c
W
0 (ω̄) P0 : L2

(
Rm+1
x0,x′′

)
→ L2

(
Rm+1
x0,x′′

)
ΩΛ := PΛc

W
0 (ω̄) PΛ : L2

(
Rm+1
x0,x′′

;Eeven
Λ ⊕ Eodd

Λ

)
→ L2

(
Rm+1
x0,x′′

;Eeven
Λ ⊕ Eodd

Λ

)
, Λ > 0.

Now ω̄ ∼
∑∞

j=0 h
jω̄j ∈ HoddS0

cl with ξ0-independent ω̄0 vanishing to second

order along ΣD0
0 = ΣD̄

0 = {ξ0 = x′ = ξ′ = 0}. Hence we may Taylor expand

ω̄0 =
∑
i≤j

[
aijzizj + āij z̄iz̄j + bij z̄izj + b̄ijziz̄j

]
,

in terms of the complex coordinates zj = xj + iξj , z̄j = xj − iξj ,1 ≤
j ≤ m, with aij , bij ∈ S0

cl

(
R2n;R

)
⊗ ΛoddW . The self-adjoint Cli�ord-Weyl

quantization now yields

cW0 (ω̄0) =
∑
i≤j

[
cW0 (aij)AiAj +A∗jA

∗
i c
W
0 (āij) + cW0 (bij)A

∗
iAj +A∗jAic

W
0

(
b̄ij
)]

+hΨ0
cl

(
Rn;C2m

)
in terms of the raising and lowering operators in (2.26). Since each lowering
operator Aj annihilates ψ0,0, this leads to the estimate

(6.6) ‖Ω0‖ = O (h) .

Next, on account of (5.21) one may also expand ω̄0 =
∑m

j=1 [ajzj + āj z̄j ],

with aj ∈ S0
cl

(
R2n;R

)
⊗ ΛoddW , satisfying ‖aj‖C0 ≤ ε < 1. On self-adjoint

quantization this now gives

cW0 (ω̄0) =
m∑
j=1

[
cW0 (aj)Aj +A∗jc

W
0 (āj)

]
+ hΨ0

cl

(
Rn;C2m

)
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where ∥∥cW0 (aj)
∥∥
L2→L2 ,

∥∥cW0 (āj)
∥∥
L2→L2 = ‖aj‖C0 +O (h)

≤ ε+O (h) .

Knowing the action of the lowering and raising operators Aj , A
∗
j on each

eigenstate (2.25) of D2
Rm gives the estimate

(6.7) ‖ΩΛ‖ ≤ ε
√
Λh+O (h)

with the O (h) term above being uniform in Λ.

Next we compute the restriction of
(

1√
h
D̄iγ − z

)
to the E0 eigenspace in

(6.5) using (2.6) to be

(6.8) Diγ,0 (z) := P0

(
1√
h
D̄iγ − z

)
P0 =

1√
h

[
−ξ0 − iγ − z

√
h+Ω0

]
.

The above is again understood as a closed unbounded operator on L2
(
Rm+1
x0,x′′

)
with domain H1 (Rx0)⊗ L2

(
Rmx′′

)
. Set Riγ,0 (z) = [riγ,0 (z)]W , with

riγ,0 (z) =

√
h

−ξ0 − iγ − z
√
h
,

which is well de�ned for Imz > − γ

2
√
h

= −Mhδ−
1
2 log 1

h , and compute

Riγ,0 (z)Diγ,0 (z) = I +O
(
h1−δ

)
Diγ,0 (z)Riγ,0 (z) = I +O

(
h1−δ

)
using (6.6). This shows that the inverseDiγ,0 (z)−1 exists and isO (Riγ,0 (z)) =

O
(
h

1
2
−δ
)
.

Next, we compute the restriction of
(

1√
h
D̄iγ − z

)
to the EΛ, Λ > 0,

eigenspace in (6.5). Using (2.32), (2.33) this has the form

Diγ,Λ (z) := PΛ

(
1√
h
D̄iγ − z

)
PΛ

=
1√
h

−ξ0 − iγ − z
√
h

(√
2ν̄Λh

)W(√
2ν̄Λh

)W
ξ0 + iγ − z

√
h

+
1√
h
ΩΛ

with respect to the Z2- grading EΛ = Eeven
Λ ⊕Eodd

Λ . Here we leave the iden-
ti�cation iτ in (2.32) between the odd and even parts as being understood.
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Set Riγ,Λ (z) = [riγ,Λ (z)]W

riγ,Λ (z) :=

√
h

−ξ0 − iγ − z
√
h

(√
2ν̄Λh

)(√
2ν̄Λh

)
ξ0 + iγ − z

√
h


z2h− (ξ0 + iγ)2 − 2ν̄Λh

which is well de�ned for |Rez| ≤
√

2ν0− ε0 < infRn
√

2ν̄Λ, and h su�ciently
small. We now compute

‖Riγ,Λ (z)Diγ,Λ (z)− I‖ ≤ Cε+O (h)

‖Diγ,Λ (z)Riγ,Λ (z)− I‖ ≤ Cε+O (h)

using (6.7) with the constants above being uniform in Λ. Choosing ε suf-

�ciently small in (5.21) shows that the inverse Diγ,Λ (z)−1 exists and is

O (Riγ,Λ (z)) = O
(
h−

1
2

)
uniformly. �

We now �nally �nish the proof of Lemma 3.1.

Proof of Lemma 3.1. As noted in the beginning of the section, on account
of (3.2), (3.3) and the reductions 4.1 and 5.3, it su�ces to show T ϑαβ

(
D̄
)

=

O (h∞). We now de�ne the trace

(6.9) ταβ,t (z) := tr

[
aWα,t

(
1√
h
D̄t − z

)−1

aWβ,t

]
, Imz > |Imt| ,

in terms of the almost analytic continuations. We clearly have

ταβ,t (z) = O
(
h−n |Imz|−1

)
∂

∂t̄
ταβ,t (z) = O

(
h−n |Imt|∞ |Imz|−2

)
.

Furthermore, by (6.1), (6.2) and (6.3) ταβ,t (z) only depends on Ret and we
have

(6.10) ταβ,i Imt (z) = ταβ,0 (z) +O
(
h−n |Imt|∞ |Imz|−2

)
.

As before, we again introduce ψ ∈ C∞ (R; [0, 1]) such that ψ (x) =

{
1; x ≤ 1

0; x ≥ 2

and set ψM (z) = ψ

(
Imz

M
√
h log 1

h

)
. The estimates (3.11), (3.12) along with

the observation ψM |Imz|N = O

((
M
√
h log 1

h

)N)
now give

T ϑαβ
(
D̄
)

=
1

π

ˆ
C
∂̄
(
ψM f̃

)
ϑ̌

(
λ− z√
h

)
ταβ,0 (z) dzdz̄

= O (h∞) +

1

π

ˆ
{M
√
h log 1

h
≤Imz≤2M

√
h log 1

h}
∂̄
(
ψM f̃

)
ϑ̌

(
λ− z√
h

)
ταβ,0 (z) dzdz̄.
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Using (6.10) and γ = 2Mhδ log 1
h , δ ∈

(
1
2 , 1
)
, the above now equals

T ϑαβ
(
D̄
)

= O (h∞) +

1

π

ˆ
{M
√
h log 1

h
≤Imz≤2M

√
h log 1

h}
∂̄
(
ψM f̃

)
ϑ̌

(
λ− z√
h

)
ταβ,iγ (z) dzdz̄.

Since the resolvent
(

1√
h
D̄iγ − z

)−1
, and hence the trace ταβ,iγ (z), extends

holomorphically to Imz > −Mhδ−
1
2 log 1

h , |Rez| ≤
√

2ν0 − ε0 by Lemma 6.1
we may replace the integral in the last line above

T ϑαβ
(
D̄
)

= O (h∞) +

1

π

ˆ
{
− 1

2
Mhδ−

1
2 log 1

h
≤Imz≤− 1

4
Mhδ−

1
2 log 1

h

} ∂̄ (ψM f̃) ϑ̌(λ− z√
h

)
ταβ,iγ (z) dzdz̄

= O (h∞) +

O

ˆ{
− 1

2
Mhδ−

1
2 log 1

h
≤Imz≤− 1

4
Mhδ−

1
2 log 1

h

} h−n−
1
2

√
h log 1

h

e

S′αβ(Imz)

h
1
2−ε dzdz̄


= O

[
h
M
4 (S′αβ)−n−

1
2

]
using (3.11) and O

(
h−

1
2

)
estimate on the resolvent

(
1√
h
D̄iγ − z

)−1
. Choos-

ing M su�ciently large now gives the result. �

7. Local trace expansion

In this section we prove Lemma 3.2. This is a relatively classical trace

expansion. A parametrix construction for the operator e
it
h
D2
h may potentially

be employed in its proof since the principal symbol of D2
h is Morse-Bott

critical as in [6]. However Lemma 3.2 would require an understanding of the
large time behaviour of parametrix left open in [6] (see [7, 19]). Here we
prove the expansion using the alternate methods of local index theory. The
expansion is analogous to the heat trace expansions arising in the analysis
of the Bergman kernel [4, 20]. Here we adopt a modi�cation of the approach
in [20] Ch. 1, 4.

First, �x a point p ∈ X. On account of 1.1 there is on orthonormal basis
e0,p = Rp,ej,p, ej+m,p, j = 1, . . . ,m of TpX consisting of eigenvectors of Jp
with eigenvalues 0,±λj,p (:= ±iµjν (p)), j = 1, . . . ,m, such that

(7.1) da (p) =
m∑
j=1

λj (p) e∗j,p ∧ e∗j+m,p.

Using the parallel transport from this basis �x a geodesic coordinate sys-
tem (x0, . . . , x2m) on an open neighborhood of p ∈ Ω. Let ej = wkj ∂xk ,
0 ≤ j ≤ 2m, be the local orthonormal frame of TX obtained by parallel
transport of ej,p = ∂xj

∣∣
p
,0 ≤ j ≤ 2m, along geodesics. Hence we again have
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wkj gklw
l
r = δjr; w

k
j

∣∣∣
p

= δkj with gkl being the components of the metric in

these coordinates. Choose an orthonormal basis {sj,p}2
m

j=1for Sp in which

Cli�ord multiplication

(7.2) c (ej)|p = γj

is standard. Choose an orthonormal basis lp for Lp. Parallel transport the

bases {sj,p}2
m

j=1, lp along geodesics using the spin connection ∇S and unitary

family of connections ∇h = A0 + i
ha to obtain trivializations {sj}2

m

j=1, l of

S, L on Ω. Since Cli�ord multiplication is parallel, the relation (7.2) now
holds on Ω. The connection ∇S⊗L = ∇S ⊗ 1 + 1 ⊗∇h can be expressed in
this frame and these coordinates as

(7.3) ∇S⊗L = d+Ahj dx
j + Γjdx

j ,

where each Ahj is a Christo�el symbol of ∇h and each Γj is a Christo�el

symbol of the spin connection ∇S . Since the section l is obtained via parallel
transport along geodesics, the connection coe�cient Ahj maybe written in

terms of the curvature F hjkdx
j ∧ dxk of ∇h via

(7.4) Ahj (x) =

ˆ 1

0
dρ
(
ρxkF hjk (ρx)

)
.

The dependence of the curvature coe�cients F hjk on the parameter h is seen

to be linear in 1
h via

(7.5) F hjk = F 0
jk +

i

h
(da) jk

despite the fact that they are expressed in the h dependent frame l. This is
because a gauge transformation from an h independent frame into l changes
the curvature coe�cient by conjugation. Since L is a line bundle this is con-
jugation by a function and hence does not change the coe�cient. Further-
more, the coe�cients in the Taylor expansion of (7.5) at 0 maybe expressed

in terms of the covariant derivatives
(
∇A0

)l
F 0
jk,
(
∇A0

)l
(da) jk evaluated at

p. Next, using the Taylor expansion

(7.6) (da) jk = (da) jk (0) + xlajkl,

we see that the connection ∇S⊗L has the form

(7.7) ∇S⊗L = d+

[
i

h

(
xk

2
(da) jk (0) + xkxlAjkl

)
+ xkA0

jk + Γj

]
dxj

where

A0
jk =

ˆ 1

0
dρ
(
ρF 0

jk (ρx)
)

Ajkl =

ˆ 1

0
dρ (ρajkl (ρx))
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and Γj are all independent of h. Finally from (7.2) and (7.7) may write down
the expression for the Dirac operator (1.2) also given as D = hc ◦

(
∇S⊗L

)
in terms of the chosen frame and coordinates to be

D = γrwjr

[
h∂xj + i

xk

2
(da) jk (0) + ixkxlAjkl + h

(
xkA0

jk + Γj

)](7.8)

= γr
[
wjrh∂xj + iwjr

xk

2
(da) jk (0) +

1

2
hg−

1
2∂xj

(
g

1
2wjr

)]
+

(7.9)

γr
[
iwjrx

kxlAjkl + hwjr

(
xkA0

jk + Γj

)
− 1

2
hg−

1
2∂xj

(
g

1
2wjr

)]
∈ Ψ1

cl

(
Ω0
s;C2m

)
In the second expression above both square brackets are self-adjoint with
respect to the Riemannian density e1∧ . . .∧en =

√
gdx :=

√
gdx1∧ . . .∧dxn

with g = det (gij). Again one may obtain an expression self-adjoint with

respect to the Euclidean density dx in the framing g
1
4uj ⊗ l, 1 ≤ j ≤ 2m,

with the result being an addition of the term hγjwkj g
− 1

4

(
∂xkg

1
4

)
.

Let ig be the injectivity radius of gTX . De�ne the cuto� χ ∈ C∞c (−1, 1)

such that χ = 1 on
(
−1

2 ,
1
2

)
. We now modify the functions wkj , outside the

ball Big/2 (p), such that wkj = δkj (and hence gjk = δjk) are standard outside

the ball Big (p) of radius ig centered at p. This again gives

D = γr
[
wjrh∂xj + iwjr

xk

2
(da) jk (0) +

1

2
hg−

1
2∂xj

(
g

1
2wjr

)]
+

(7.10)

χ (|x| /ig) γr
[
iwjrx

kxlAjkl + hwjr

(
xkA0

jk + Γj

)
− 1

2
hg−

1
2∂xj

(
g

1
2wjr

)]
∈ Ψ1

cl

(
Rn;C2m

)
as a well de�ned operator on Rn formally self adjoint with respect to

√
gdx.

Again D + i being elliptic in the class S0 (m) for the order function

m =

√
1 + gjl

(
ξj +

xk

2
(da)jk (0)

)(
ξl +

xr

2
(da)lr (0)

)
,

the operator D is essentially self adjoint.

Proposition 7.1. There exist tempered distributions uj ∈ S ′ (Rs), j =
0, 1, 2, . . ., such that one has a trace expansion
(7.11)

tr φ

(
D√
h

)
= h−n/2

 N∑
j=0

uj (φ)hj/2

+ h(N+1−n)/2O

(
n+1∑
k=0

∥∥∥〈ξ〉N φ̂(k)
∥∥∥
L1

)
for each N ∈ N, φ ∈ S (Rs).
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Proof. We begin by writing φ = φ0 + φ1, with

φ0 (s) =
1

2π

ˆ
R
eiξsφ̂ (ξ)χ

(
2ξ
√
h

ig

)
dξ

φ1 (s) =
1

2π

ˆ
R
eiξsφ̂ (ξ)

[
1− χ

(
2ξ
√
h

ig

)]
dξ

via Fourier inversion.
First considering φ1, integration by parts gives the estimate∣∣sn+1φ1 (s)

∣∣ ≤ CNhN−1
2

(
n+1∑
k=0

∥∥∥ξN φ̂(k)
∥∥∥
L1

)
,

∀N ∈ N. Hence,∥∥∥∥Dn+1−aφ1

(
D√
h

)
Da

∥∥∥∥
L2→L2

= CNh
n+N

2

(
n+1∑
k=0

∥∥∥ξN φ̂(k)
∥∥∥
L1

)
,

∀N ∈ N, ∀a = 0, . . . , n + 1. Semi-classical elliptic estimate and Sobolev's
inequality now give the estimate

(7.12)

∣∣∣∣φ1

(
D√
h

)∣∣∣∣
C0(X×X)

≤ CNh
n+N

2

(
n+1∑
k=0

∥∥∥ξN φ̂(k)
∥∥∥
L1

)
∀N ∈ N, on the Schwartz kernel.

Next, considering φ0, we �rst use the change of variables α = ξ
√
h to write

φ0

(
D√
h

)
=

1

2π
√
h

ˆ
R
eiα(DA0

+ih−1c(a))φ̂

(
α√
h

)
χ

(
2α

ig

)
dα.

Now since D = D on Big/2 (p), we may use the �nite propagation speed of

the wave operators eiαh
−1D, eiαh

−1D (cf. D.2.1 in [20]) to conclude

(7.13) φ0

(
D√
h

)
(p, ·) = φ0

(
D√
h

)
(0, ·) .

The right hand side above is de�ned using functional calculus of self-adjoint
operators, with standard local elliptic regularity arguments implying the
smoothness of its Schwartz kernel. By virtue of (7.12), a similar estimate

for φ1

(
D√
h

)
, and (7.13) it now su�ces to consider φ

(
D√
h

)
.

We now introduce the rescaling operator R : C∞
(
Rn;C2m

)
→ C∞

(
Rn;C2m

)
;

(Rs) (x) := s
(

x√
h

)
. Conjugation by R amounts to the rescaling of co-

ordinates x → x
√
h. A Taylor expansion in (7.10) now gives the exis-

tence of classical (h-independent) self-adjoint, �rst-order di�erential oper-
ators Dj = akj (x) ∂xk + bj (x), j = 0, 1 . . ., with polynomial coe�cients (of

degree at most j + 1) as well as h-dependent self-adjoint, �rst-order di�er-

ential operators Ej =
∑
|α|=N+1 x

α
[
ckj,α (x;h) ∂xk + dj,α (x;h)

]
, j = 0, 1 . . .,
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with uniformly C∞ bounded coe�cients ckj,α, dj,α such that

RDR−1 =
√
hD with(7.14)

D =

 N∑
j=0

hj/2Dj

+ h(N+1)/2EN+1, ∀N.(7.15)

The coe�cients of the polynomials akj (x) , bj (x) again involve the covariant

derivatives of the curvatures F TX , FA0 and da evaluated at p. Furthermore,
the leading term in (7.15) is easily computed

D0 = γj
[
∂xj + i

xk

2
(da) jk (0)

]
(7.16)

= γ0∂x0 + γj
[
∂xj +

iλj (p)

2
xj+m

]
+ γj+m

[
∂xj+m −

iλj (p)

2
xj

]
︸ ︷︷ ︸

:=D00

(7.17)

using (7.1), (7.6). It is now clear from (7.14) that

(7.18) φ

(
D√
h

)(
x, x′

)
= h−n/2φ (D)

(
x√
h
,
x′√
h

)
.

Next, let Ij = {k = (k0, k1, . . .) |kα ∈ N,
∑
kα = j} denote the set of parti-

tions of the integer j and set

(7.19) Czj =
∑
k∈Ij

(z − D0)−1
[
ΠαDkα (z − D0)−1

]
.

Local elliptic regularity estimates again give (z − D)−1 = OL2
loc
→L2

loc

(
|Imz|−1

)
and Czj = OL2

loc
→L2

loc

(
|Imz|−j−1

)
, j = 0, 1, . . .. A straightforward computa-

tion using (7.15) then yields

(7.20) (z − D)−1 −

 N∑
j=0

hj/2Czj

 = OL2
loc
→L2

loc

((
|Imz|−1 h

1
2

)N+1
)
.

A similar expansion as (7.15) for the operator
(
1 + D2

)(n+1)/2
(z − D) also

gives the bounds
(7.21)(

1 + D2
)−(n+1)/2

(z − D)−1−

 N∑
j=0

hj/2Czj,n+1

 = OHs
loc
→Hs+n+1

loc

((
|Imz|−1 h

1
2

)N+1
)

∀s ∈ R, for classical (h-independent) Sobolev spacesHs
loc. Here each C

z
j,n+1 =

OHs
loc
→Hs+n+1

loc

(
|Imz|−j−1

)
with the leading term

Cz0,n+1 =
(
1 + D2

0

)−(n+1)/2
(z − D0)−1 .
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Finally, plugging the expansion (7.21) into the Hel�er-Sjostrand formula

φ (D) = − 1

π

ˆ
C
∂̄%̃ (z)

(
1 + D2

)−(n+1)/2
(z − D)−1 dzdz̄,

with % (x) := 〈x〉n+1 φ (x), gives

(7.22) φ (D) (0, 0) =

 N∑
j=0

hj/2Uj,p (φ)

+ h(N+1)/2O

(
n+1∑
k=0

∥∥∥〈ξ〉N φ̂(k)
∥∥∥
L1

)
using Sobolev's inequality. Here each

(7.23) Uj,p (φ) = − 1

π

ˆ
C
∂̄%̃ (z) Czj,n+1 (0, 0) dzdz̄ ∈ EndSTXp

de�nes a smooth family (in p ∈ X) of distributions Uj and the remainder

term in (7.22) comes from the estimate ∂̄%̃ = O
(
|Imz|N+1∑n+1

k=0

∥∥∥〈ξ〉N φ̂(k)
∥∥∥
L1

)
on the almost analytic continuation (cf. [28] Sec. 3.1). Integrating the trace
of (7.22) over X and using (7.18) gives (7.11). �

Next we would like to understand the structure of the distributions uj
appearing in (7.11). Clearly,

uj =

ˆ
X
uj,p with

uj,p := tr Uj,p ∈ C∞
(
X;S ′ (Rs)

)
(7.24)

being the smooth family of tempered distributions parametrized by X de-
�ned via the point-wise trace of (7.23). Letting H (s) ∈ S ′ (Rs) denote
the Heaviside distribution, we now de�ne the following elementary tempered
distributions

va;p (s) := sa, a ∈ N0(7.25)

va,b,c,Λ;p (s) := ∂as

[
|s| sb

(
s2 − 2νpΛ

)c− 1
2 H

(
s2 − 2νpΛ

)]
,

(7.26)

(a, b, c;Λ) ∈ N0 × Z× N0 × µ. (Nm0 \ 0) .

We now have the following.

Proposition 7.2. For each j, the distribution (7.24) can be written in terms
of (7.25), (7.26)

(7.27) uj,p (s) =
∑

a≤2j+2

cj;a (p) sa +
∑

Λ∈µ.(Nm0 \0).
a,|b|,c≤4j+4

cj;a,b,c,Λ (p) va,b,c,Λ;p (s) .

Moreover, the coe�cient functions cj;a, cj;a,b,c,Λ ∈ C∞ (X) above are eval-
uations at p of polynomials in the covariant derivatives (with respect to
∇TX ⊗ 1 + 1 ⊗ ∇A0) of the curvatures F TX , FA0 of the Levi-Civita con-
nection ∇TX , ∇A0 and da.
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Proof. It su�ces to consider the restriction of uj to the interval
(
−
√

2νM,
√

2νM
)

for each 0 < M /∈ µ. (Nm0 \ 0). We begin by �nding the spectrum of
the operator D00 in (7.17). To this end, de�ne the unitary operator Uλ :
C∞

(
Rn;C2m

)
→ C∞

(
Rn;C2m

)
(Uλs) (x0, x1, x2, . . .) =

(
Πm
j=1λj

)
s

(
x0, λ

− 1
2

1 x1, λ
− 1

2
1 x2, λ

− 1
2

2 x3, λ
− 1

2
2 x4, . . .

)
and f =

m∑
j=1

(xjxj+m + ξjξj+m) ∈ C∞
(
R2m

)
.

Next, as in (5.1) we compute the conjugate

e
iπ
4
fW0 UλD00U

∗
λe
− iπ

4
fW0 = [2ν (p)]

1
2 DRm |h=1

of the operator in (7.17) in terms of the magnetic Dirac operator on Rm
(2.21) evaluated at h = 1. Hence the eigenspaces of D00 are

U∗λe
− iπ

4
fW0

(
E0 ⊗ L2

(
Rm+1
x0,x′′

))
,

U∗λe
− iπ

4
fW0

(
E±Λ ⊗ L

2
(
Rm+1
x0,x′′

))
; Λ ∈ µ. (Nm0 \ 0) ,

with eigenvalues 0, ±
√

2νΛ respectively, where

E0 := C
[
ψ0,0|h=1

]
E±Λ =

⊕
τ∈Nm0 \0
Λ=µ.τ

E±τ
∣∣
h=1

,

are as in (6.5). We again let P0, P
±
Λ denote the respective projections onto the

eigenspaces of D00 and PΛ = P+
Λ⊕P

−
Λ . We also denote by P>M = ⊕Λ>MPΛ the

projection onto eigenspaces with eigenvalue greater than
√

2νM in absolute
value.

Now, since expansions in L2
loc are unique it su�ces to work with the re-

solvent expansion (7.20) in the computation of uj . The jth term in the
expansion is of the form

(7.28) Czj =
∑
k∈Ij

(z − D0)−1
[
ΠαDkα (z − D0)−1

]
where each Dkα is a di�erential operator with polynomial coe�cients involv-
ing the covariant derivatives of the curvatures F TX , FA0 and da. Now using
(7.17) we decompose each resolvent term above according to the eigenspaces



MAGNETIC DIRAC OPERATOR 43

of D00

(z − D0)−1 = P0

(
1

z − γ0∂x0

)
P0 ⊕⊕

Λ∈µ.Nm0 ∩(0,M)

PΛ

(
z + γ0∂x0 + D00

z2 + ∂2
x0
− 2νΛ

)
PΛ(7.29)

⊕P>M
(
z + γ0∂x0 + D00

z2 + ∂2
x0
− D2

00

)
P>M .

Next, we plug (7.29) into (7.28). This gives an expansion for Czj with some
of the terms given by

T z [ΠαDkαT
z] ; where

T z = P>M

(
z + γ0∂x0 + D00

z2 + ∂2
x0
− D2

00

)
P>M

and being holomorphic for Rez ∈
(
−
√

2νM,
√

2νM
)
. For the rest of the

terms in Czj , we use the commutation relations[
γ0, P0

]
=

[
γ0, PΛ

]
=
[
γ0, P>M

]
= 0

[∂x0 , P0] = [∂x0 , PΛ] = [∂x0 , P>M ] = 0

[∂x0 , D00] = 0[(
z2 + ∂2

x0
− 2νΛ

)−1
, xj

]
= δ0j

(
z2 + ∂2

x0
− 2νΛ

)−2
∂x0[(

z2 + ∂2
x0
− 2νΛ

)−1
, ∂xJ

]
= 0

as well as the Cli�ord relations (2.7). This now gives a �nite sum of terms
of the form

T z0
[
ΠK
k=1SkT

z
k

]
×

[
ΠΛ∈µ.Nm0 ∩(0,M)

1(
z2 + ∂2

x0
− 2νΛ

)aΛ
] (
z − γ0∂x0

)−a0 zb1xb20 ∂
b3
x0
,

(7.30)

a0 + ΣaΛ ≤ 2j + 2; b1, b2, b3 ≤ j + 1, where each Sk is a di�erential operator
in (x′x′′) (i.e. independent of x0) with polynomial coe�cients and each

(7.31) T zk =



P0 or

PΛ, or

PΛD00PΛ, or

P>M

(
1

z2+∂2
x0
−D2

00

)
P>M , or

P>M

(
D00

z2+∂2
x0
−D2

00

)
P>M
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with at least one occurrence of P0, PΛ or PΛD00PΛ in (7.30). Now using partial
fractions, (7.30) may be written as a sum of terms of the form

T z0
[
ΠK
k=1SkT

z
k

]
×
(
z − γ0∂x0

)−a0 zb1xb20 ∂
b3
x0
,

T z0
[
ΠK
k=1SkT

z
k

]
×
(
z2 + ∂2

x0
− 2νΛ

)−aΛ zb1xb20 ∂
b3
x0

; Λ ∈ µ.Nm0 ∩ (0,M) ,

(7.32)

a0, aΛ ≤ 2j + 2; b1, b2, b3 ≤ j + 1. Next, we plug (7.32) into the Hel�er-

Sjostrand formula and use the holomorphicity of P>M

(
1

z2+∂2
x0
−D2

00

)
P>M

and P>M

(
D00

z2+∂2
x0
−D2

00

)
P>M for Rez ∈

(
−
√

2νM,
√

2νM
)
. This gives

Uj,p (φ) = − 1

π

ˆ
C
∂̄φ̃ (z) Czj (0, 0) dzdz̄,

for φ ∈ C∞c
(
−
√

2νM,
√

2νM
)
, as a sum of terms of the form

(
T 0

0

[
ΠK
k=1SkT

0
k

]
× xb20 ∂

b3
x0
φ0

(
γ0∂x0

))
(0, 0) ,

(
T 0

0

[
ΠK
k=1SkT

0
k

]
× xb20 ∂

b3
x0
φΛ
(
−∂2

x0
+ 2νΛ

))
(0, 0) , Λ ∈ µ.Nm0 ∩ (0,M) ;

(7.33)

where

T 0
k =



P0, or

PΛ, or

PΛD00PΛ, or

P>M

(
1

2νΛ−D2
00

)
P>M , or

P>M

(
D00

2νΛ−D2
00

)
P>M ;

and

φ0 (s) =
(−1)a0−1

(a0 − 1)!
xb1φ (s)

φΛ
(
s2
)

=
(−1)aΛ−1

(aΛ − 1)!

{[
∂aΛ−1
r

(
rb1φ (r)

(r − s)aΛ

)]∣∣∣∣
r=−s

−
[
∂aΛ−1
r

(
rb1φ (r)

(r + s)aΛ

)]∣∣∣∣
r=s

}
.

At least one occurrence of P0,PΛ and PΛD00PΛ in (7.33) gives the smoothness
of the kernel.
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Finally, an elementary computation involving Laplace transforms using

the knowledge of the heat kernel et∂
2
x0 (x0, y0) = 1√

4πt
e−|x0−y0|2/4t gives

xb20 ∂
b3
x0
φ0

(
γ0∂x0

)
(0, 0) =

(
−1

2

)[ b3+1
2

]
√
πΓ
([

b3+1
2

]
+ 1

2

)δ0b2vb3;p (φ0)

xb20 ∂
b3
x0
φΛ
(
−∂2

x0
+ 2νΛ

)
(0, 0) =


(− 1

2)
b3
2

4πΓ
(
b3
2
− 1

2

)δ0b2v0,0,
b3
2
,Λ;p

(
φΛ
(
s2
))

; b3 even

0; b3 odd,

completing the proof. �

As an immediate corollary of the above proposition 7.2 we have that the
distributions uj are smooth near 0.

Corollary 7.3. For each j,

singspt (uj) ⊂ R \
(
−
√

2ν0,
√

2ν0

)
.

Proof. This follows immediately from (7.24), (7.25), (7.26) and (7.27) on
noting that the distributions va;p are smooth while va,b,c,Λ;p = 0 on R \(
−
√

2ν0,
√

2ν0

)
for each p ∈ X. �

We next give the exact computation for the �rst coe�cient u0 of 7.1. In
the computation below , recall that Zτ = |Iτ | (2.13) denotes the number of
non-zero components of τ ∈ Nm0 \ 0.

Proposition 7.4. The �rst coe�cient u0 of (7.11) is given by

u0,p = c0;0 +
∑

Λ∈µ.(Nm0 \0)

c0;0,0,0,Λ (p) v0,0,0,Λ;p (s) , where(7.34)

c0;0 =
νmp

(
Πm
j=1µj

)
(4π)m

and

c0;0,0,0,Λ (p) =
νmp

(
Πm
j=1µj

)
(4π)m

dim (EΛ)

=
νmp

(
Πm
j=1µj

)
(4π)m

 ∑
τ∈Nm0 \0
µ.τ=Λ

2Zτ

 .(7.35)

Proof. First note that the square of (7.16) gives the harmonic oscillator

D2
0 = −δjk∂xj∂xk−i (da) jk (0)xk∂xj+

1

4
xkxl (da) jk (0) (da) lj (0)+

i

2
γjγk (da) jk (0) .
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The heat kernel e−tD
2
0 of the above is given by Mehler's formula (cf. [3]

section 4.2)

e−tD
2
0 (x, y) =

1

(4πt)m
det

1
2

(
itda (0)

sinh itda (0)

)(7.36)

× exp

{
− 1

4t
〈(x− y) , itda (0) coth (itda (0)) (x− y)〉

}
e−tc(ida(0))

Next, using (7.1) we compute

(7.37) e−tc(ida(0)) = Πm
j=1 [cosh (tλj)− ic (ej) c (ej+m) sinh (tλj)] .

For I ⊂ {2, . . . ,m} and ωI =
∧
j∈I (ej ∧ ej+m), the commutation

c (e1) c (em+1) c (ωI) =
1

2
[c (e1) , c (em+1) c (ωI)]

shows that the only traceless terms in (7.37) are the constants. Hence,
Mehler's formula (7.36) gives

tr e−tD
2
0 (0, 0) =

1

(4πt)m
det

1
2

(
itda (0)

tanh itda (0)

)
=

t−
1
2

(4π)m

(
Πm
j=1

λj
tanh tλj

)
=

t−
1
2

(4π)m

[
Πm
j=1λj

(
1 + 2e−2tλj + 2e−4tλj + . . .

)]
=

t−
1
2

(4π)m
(
Πm
j=1λj

) ∑
τ∈Nm0

2Zτ e−2tτ.λ


=

νmp

(
Πm
j=1µj

)
(4π)m

t− 1
2

∑
τ∈Nm0

2Zτ e−2tτ.λ


= u0,p

(
e−ts

2
)

(7.38)

with u0,p as in (7.34) and the last line above following from an easy computa-
tion of Laplace transforms (see [25] section 4). Furthermore, di�erentiating
Mehler's formula using (7.16) gives

(7.39) trD0e
−tD2

0 (0, 0) = 0 = u0,p

(
se−ts

2
)

since the right hand side of (7.34) is an even distribution. From (7.38) and

(7.39) we have that the evaluations of both sides of (7.34) on e−ts
2
, se−ts

2

are equal. Di�erentiating with respect to t and setting t = 1 gives that the

two sides of (7.34) evaluate equally on ske−s
2
, ∀k ∈ N0. The proposition

now follows from the density of this collection in S (Rs). �

We now complete the proof of Lemma 3.2.
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Proof of Lemma 3.2. We begin by writing

tr

[
f

(
D√
h

)
1

h1−ε θ̌

(
λ
√
h−D
h1−ε

)]

=
h−

1
2

2π

ˆ
dttr

[
f

(
D√
h

)
e
it
(
λ− D√

h

)]
θ
(
th

1
2
−ε
)
.(7.40)

Next, the expansion 7.1, with φ (x) = f (x) eit(λ−x), combined with the
smoothness of uj on spt (f) ⊂

(
−
√

2ν0,
√

2ν0

)
7.3 gives

tr

[
f

(
D√
h

)
e
it
(
λ− D√

h

)]
= eitλh−n/2

 N∑
j=0

hj/2f̂uj (t)


+h(N+1−n)/2O

(
n+1∑
k=0

∥∥∥〈ξ〉N φ̂(k) (ξ − t)
∥∥∥
L1

)
︸ ︷︷ ︸

=O(〈t〉N)

.(7.41)

Finally, plugging (7.41) into (7.40) and using θ
(
th

1
2
−ε
)

= 1 +O (h∞) gives

via Fourier inversion

h−
1
2

2π

ˆ
dttr

[
f

(
D√
h

)
e
it
(
λ− D√

h

)]
θ
(
th

1
2
−ε
)

= h−m−1

 N∑
j=0

hj/2f (λ)uj (λ)

+O
(
hε(N+1)−m−1

)
as required. �

8. Asymptotics of spectral invariants

In this section we prove theorem Theorem 1.2 on the asymptotics of the
spectral invariants.

Proof of Theorem 1.2. To prove the local Weyl law (1.5), we choose
θ ∈ C∞c ((−T, T ) ; [0, 1]) such that θ (x) = 1 on (−T ′, T ′), T ′ < T , θ̌ (ξ) ≥ 0
and θ̌ (ξ) ≥ 1 for |ξ| ≤ c in Theorem 1.3. Choosing f (x) ≥ 0 with f (0) = 1,
the trace expansion (1.7) with λ = 0 now gives

1

h
N (−ch, ch)

(
1 +O

(√
h
))
≤ tr

[
f

(
D√
h

)
1

h
θ̌

(
−D
h

)]
= O

(
h−m−1

)
proving (1.5).
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To prove the estimate (1.6) on the eta invariant, we �rst use its invariance
under positive scaling (2.2) and the formula (2.5) to write

ηh = η

(
D√
h

)
=

ˆ ∞
0

dt
1√
πt

tr

[
D√
h
e−

t
h
D2

]
=

ˆ 1

0
dt

1√
πt

tr

[
D√
h
e−

t
h
D2

]
+

ˆ ∞
1

dt
1√
πt

tr

[
D√
h
e−

t
h
D2

]
.(8.1)

Next, the equation 4.5 pg. 859 of [25] with r = 1
h translates to the estimate

(8.2) tr

[
D√
h
e−

t
h
D2

]
= O

(
h−mect

)
.

Plugging, (8.2) into the �rst integral of (8.1) gives

(8.3) ηh = O
(
h−m

)
+ tr E

(
D√
h

)
where

E(x) = sign(x)erfc(|x|) = sign(x) · 2√
π

ˆ ∞
|x|

e−s
2
ds

with the convention sign(0) = 0. The function E (x) above is rapidly decay-
ing with all derivatives, odd and smooth on Rx \ 0. We may hence choose
functions f ∈ C∞c

(
−
√

2ν0,
√

2ν0

)
, g ∈ C∞c (R<0) such that

f (x) + g (x) = E (x) for x ≤ 0.

De�ne the spectral measure Mf (λ′) :=
∑

λ∈Spec
(
D√
h

) f (λ) δ (λ− λ′). It is

clear that the expansion (1.7) to its �rst term may be written as

Mf ∗
(
F−1
h θ 1

2

)
(λ) = h−m−

1
2

(
f (λ)u0 (λ) +O

(
h1/2

))
where θ 1

2
(x) = θ

(
x√
h

)
as before. Both sides above involving Schwartz

functions in λ, the remainder maybe replaced by O
(
h1/2

〈λ〉2

)
. One may then

integrate the equation to obtainˆ 0

−∞
dλ

ˆ
dλ′
(
F−1
h θ 1

2

) (
λ− λ′

)
Mf

(
λ′
)

(8.4)

=h−m−
1
2

(ˆ 0

−∞
dλf (λ)u0 (λ) +O

(
h1/2

))
.

Next we observeˆ 0

−∞
dλ
(
F−1
h θ 1

2

) (
λ− λ′

)
=

ˆ 0

−∞
dtθ̌

(
t− λ′√

h

)
= 1(−∞,0]

(
λ′
)

+O

(〈
λ′√
h

〉−∞)
.(8.5)
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While the local Weyl law yields

(8.6)

ˆ
dλ′Mf

(
λ′
)
O

(〈
λ′√
h

〉−∞)
= O

(
h−m

)
.

Substituting (8.5) and (8.6) into (8.4) gives∑
λ≤0

λ∈Spec
(
D√
h

)
f (λ) = h−m−

1
2

(ˆ 0

−∞
dλf (λ)u0 (λ)

)
+O

(
h−m

)
.

This combined with

tr g

(
D√
h

)
= h−m−

1
2u0 (g) +O

(
h−m

)
then gives ∑

λ≤0

λ∈Spec
(
D√
h

)
E (λ) = h−m−

1
2

(ˆ 0

−∞
dλE (λ)u0 (λ)

)
+O

(
h−m

)

where the integral makes sense from the formula (7.34) for u0. A similar
formula for ∑

λ≥0

λ∈Spec
(
D√
h

)
E (λ)

now gives

tr E

(
D√
h

)
= h−m−

1
2

(ˆ ∞
−∞

dλE (λ)u0 (λ)

)
+O

(
h−m

)
.

Since E is odd and u0 is even from (7.34), the integral above is zero and

hence ηh = tr E
(
D√
h

)
= O (h−m) from (8.3) as required. �

8.1. Sharpness of the result. Here, we �nally show that the result Theo-
rem 1.2 is sharp. The worst case example was already noted in [25] Section 5
for ηh. To recall, we let Y be a complex manifold of dimension 2m with com-
plex structure J and a Riemannian metric gTY . Fix a positive, holomorphic,
Hermitian line bundle L → Y . The curvature FL of the Chern connection is
thus a positive (1, 1) form. Let X be the total space of the unit circle bundle

S1 → X
π−→ Y of L. The Chern connection gives a splitting of the tangent

bundle

(8.7) TX = TS1 ⊕ π∗TY
where TS1 is the vertical tangent space spanned by the generator e of the

S1 action. De�ne a metric gTS
1
on TS1 via ‖e‖

gTS1 = 1. A metric on X

can now be given using the splitting (8.7) via

gTX = gTS
1 ⊕ ε−1π∗gTY ,
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for any ε > 0. A spin structure on Y corresponds to a holomorphic, Hermit-
ian square root K of the canonical line bundle KY = K⊗2. Fixing such a spin
structure as well as the trivial spin structure on TS1 gives a spin structure
on X. Finally the one form a = e∗ ∈ Ω1 (X) while the auxiliary is chosen
to be trivial L = C with the family of connections ∇h = d + i

ha. We now
have the required family of Dirac operators Dh (1.2). One may check that(
X2m+1, a, gTX , J

)
here gives a metric contact structure (1.4) and hence the

assumption 1.1 is satis�ed.
Denote by ∆p

∂̄k
: Ω0,p

(
X;K ⊗ L⊗k

)
−→ Ω0,p

(
X;K ⊗ L⊗k

)
the Hodge

Laplacian acting on (0, p) forms on X. Its null-space is given by the co-
homology Hp

(
X;K ⊗ L⊗k

)
of the tensor product via Hodge theory. Let

ep,kµ denote the dimension of a each positive eigenspace with eigenvalue
1
2µ

2 ∈ Spec+
(

∆p

∂̄k

)
. The spectrum of Dh was now computed in Propo-

sition 5.2 of [25].

Proposition 8.1. The spectrum of Dh is given by

(1) Type 1:

(8.8) λ = (−1)p h

(
k +

(
ε− m

2

)
− 1

h

)
,

0 ≤ p ≤ m, k ∈ Z, with multiplicity dimHp
(
X;K ⊗ L⊗k

)
.

(2) Type 2:

(8.9) λ = h

(−1)p+1ε±
√

(2k + ε(2p−m)− 2
h + 1)2 + 4µ2ε

2

 ,
0 ≤ p ≤ m, k ∈ Z, 1

2µ
2 ∈ Spec+

(
∆p

∂̄k

)
with multiplicity dp,kµ :=

ep,kµ − ep−1,k
µ + . . .+ (−1)pe0,k

µ .

As observed in [25] on choosing

ε < inf
k,p

{
1

2
µ2 ∈ Spec+

(
∆p

∂̄k

)}
the eigenvalues of Type 2 are either positive or negative depending on the
sign appearing in (8.9). Hence the dimension of the kernel kh of Dh is now
given by the type 1 eigenvalues

(8.10) kh =

{
dim H∗

(
X;K ⊗ L⊗k

)
; 1

h = k +
(
ε− m

2

)
0 otherwise.
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Now by a combination of Kodaira vanishing and Hirzebruch-Riemann-Roch

dim H∗
(
X;K ⊗ L⊗k

)
= dim H0

(
X;K ⊗ L⊗k

)
= χ(X,K ⊗ L⊗k)

=

ˆ
X
ch(K ⊗ L⊗k)td(X)(8.11)

for k � 0, where χ(X,K⊗L⊗k), ch(K⊗L⊗k) and td(X) denote Euler char-
acteristic, Chern character and Todd genus respectively. Hence 8.10, (8.11)
show that the kernel and hence the counting function are discontinuous of
order O (h−m) = kh ≤ N (−ch, ch) in this example. A similar discontinuity
of the eta invariant of O (h−m) was proved in Theorem 5.3 of [25].

Appendix A. Some spectral estimates

In this appendix we prove some important spectral estimates used in Sec-
tion 4 and Section 5.

Let H be a separable Hilbert space. Let A : H → H be a bounded self-
adjoint operator. The resolvent set and the spectrum of A are de�ned to
be

R (A) = {λ ∈ C|A− λI is invertible}
Spec (A) = C \R (A) .

Since A is self-adjoint, Spec (A) ⊂ R. We may now de�ne the following
subsets of the spectrum

EssSpec (A) = {λ ∈ C|A− λI is not Fredholm}
DiscSpec (A) = Spec (A) \ EssSpec (A) .

We shall consider DiscSpec (A) above as a multiset with the multiplicity func-
tion mA : DiscSpec (A) → N0 de�ned by mA (λ) = dim ker (A). We may
then �nd a countable set of orthonormal eigenvectors vA1 , v

A
2 , v

A
3 , . . ., with

eigenvalues λA1 ≤ λA2 ≤ λA3 ≤ . . . such that DiscSpec (A) =
{
λA1 , λ

A
2 , . . .

}
as

multisets. Now let [a, b] ⊂ R be a �nite closed interval such that EssSpec (A)∩
[a, b] = ∅ (i.e. A has discrete spectrum in [a, b]). Then

HA
[a,b] =

⊕
λ∈Spec(A)∩[a,b]

ker (A− λ)

is a �nite dimensional vector subspace of H. We let ΠA
[a,b] : H → HA

[a,b] ⊂
H denote the orthogonal projection onto HA

[a,b]. We denote by NA
[a,b] the

dimension of HA
[a,b]. The operator ρ (A) : H → H may now be de�ned for

any function ρ ∈ C0
c ([a, b]) by functional calculus.
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Lemma A.1. Let v ∈ H and λ ∈ [a, b]. Assume there exists ε > 0 such that
A has discrete spectrum in [a−

√
ε, b+

√
ε] and ‖(A− λ) v‖ ≤ ε ‖v‖. Then∥∥∥ΠA

[a−
√
ε,b+
√
ε]v − v

∥∥∥ ≤
√
ε ‖v‖ and(A.1)

‖(ρ (A)− ρ (λ)) v‖ ≤ 3
√
ε ‖ρ‖C0,1 ‖v‖(A.2)

for any Holder continuous function ρ ∈ C0,1
c ([a, b]).

Proof. We abbreviate Π = ΠA
[a−
√
ε,b+
√
ε]
. Let H0 := HA

[a−
√
ε,b+
√
ε]

= ΠH

which by assumption is a �nite dimensional vector space. Let H⊥0 be the or-

thogonal complement ofH0. By assumption, Spec

(
(A− λ)2

∣∣∣
H⊥0

)
∩[−ε, ε] =

∅. Hence by the mini-max principle for self-adjoint operators bounded from

below (cf. Lemma 4.21 in [10]), we have ε ≤ (A− λ)2
∣∣∣
H⊥0

. Hence

‖Πv − v‖2 ε ≤ ‖(A− λ) (Πv − v)‖2

≤ ‖(A− λ) (Πv − v)‖2 + ‖(A− λ) Πv‖2 = ‖(A− λ) v‖2 ≤ ε2 ‖v‖2

since (A− λ) (Πv − v) and (A− λ) Πv are orthogonal. This gives

(A.3) ‖Πv − v‖ <
√
ε ‖v‖ .

To prove (A.2) �rst note that ‖Π′v − v‖ <
√
ε ‖v‖, for Π′ = ΠA

[λ−
√
ε,λ+

√
ε]
,-

by the same argument. We now have

‖(ρ (A)− ρ (λ)) v‖ ≤
∥∥(ρ (A)− ρ (λ))

(
Π′v − v

)∥∥+
∥∥(ρ (A)− ρ (λ)) Π′v

∥∥
≤ 2

√
ε ‖ρ‖C0,1 ‖v‖+

√
ε ‖ρ‖C0,1 ‖v‖ .

�

Before stating the next lemma we need the following de�nition.

De�nition A.2. Given 0 < ε < 1, a set of vectors w1, w2, . . . , wN ∈ H is
called an ε-almost orthonormal set of eigenvectors (ε-AOSE for short) of A
if

(1)
∣∣∣‖wj‖2 − 1

∣∣∣ < ε for all j

(2) |〈wj , wk〉| < ε for all j 6= k
(3) ‖(A− µj)wj‖ < ε for some µj ∈ R, for all j.

Now we have another lemma.

Lemma A.3. Assume H0 ⊂ H has �nite dimension M and is mapped
onto itself by A. Let w1, w2, . . . , wN ∈ H0 be an ε-AOSE of A for some
ε < 1

2(M+1) . Then there exist orthonormal w′1, w
′
2, . . . , w

′
M−N ∈ H0 such that∥∥∥(A− µ′j)w′j∥∥∥ < 4Mε for some µ′j ∈ R, for all j. Furthermore 〈wj , w′k〉 = 0

for each j, k.
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Proof. It follows from ε < 1
2(M+1) that w1, w2, . . . , wN are linearly indepen-

dent. Let W denote their span and W⊥ ⊂ H0 its orthogonal complement.
Let Π,Π⊥ be the orthogonal projections onto W,W⊥ and consider the op-
erator A0 := Π⊥AΠ⊥ : W⊥ → W⊥. Let w′1, w

′
2, . . . , w

′
M−N ∈ W⊥ be an

orthogonal basis of eigenvectors of A0. Hence

Π⊥Aw′j = µ′jw
′
j

for some µ′j ∈ R, for all j. Also∣∣〈Aw′j , wk〉∣∣ =
∣∣〈w′j , (A− µk)wk〉∣∣ < ε.

It then follows that
∥∥∥ΠAw′j

∥∥∥ ≤ 2Mε
√

1 + ε < 4Mε giving the result. �

Now we prove another lemma.

Lemma A.4. Given N ∈ N, let 0 < ε <
(

1
‖A‖+|a|+|b|+N+1

)4
. Let w1, w2, . . . , wN ∈

H be an ε-AOSE for A. Assume that A has discrete spectrum in
[
a− ε

1
8 , b+ ε

1
8

]
.

Then there exist orthonormal vectors w1, w2, . . . , wN ∈ H, which span the
same subspace of H as w1, w2, . . . , wN . Moreover ‖wj − wj‖ <

√
ε and

‖(ρ (A)− ρ (µj))wj‖ ≤ 3ε
1
8 ‖ρ‖C0,1 for 1 ≤ j ≤ N, and any Holder continu-

ous function ρ ∈ C0,1
c ([a, b]).

Proof. Again it follows easily that the vectors wj ,1 ≤ j ≤ N , are linearly
independent. Let W ⊂ H be their span and choose an orthonormal basis ei,
1 ≤ j ≤ N , for W . We write

wj =

N∑
k=1

mjkek.

If we consider the matrixM = [mjk], then assumptions 1 and 2 of De�nition
A.2 are equivalent to |M∗M − I| < ε. Consider the polar decomposition
M = UP where U is unitary and P is a positive semi-de�nite Hermitian
matrix. We have |P ∗P − I| < ε and hence ‖P ∗P − I‖ < Nε. Thus any
eigenvalue λP of P , being nonnegative, satis�es

∣∣λP − 1
∣∣ < ε and we have

‖P − I‖ < Nε. Thus ‖M − U‖ = ‖UP − U‖ < Nε. If we now let U =

[ujk] and wj =
∑N

k=1 ujkek, then the wj are clearly orthonormal and satisfy
‖wj − wj‖ <

√
ε. This last inequality along with assumption 3 of De�nition

A.2 easily gives

‖(A− µj)wj‖ < ε
1
4 .

Now Lemma A.1 gives

‖Πwj − wj‖ < ε
1
8 and(A.4)

‖(ρ (A)− ρ (µj))wj‖ < 3ε
1
8 ‖ρ‖C0,1 .(A.5)

�
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Next, let H ′ be another separable Hilbert space. Let U : H → H ′ be
a bounded operator. Let B,D : H ′ → H ′ and C : H → H be bounded
self-adjoint operators. De�ne A′ = UAU∗ : H ′ → H ′, B′ = U∗BU : H → H
, C ′ = UCU∗ : H ′ → H ′ and D′ = U∗DU : H → H. In the next proposition
we assume that there exists δ > 0 such that A,A′, B and B′ have discrete
spectrum in [a− δ, b+ δ]. We also abbreviate NA = NA

[a−δ,b+δ] and ΠA =

ΠA
[a−δ,b+δ] and similarly de�ne NA′ , NB, NB′ ,ΠA′ ,ΠB,ΠB′ .

Proposition A.5. Suppose there exists 0 < ε < L−2048, with

L = 25
{
‖A‖+

∥∥A′∥∥+ ‖B‖+
∥∥B′∥∥+ ‖C‖+ ‖D‖

+NA +NA′ +NB +NB′ + |a|+ |b|+ δ−1 + 1
}
,

such that

(1)
∥∥(U∗U − I) ΠA

∥∥ (‖A‖ ‖U‖+ 1) < ε and∥∥(UU∗ − I) ΠB
∥∥ (‖B‖ ‖U∗‖+ 1) < ε

(2)
∥∥∥(A′ −B) ΠA′

∥∥∥ < ε and
∥∥∥(A−B′) ΠB′

∥∥∥ < ε

(3)
∥∥(C ′ −D) ΠA

∥∥ < ε and
∥∥(C −D′) ΠB

∥∥ < ε.

Then we have

|tr [Cρ (A)]− tr [Dρ (B)]| ≤ ε
1

2048 ‖ρ‖C1

for any ρ ∈ C1
c ([a, b]).

Proof. Let
(
DiscSpec (A) ,mA

)
∩ [a, b] =

{
λAa1

, λAa2
, . . . , λAaN

}
, with N =

NA
[a,b], as multisets. Let ρ+ (x) = ρ(x)+|ρ(x)|

2 and ρ− (x) = ρ(x)−|ρ(x)|
2 . We

then have ρ+, ρ− ∈ C0,1
c ([a, b]) with ‖ρ+‖C0,1 ≤ ‖ρ‖C1 , ‖ρ−‖C0,1 ≤ ‖ρ‖C1 .

We further decompose C = C+ +C−, D = D+ +D− into their positive and
non-positive parts. Clearly

tr
[
C+ρ+ (A)

]
=

N∑
j=1

ρ+
(
λaj
) 〈
vaj , C

+vaj
〉
.

Next we consider wj = Uvaj ∈ H ′. From assumption 1 we have∥∥(A′ − λaj)wj∥∥ =
∥∥(UAU∗ − λaj)Uvaj∥∥ ≤ ∥∥∥(U∗U − I) ΠA

[a,b]

∥∥∥ ‖A‖ ‖U‖ < ε.

Similar estimates give
∣∣∣‖wj‖2 − 1

∣∣∣ < ε, and |〈wj , wk〉| < ε for j 6= k. Now

by Lemma A.1 we have ‖Πwj − wj‖ < (2ε)
1
2 with Π = ΠA′

[a−
√

2ε,b+
√

2ε]
.

Following this and using assumption 3 we have∥∥(B − λaj)wj∥∥ ≤
∥∥(A′ − λaj)wj∥∥+

∥∥(B −A′)Πwj
∥∥+

∥∥(B −A′) (Πwj − wj)
∥∥

≤ ε+ ε
√

1 + ε+ (2ε)
1
2
(∥∥A′∥∥+ ‖B‖

)
< ε

1
4 ≤ ε

1
8 ‖wj‖ .
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Next de�ne w0
j := ΠB[

a−ε
1
16 ,b+ε

1
16

]wj . By Lemma A.1

(A.6)
∥∥w0

j − wj
∥∥ ≤ ε 1

16 ‖wj‖ .

From here it follows immediately that w0
1, w

0
2, . . . , w

0
N form an ε

1
64 -ASOE of

B. If we let H0 = HB[
a−ε

1
16 ,b+ε

1
16

], then by Lemma A.4 there exist orthonor-

mal w1, w2, . . . , wN ∈ H0 which span the same subspace of H0 as the w0
j 's.

Furthermore

(A.7)
∥∥w0

j − wj
∥∥ < ε

1
128

and
∥∥(ρ+ (B)− ρ+

(
λaj
))
wj
∥∥ ≤ 3 ‖ρ‖C1 ε

1
512 . From (A.6) and (A.7) we

also have ‖wj − wj‖ < ε
1

256 . From Lemma A.3 there exist orthonormal
w′1, w

′
2, . . . , w

′
M−N with M = NB[

a−ε
1
16 ,b+ε

1
16

] such that 〈w′i, wj〉 = 0 and∥∥∥(B − µ′j)w′j∥∥∥ < 4Mε
1
64 < ε

1
128 . Hence Lemma A.1

∥∥∥(ρ+ (B)− ρ+
(
µ′j

))
w′j

∥∥∥ ≤
3 ‖ρ‖C1 ε

1
256 . We now have

tr
[
D+ρ+ (B)

]
=

N∑
j=1

〈
wj , D

+ρ+ (B)wj
〉

+

M−N∑
j=1

〈
w′j , D

+ρ+ (B)w′j
〉

≥
N∑
j=1

ρ+
(
λaj
) 〈
wj , D

+wj
〉

+
M−N∑
j=1

ρ+
(
µ′j
) 〈
w′j , D

+w′j
〉

−3ε
1

512M ‖D‖ ‖ρ‖C1

≥
N∑
j=1

ρ+
(
λaj
) 〈
wj , D

+wj
〉
− 3ε

1
512M ‖D‖ ‖ρ‖C1

≥
N∑
j=1

ρ+
(
λaj
) 〈
wj , D

+wj
〉
− 6ε

1
512M ‖D‖ ‖ρ‖C1

≥
N∑
j=1

ρ+
(
λaj
) 〈
vaj , C

+vaj
〉
− 6ε

1
512M (‖D‖+ 1) ‖ρ‖C1

≥ tr
[
C+ρ+ (A)

]
− ε

1
1024 ‖ρ‖C1 .

Reversing the roles of H and H ′ gives∣∣tr [D+ρ+ (B)
]
− tr

[
C+ρ+ (A)

]∣∣ ≤ ε 1
1024 ‖ρ‖C1 .

Similar estimates with C+ρ− (A),C−ρ+ (A) and C−ρ− (A) give the result.
�

Finally, we now give a criterion implying the discreteness of spectrum for
pseudodi�erential operators required by the preceding propositions in this
appendix.
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Proposition A.6. Let A ∈ Ψm
cl

(
Rn;Cl

)
and I = [a, b] ⊂ R a closed interval

such that the I energy band

ΣA
I :=

⋃
λ∈I

ΣA
λ

is bounded. Then for h < h0 su�ciently small

EssSpec (A) ∩ I = ∅.

Proof. Let σ (A) = a (x, ξ) ∈ C∞
(
R2n

)
and ΣI (a) ⊂ BR some open ball

of �nite radius R around the origin. For λ ∈ I and (x, ξ) /∈ BR, we hence

have that a−1 := (a (x, ξ)− λ)−1 exists. Let χ ∈ C∞c (−4R, 4R) such that
χ (x) = 1 for x < 2R. Set φ (x) = 1− χ (x) and de�ne

A−1 = [φ (|(x, ξ)|) a−1 (x, ξ)]W ∈ Ψ0
cl

(
Rn;Cl

)
.

Then since it has vanishing symbol, we have

(A− λ)A−1 −
(
I − χ (|(x, ξ)|)W

)
= hR ∈ hΨ0

cl

(
Rn;Cl

)
.

Next, we clearly have I + hR is invertible for h < h0 su�ciently small.
Also, χ (|(x, ξ)|)W is trace class by [16] Lemma 19.3.2. Hence if S :=

A−1 (I + hR)−1, then (A− λ)S − I is trace class. By a similar argument,
S (A− λ) − I is trace class. Hence by Proposition 19.1.14 of [16], A − λ is
Fredholm. �
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