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#### Abstract

We consider nonparametric regression models with multivariate covariates and estimate the regression curve by an undersmoothed local polynomial smoother. The resulting residual-based empirical distribution function is shown to differ from the errorbased empirical distribution function by the density times the average of the errors, up to a uniformly negligible remainder term. This result implies a functional central limit theorem for the residual-based empirical distribution function.


## 1. Introduction and Main Results

We consider the nonparametric regression model

$$
Y=r(X)+\varepsilon
$$

where the error $\varepsilon$ has mean zero, finite variance and is independent of the $m$-dimensional covariate vector $X$ which is assumed to be quasi-uniform on the unit cube $\mathscr{C}=[0,1]^{m}$. By the latter we mean that $X$ has a density $g$ that is bounded and bounded away from zero on $\mathscr{C}$ and is zero otherwise. We are interested in estimating the error distribution function $F$ by a residual-based empirical distribution function. This problem was already addressed by Müller, Schick and Wefelmeyer (2007) in the case $m=1$. They used residuals based on an undersmoothed local linear smoother for the regression function. Here we follow their approach, but use local polynomial smoothers in order to cover multivariate covariates.

Let $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ be $n$ independent copies of of $(X, Y)$. In order to define the local polynomial smoother we introduce some notation. By a multi-index we mean an $m$-dimensional vector $i=\left(i_{1}, \ldots, i_{m}\right)$ whose components are non-negative integers. For a multi-index $i$ let $\psi_{i}$ denote the function on $\mathbb{R}^{m}$ defined by

$$
\psi_{i}(x)=\frac{x_{1}^{i_{1}}}{i_{1}!} \cdots \frac{x_{m}^{i_{m}}}{i_{m}!}, \quad x=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}
$$

Set $i_{\bullet}=i_{1}+\cdots+i_{m}$. For a non-negative integer $k$, let $I(k)$ denote the set of multi-indices $i$ with $i_{\bullet} \leq k$ and $J(k)$ the set of multi-indices $i$ with $i_{\bullet}=k$. Now fix densities $w_{1}, \ldots, w_{m}$ and set

$$
w(x)=w_{1}\left(x_{1}\right) \cdots w_{m}\left(x_{m}\right), \quad x=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}
$$

Let $c_{n}$ be a bandwidth. Fix a non-negative integer $d$. Then the local polynomial smoother $\hat{r}$ (of degree $d$ ) is defined as follows. For an $x$ in $\mathscr{C}, \hat{r}(x)$ is the component $\hat{\beta}_{0}$ corresponding to the multi-index $0=(0, \ldots, 0)$ of a minimizer

$$
\hat{\beta}=\underset{\beta=\left(\beta_{i}\right)_{i \in I(d)}}{\arg \min } \sum_{j=1}^{n}\left(Y_{j}-\sum_{i \in I(d)} \beta_{i} \psi_{i}\left(\frac{X_{j}-x}{c_{n}}\right)\right)^{2} w\left(\frac{X_{j}-x}{c_{n}}\right)
$$

To state our main result we also need to introduce the Hölder spaces $H(k, \gamma)$ for $k=$ $0,1, \ldots$ and $0<\gamma \leq 1$. A function $h$ from $\mathscr{C}$ to $\mathbb{R}$ belongs to $H(k, \gamma)$ if it has continuous partial derivatives up to order $k$ and the partial derivatives of order $k$ are Hölder with exponent $\gamma$. For such functions $h$ we define the norm

$$
\|h\|_{k, \gamma}=\max _{i \in I(k)} \sup _{x \in \mathscr{C}}\left|D^{i} h(x)\right|+\max _{i \in J(k)} \sup _{x, y \in \mathscr{C}, x \neq y} \frac{\left|D^{i} h(y)-D^{i} h(x)\right|}{\|x-y\|^{\gamma}}
$$

where $\|v\|$ denotes the euclidean norm of a vector $v$ and

$$
D^{i} h(x)=\frac{\partial^{i_{\bullet}}}{\partial x_{1}^{i_{1}} \cdots \partial x_{m}^{i_{m}}} h(x), \quad x=\left(x_{1}, \ldots, x_{m}\right) \in \mathscr{C} .
$$

Let $H_{1}(k, \gamma)$ denote the unit ball of $H(k, \gamma)$ for this norm. The following result will be proved in the next section.

Lemma 1. Suppose the regression function $r$ belongs to $H(d, \gamma)$ with $s=d+\gamma>3 m / 2$, the error variable has mean zero and a finite moment of order $\zeta>4 s /(2 s-m)$, and the densities $w_{1}, \ldots, w_{m}$ are $(m+2)$-times continuously differentiable and have compact support $[-1,1]$. Let $c_{n} \sim(n \log n)^{-1 /(2 s)}$. Then there is a random function $\hat{a}$ such that

$$
\begin{equation*}
P\left(\hat{a} \in H_{1}(m, \alpha)\right) \rightarrow 1 \tag{1.1}
\end{equation*}
$$

for some $\alpha>0$,

$$
\begin{equation*}
\int|\hat{a}(x)|^{1+\xi} g(x) d x=o_{p}\left(n^{-1 / 2}\right) \tag{1.2}
\end{equation*}
$$

for $\xi>m /(2 s-m)$,

$$
\begin{equation*}
\int \hat{a}(x) g(x) d x=\frac{1}{n} \sum_{j=1}^{n} \varepsilon_{j}+o_{p}\left(n^{-1 / 2}\right) \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{x \in \mathscr{C}}|\hat{r}(x)-r(x)-\hat{a}(x)|=o_{p}\left(n^{-1 / 2}\right) . \tag{1.4}
\end{equation*}
$$

Remark 1. If $r$ has continuous partial derivatives of order $s \geq 1$, then it belongs to $H(s-1,1)$ and the above lemma applies with $d=s-1$ and $\gamma=1$ provided $s>3 m / 2$. However, if $s>3 \mathrm{~m} / 2$ and we choose the degree $d$ to be $s$, then the conclusion of the lemma still holds if we take $c_{n} \sim n^{-1 /(2 s)}$. Indeed, inspecting the proof of the lemma shows that
then the left-hand side of $(2.4)$ is of order $o\left(\|y-x\|^{s}\right)$ which implies that the left-hand side of $(2.8)$ is of order $o_{p}\left(c_{n}^{s}\right)=o_{p}\left(n^{-1 / 2}\right)$.

Theorem 1. Suppose that the assumptions of the previous lemma are met and the error variable has a density $f$ that is Hölder with exponent $\xi>m /(2 s-m)$. Then

$$
\sup _{t \in \mathbb{R}}\left|\frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\left[Y_{j}-\hat{r}\left(X_{j}\right) \leq t\right]-\frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\left[\varepsilon_{j} \leq t\right]-f(t) \frac{1}{n} \sum_{j=1}^{n} \varepsilon_{j}\right|=o_{p}\left(n^{-1 / 2}\right)
$$

Proof. By Corollary 2.7.2 in van der Vaart and Wellner (1996), there is a constant $K$ such that

$$
\begin{equation*}
\log N_{[]}\left(\eta^{2}, H_{1}(m, \alpha), L_{1}(G)\right) \leq K \eta^{-2 m /(m+\alpha)}, \quad 0<\eta \tag{1.5}
\end{equation*}
$$

Therefore

$$
\int_{0}^{1} \sqrt{\log N_{[]}\left(\eta^{2}, H_{1}(m, \alpha), L_{1}(G)\right)} d \eta<\infty
$$

Consequently, Theorem 2.2 in Müller, Schick and Wefelmeyer (2007) applied with $\mathcal{D}=$ $H_{1}(m, \alpha)$, boundedness of $f$, and the expansion (1.3) imply the desired result.

Remark 2. For parametric regression, analogous results to Theorem 1 can be found in Koul (2002). In such models, the regression function can be estimated at the faster parametric rate of convergence, and one thus gets by with weaker assumptions on the error density. Uniform continuity of the error density and weaker moment conditions suffice. For example, for linear regression $r(x)=\beta^{\top} x$ one obtains the expansion

$$
\sup _{t \in \mathbb{R}}\left|\frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\left[Y_{j}-\hat{\beta}^{\top} X_{j} \leq t\right]-\frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\left[\varepsilon_{j} \leq t\right]-f(t) E[X]^{\top}(\hat{\beta}-\beta)\right|=o_{p}\left(n^{-1 / 2}\right)
$$

with $\hat{\beta}$ the least squares estimator. This only requires that $\varepsilon$ has mean zero, finite variance and a uniformly continuous density and that the matrix $E\left[X X^{\top}\right]$ is invertible. If one of the coordinates of $X$ equals 1 or if more generally $c^{\top} X$ equals 1 almost surely for some vector $c$, then one has $E[X]^{\top}\left(E\left[X X^{\top}\right]\right)^{-1} X=1$ almost surely and therefore

$$
E[X]^{\top}(\hat{\beta}-\beta)=E[X]^{\top} \frac{1}{n} \sum_{j=1}^{n}\left(E\left[X X^{\top}\right]\right)^{-1} X_{j} \varepsilon_{j}+o_{p}\left(n^{-1 / 2}\right)=\frac{1}{n} \sum_{j=1}^{n} \varepsilon_{j}+o_{p}\left(n^{-1 / 2}\right)
$$

and one consequently obtains the exact analogue of the expansion in Theorem 1 . To see that $E[X]^{\top}\left(E\left[X X^{\top}\right]\right)^{-1} X=1$ almost surely we note that $E[X]^{\top}\left(E\left[X X^{\top}\right]\right)^{-1} X$ equals $E[X]^{\top} A\left(E\left[A^{\top} X X^{\top} A\right]\right)^{-1} A^{\top} X$ for any invertible $m \times m$ matrix $A$. Now take $A$ such that its first column equals $c$ and the other columns form a basis for $\left\{v \in \mathbb{R}^{m}: v^{\top} E[X]=0\right\}$ and are orthogonal for the inner product $(v, w)=E\left[v^{\top} X X^{\top} w\right]$. Then $E\left[A^{\top} X X^{\top} A\right]$ equals the $m \times m$ identity matrix, $E[X]^{\top} A$ equals $(1,0, \ldots, 0)$, and $E[X]^{\top} A\left(E\left[A^{\top} X X^{\top} A\right]\right)^{-1} A^{\top} X$ equals $c^{\top} X$.

Remark 3. The expansion in Theorem 1 implies that the residual-based empirical process

$$
n^{-1 / 2} \sum_{j=1}^{n}\left(\mathbf{1}\left[Y_{j}-\hat{r}\left(X_{j}\right) \leq t\right]-F(t)\right), \quad-\infty \leq t \leq \infty
$$

converges weakly in $D[-\infty, \infty]$ to a centered Gaussian process with covariance function

$$
(s, t) \mapsto F(s \wedge t)-F(s) F(t)+f(s) c(t)+f(t) c(s)+f(s) f(t) \sigma^{2}
$$

where $c(t)=\int_{-\infty}^{t} x f(x) d x$ is the mean of $\varepsilon \mathbf{1}\left[\varepsilon_{1} \leq t\right]$.
Remark 4. Note that $4 s /(2 s-m)<3$ and $m /(2 s-m)<1 / 2$ for $s>3 m / 2$. Thus the assumptions on the error variable in the above theorem are met if the error variable has a finite moment of order 3 and if its density $f$ is Hölder with exponent $1 / 2$. The latter is implied if $f$ has finite Fisher information for location; see e.g. Koul (2002, page 79). Thus the conclusion of the above theorem holds if the error density $f$ has mean zero, a finite moment of order 3 and finite Fisher information for location, and if the regression function $r$ belongs to a Hölder space $H(d, \gamma)$ with $d+\gamma>3 m / 2$.

Remark 5. For $m=1$, and using a linear smoother, Müller, Schick and Wefelmeyer (2007) obtained the assertion of Theorem 1 assuming that $r$ is twice continuously differentiable, the error distribution has a moment of order greater than $8 / 3$, and the error density is Hölder of order greater than $1 / 3$. Here we allow for higher degree smoothers. Thus we can relax the moment and smoothness assumptions on the error distribution at the expense of more smoothness on the regression function. For example, if the second derivative of $r$ is Lipschitz and a quadratic smoother is used, then it suffices that $F$ has a finite moment of order greater than $12 / 5$ and $f$ is Hölder of order greater than $1 / 5$.

## 2. PROOF OF LEMMA 1

Abbreviate $I(d)$ by $I$. By the choice of bandwidth and since $2 s>3 m$ we have

$$
\rho_{n}=\frac{\log n}{n c_{n}^{m}} \sim \frac{(\log n)^{1+m /(2 s)}}{n^{1-m /(2 s)}} \leq(\log n)^{4 / 3} n^{-2 / 3}
$$

The minimizer $\hat{\beta}$ must satisfy the normal equations

$$
C_{i}(x)-\sum_{k \in I} \hat{Q}_{i k}(x) \hat{\beta}_{k}=0, \quad i \in I
$$

where

$$
C_{i}(x)=\frac{1}{n c_{n}^{m}} \sum_{j=1}^{n} Y_{j} \psi_{i}\left(\frac{X_{j}-x}{c_{n}}\right) w\left(\frac{X_{j}-x}{c_{n}}\right)
$$

and

$$
\hat{Q}_{i k}(x)=\frac{1}{n c_{n}^{m}} \sum_{j=1}^{n} \psi_{i}\left(\frac{X_{j}-x}{c_{n}}\right) \psi_{k}\left(\frac{X_{j}-x}{c_{n}}\right) w\left(\frac{X_{j}-x}{c_{n}}\right) .
$$

Since $Y_{j}=r\left(X_{j}\right)+\varepsilon_{j}$, we can write $C_{i}(x)=A_{i}(x)+B_{i}(x)$ where

$$
A_{i}(x)=\frac{1}{n c_{n}^{m}} \sum_{j=1}^{n} \varepsilon_{j} \psi_{i}\left(\frac{X_{j}-x}{c_{n}}\right) w\left(\frac{X_{j}-x}{c_{n}}\right)
$$

and

$$
B_{i}(x)=\frac{1}{n c_{n}^{m}} \sum_{j=1}^{n} r\left(X_{j}\right) \psi_{i}\left(\frac{X_{j}-x}{c_{n}}\right) w\left(\frac{X_{j}-x}{c_{n}}\right)
$$

Let $Q_{i k}(x)=E\left[\hat{Q}_{i k}(x)\right]$. It follows from Corollary 1 applied with $T=1, \beta=\infty$ and $v=\psi_{i} \psi_{k} w$ that

$$
\begin{equation*}
\sup _{x \in \mathscr{C}}\left|\hat{Q}_{i k}(x)-Q_{i k}(x)\right|=O_{p}\left(\rho_{n}^{1 / 2}\right) \tag{2.1}
\end{equation*}
$$

and applied with $T=\varepsilon, \beta>4 s /(2 s-m)$ and $v=D^{i}\left(\psi_{k} w\right)$ that

$$
\begin{equation*}
\sup _{x \in \mathscr{C}}\left|c_{n}^{i} \cdot D^{i} A_{k}(x)\right|=O_{p}\left(\rho_{n}^{1 / 2}\right), \quad i \in I(m+1) \tag{2.2}
\end{equation*}
$$

Note that

$$
Q_{i k}(x)=\int \psi_{i}(u) \psi_{k}(u) g\left(x+c_{n} u\right) w(u) d u
$$

Since $X$ is quasi-uniform on $\mathscr{C}$, one now finds constants $0<\lambda<\Lambda<\infty$ such that

$$
\begin{equation*}
\lambda<\sum_{i, k \in I} a_{i} Q_{i k}(x) a_{k}<\Lambda \tag{2.3}
\end{equation*}
$$

for all $x \in \mathscr{C}$, all $a_{i}, i \in I$, with $\sum_{i \in I} a_{i}^{2}=1$ and all large $n$.
Since $r$ belongs to $H(d, \gamma)$, we obtain

$$
\begin{equation*}
\left|r(y)-\sum_{k \in I} D^{k} r(x) \psi_{k}(y-x)\right| \leq M\|y-x\|^{d+\gamma} \tag{2.4}
\end{equation*}
$$

for some finite constant $M$ and all $x, y$ in $\mathscr{C}$. From this we see that

$$
\begin{equation*}
\left|B_{i}(x)-\sum_{k \in I} \hat{Q}_{i k}(x) \bar{\beta}_{k}(x)\right| \leq M c_{n}^{d+\gamma} \hat{Q}_{00}(x), \quad x \in \mathscr{C} \tag{2.5}
\end{equation*}
$$

where $\bar{\beta}_{k}(x)=c_{n}^{k} \cdot D^{k} r(x)$.
Let now $\hat{Q}(x)$ denote the matrix with entries $\hat{Q}_{i k}(x), i, k \in I, Q(x)$ the matrix with entries $Q_{i k}(x), i, k \in I, A(x)$ the vector with components $A_{i}(x)$ and $B(x)$ the vector with components $B_{i}(x)$. In view of (2.3) the eigen values of $Q(x)$ are in the interval $[\lambda, \Lambda]$. Thus $Q(x)$ has an inverse $Q^{-1}(x)$ with eigen values in $[1 / \Lambda, 1 / \lambda]$. Hence $\hat{Q}(x)$ is invertible on the event $\left\{\sup _{x \in \mathscr{C}}\|\hat{Q}(x)-Q(x)\| \leq \lambda / 2\right\}$ whose probability tends to one by (2.1). On this event we have

$$
\hat{r}(x)=e^{\top} \hat{Q}^{-1}(x) C(x), \quad x \in \mathscr{C}
$$

where $e=\left(e_{i}\right)_{i \in I}$ is such that $e_{0}=1$ and $e_{i}=0$ for $i \neq 0$. Since $r(x)=e^{\top} \bar{\beta}(x)$, we obtain on this event the identity

$$
\begin{aligned}
\hat{r}(x)-r(x) & =e^{\top} \hat{Q}^{-1}(x)(C(x)-\hat{Q}(x) \bar{\beta}(x)) \\
& =e^{\top} \hat{Q}^{-1}(x) A(x)+e^{\top} \hat{Q}^{-1}(x)[B(x)-\hat{Q}(x) \bar{\beta}(x)] .
\end{aligned}
$$

It follows from (2.1), (2.2), (2.5) and the choice of $c_{n}$ that

$$
\begin{gather*}
\sup _{x \in \mathscr{C}}\left\|\hat{Q}^{-1}(x)-Q^{-1}(x)\right\|=O_{p}\left(\rho_{n}^{1 / 2}\right),  \tag{2.6}\\
\sup _{x \in \mathscr{C}}\left\|c_{n}^{i} D^{i} A(x)\right\|=O_{p}\left(\rho_{n}^{1 / 2}\right), \quad i \in I(m+1)  \tag{2.7}\\
\sup _{x \in \mathscr{C}}\|B(x)-\hat{Q}(x) \bar{\beta}(x)\|=O_{p}\left(c_{n}^{d+\gamma}\right)=o_{p}\left(n^{-1 / 2}\right) . \tag{2.8}
\end{gather*}
$$

Thus if we take

$$
\hat{a}(x)=e^{\top} Q^{-1}(x) A(x), \quad x \in \mathscr{C},
$$

we obtain the desired (1.4).
One verifies directly that $\sup _{x \in \mathscr{C}}\left\|c_{n}^{i \cdot} D^{i} Q(x)\right\|=O(1)$. Note also that

$$
\frac{\partial}{\partial x_{k}} Q^{-1}(x)=Q^{-1}(x)\left[\frac{\partial}{\partial x_{k}} Q(x)\right] Q^{-1}(x), \quad k=1, \ldots, m
$$

Thus we see that

$$
\sup _{x \in \mathscr{C}}\left|D^{i} \hat{a}(x)\right|=O_{p}\left(c_{n}^{-i \bullet} \rho_{n}^{1 / 2}\right), \quad i \in I(m+1)
$$

This shows that

$$
\max _{i \in I(m)} \sup _{x \in \mathscr{C}}\left|D^{i} \hat{a}(x)\right|=O_{p}\left(c_{n}^{-m} \rho_{n}^{1 / 2}\right)=o_{p}\left(n^{-b / 2}\right)
$$

for some $0<b<1-3 m /(2 s)$. In view of $2 s>3 m$, we have $(3 m+2-2 s) /(4 s)<1 /(2 s)$ and thus

$$
\max _{i \in J(m+1)} \sup _{x \in \mathscr{C}}\left|D^{i} \hat{a}(x)\right|=O_{p}\left(c_{n}^{-(m+1)} \rho_{n}^{1 / 2}\right)=o_{p}\left(n^{1 /(2 s)}\right) .
$$

With $\alpha=\min (b / 2,1-1 /(2 s))$ we obtain

$$
\max _{i \in J(m)} \sup _{y \neq x,\|y-x\|>1 / n} \frac{\left|D^{i} \hat{a}(y)-D^{i} \hat{a}(x)\right|}{\|y-x\|^{\alpha}}=o_{p}\left(n^{\alpha-b / 2}\right)=o_{p}(1)
$$

and

$$
\max _{i \in J(m)} \sup _{y \neq x,\|y-x\| \leq 1 / n} \frac{\left|D^{i} \hat{a}(y)-D^{i} \hat{a}(x)\right|}{\|y-x\|^{\alpha}}=o_{p}\left(n^{\alpha-1+1 /(2 s)}\right)=o_{p}(1) .
$$

This establishes (1.1) as $\alpha$ is positive.
Next we have

$$
\int|\hat{a}(x)|^{1+\xi} g(x) d x \leq \sup _{x \in \mathscr{C}}\|\hat{a}(x)\|^{1+\xi} \leq(1 / \lambda)^{1+\xi} \sup _{x \in \mathscr{C}}\|A(x)\|^{1+\xi}=O_{p}\left(\rho_{n}^{(1+\xi) / 2}\right) .
$$

We obtain the desired (1.2) as

$$
\left(1-\frac{m}{2 s}\right)(1+\xi)>\left(1-\frac{m}{2 s}\right)\left(1+\frac{m}{2 s-m}\right)=1
$$

by the choice of $\xi$.
We can write

$$
\int \hat{a}(x) g(x) d x=\frac{1}{n} \sum_{j=1}^{n} \varepsilon_{j} \Delta_{n}\left(X_{j}\right),
$$

where

$$
\begin{aligned}
\Delta_{n}(X) & =c_{n}^{-m} \int e^{\top} Q^{-1}(x) \psi\left(\frac{X-x}{c_{n}}\right) w\left(\frac{X-x}{c_{n}}\right) g(x) d x \\
& =\int e^{\top} Q^{-1}\left(X-c_{n} u\right) \psi(u) w(u) g\left(X-c_{n} u\right) d u
\end{aligned}
$$

with $\psi=\left(\psi_{i}\right)_{i \in I}$. Thus (1.3) follows if we show that $E\left[\left(\Delta_{n}(X)-1\right)^{2}\right] \rightarrow 0$. Since $X$ is quasi-uniform and $\Delta_{n}$ is bounded by $M / \lambda$, where

$$
M=\sup _{u \in[-1,1]^{m}}\|\psi(u)\| w(u) \sup _{x \in \mathscr{C}} g(x),
$$

the desired $E\left[\left(\Delta_{n}(X)-1\right)^{2}\right] \rightarrow 0$ follows if we show

$$
R_{n}=E\left[\mathbf{1}\left[X \in \mathscr{C}_{n}\right]\left(\Delta_{n}(X)-1\right)^{2}\right] \rightarrow 0,
$$

with $\mathscr{C}_{n}=\left[c_{n}, 1-c_{n}\right]^{m}$.
Let $Q_{*}(x)=g(x) \Psi$ where $\Psi$ is the invertible matrix with entries

$$
\Psi_{i k}=\int \psi_{i}(u) \psi_{k}(u) w(u) d u, \quad i, k \in I
$$

Then we can write

$$
1=e^{\top} \Psi^{-1} \Psi e=e^{\top} \Psi^{-1} \int \psi(u) w(u) d u=\int e^{\top} Q_{*}^{-1}\left(x-c_{n} u\right) \psi(u) w(u) g\left(x-c_{n} u\right) d u
$$

for $x \in \mathscr{C}_{n}$. Thus on the event $X \in \mathscr{C}_{n}$ we have

$$
\begin{aligned}
\left(\Delta_{n}(X)-1\right)^{2} & =\left(\int e^{\top}\left[Q^{-1}\left(X-c_{n} u\right)-Q_{*}^{-1}\left(X-c_{n} u\right)\right] \psi(u) w(u) g\left(X-c_{n} u\right) d u\right)^{2} \\
& \leq M^{2} \int_{[-1,1]^{m}}\left\|Q^{-1}\left(X-c_{n} u\right)-Q_{*}^{-1}\left(X-c_{n} u\right)\right\|^{2} d u .
\end{aligned}
$$

Therefore we have

$$
\begin{aligned}
R_{n} \leq & M^{2} \sup _{x \in \mathscr{C}} g(x) \int_{\mathscr{C}}\left\|Q^{-1}(x)-Q_{*}^{-1}(x)\right\|^{2} d x \\
& \leq M^{2} \sup _{x \in \mathscr{C}} g(x) \sup _{x \in \mathscr{C}}\left\|Q^{-1}(x)\right\|^{2} \sup _{x \in \mathscr{C}}\left\|Q_{*}^{-1}(x)\right\|^{2} \int_{\mathscr{C}}\left\|Q(x)-Q_{*}(x)\right\|^{2} d x .
\end{aligned}
$$

By the continuity of shifts in $L_{2}$ (see Theorem 9.5 in Rudin (1974)), the square-integrability of $g$ implies

$$
\int_{\mathscr{C}}\left\|Q(x)-Q_{*}(x)\right\|^{2} d x \leq \sup _{u \in[-1,1]^{m}}\|\psi(u)\|^{4} \iint\left(g\left(x-c_{n} u\right)-g(x)\right)^{2} w(u) d u d x \rightarrow 0 .
$$

Thus we have the desired $R_{n} \rightarrow 0$.

## 3. Auxiliary results

Throughout this section let $Z, Z_{1}, Z_{2}, \ldots$ be independent and identically distributed $k$ dimensional random vectors, and, for each $x$ in $\mathscr{C}$, let $h_{n x}$ be a bounded measurable function from $\mathbb{R}^{k}$ into $\mathbb{R}$.

Proposition 1. Suppose that

$$
\begin{equation*}
\sup _{x \in \mathscr{C}}\left\|h_{n x}\right\|_{\infty}=O\left(\frac{n}{\log n}\right) \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
\sup _{x \in \mathscr{C}} E\left[h_{n x}^{2}(Z)\right]=O\left(\frac{n}{\log n}\right), \tag{3.2}
\end{equation*}
$$

and, for positive numbers $\kappa_{1}, \kappa_{2}$ and $A$,

$$
\begin{equation*}
\left\|h_{n y}-h_{n x}\right\|_{\infty} \leq A n^{\kappa_{2}}\|y-x\|^{\kappa_{1}}, \quad x, y \in \mathscr{C} . \tag{3.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sup _{x \in \mathscr{C}}\left|\frac{1}{n} \sum_{j=1}^{n} h_{n x}\left(Z_{j}\right)-E\left[h_{n x}(Z)\right]\right|=O_{p}(1) \tag{3.4}
\end{equation*}
$$

Proof. Let $H_{n}(x)$ denote the expression inside the absolute value in (3.4). We use an inequality of Hoeffding (1963): If $\xi_{1}, \ldots, \xi_{n}$ are independent random variables that have mean zero and variance $\sigma^{2}$ and are bounded by $M$, then for $\eta>0$,

$$
P\left(\left|\frac{1}{n} \sum_{j=1}^{n} \xi_{j}\right| \geq \eta\right) \leq 2 \exp \left(-\frac{n \eta^{2}}{2 \sigma^{2}+(2 / 3) M \eta}\right)
$$

Applying this inequality with $\xi_{j}=h_{n x}\left(Z_{j}\right)-E\left[h_{n x}(Z)\right]$, we obtain for $\eta>0$ :

$$
P\left(\left|H_{n}(x)\right| \geq \eta\right) \leq 2 \exp \left(-\frac{n \eta^{2}}{2 E\left[h_{n x}^{2}(Z)\right]+2 \eta\left\|h_{n x}\right\|_{\infty}}\right)
$$

Thus there is a positive number $a$ such that for all $\eta>0$,

$$
\sup _{x \in \mathscr{C}} P\left(\left|H_{n}(x)\right| \geq \eta\right) \leq 2 \exp \left(-\frac{\eta^{2}}{1 \vee \eta} a \log n\right) .
$$

Let $\nu$ be an integer greater than $\alpha+\kappa_{2} / \kappa_{1}$. We can cover $\mathscr{C}$ with $n^{\nu m}$ boxes of side lengths $n^{-\nu}$. Let $C_{n}$ denote the set of centers of these smaller boxes. The above yields for $\eta>\max (1, \nu m / a)$,

$$
P\left(\max _{x \in C_{n}}\left|H_{n}(x)\right|>\eta\right) \leq \sum_{x \in C_{n}} P\left(\left|H_{n}(x)\right|>\eta\right) \leq 2 n^{m \nu} \exp (-a \eta \log n)=o(1)
$$

This shows that

$$
H_{n, 1}=\max _{x \in C_{n}}\left|H_{n}(x)\right|=O_{p}(1)
$$

It follows from (3.3) and $\nu>\alpha+\kappa_{2} / \kappa_{1}$ that

$$
H_{n, 2}=\max _{x \in C_{n}} \sup _{\left|x^{\prime}-x\right| \leq \sqrt{m} n^{-\nu}}\left|H_{n}\left(x^{\prime}\right)-H_{n}(x)\right| \leq A n^{\kappa_{2}} B_{n}^{\kappa_{1}} m^{\kappa_{1} / 2} n^{-\nu \kappa_{1}}=o_{p}(1)
$$

In view of the inequality $\left|H_{n}(x)\right| \leq H_{n, 1}+H_{n, 2}$ for $x \in \mathscr{C}$, we have the desired result (3.4).

In the following corollary we interpret $1 / \beta$ as zero if $\beta$ is infinity. We also write $\|T\|_{\beta}$ for the $L_{\beta}(P)$-norm of a random variable so that $\|T\|_{\beta}$ equals $\left(E\left[|T|^{\beta}\right]\right)^{1 / \beta}$ if $1 \leq \beta<\infty$ and equals the essential supremum of $T$ if $\beta=\infty$.

Corollary 1. Suppose the function $v$ on $\mathbb{R}^{m}$ is bounded, integrable and Hölder with positive exponent $\kappa$, the $m$-dimensional random vector $X$ has a bounded density $g$, the random variable $T$ satisfies $\|T\|_{\beta}<\infty$ for some $2<\beta \leq \infty$, and $\tau g$ is bounded, where $\tau(X)=$ $E\left(T^{2} \mid X\right)$. Let $c_{n} \rightarrow 0$ and $c_{n}^{-m} n^{-1+2 / \beta} \log n=O(1)$. Then, for i.i.d. copies $\left(T_{j}, X_{j}\right)$ of $(T, X)$, we have

$$
\sup _{x \in \mathscr{C}}\left|\frac{1}{n c_{n}^{m}} \sum_{j=1}^{n}\left(T_{j} v\left(\frac{X_{j}-x}{c_{n}}\right)-E\left[T v\left(\frac{X-x}{c_{n}}\right)\right]\right)\right|=O_{p}\left(\zeta_{n}^{-1 / 2}\right)
$$

with $\zeta_{n}=n c_{n}^{m} / \log n$.
Proof. Set $K=2\|T\|_{\beta}$. Define

$$
\begin{aligned}
R_{n j}(x) & =\zeta_{n}^{1 / 2} T_{j} \mathbf{1}\left[\left|T_{j}\right| \leq K n^{1 / \beta}\right] \frac{1}{c_{n}^{m}} v\left(\frac{X_{j}-x}{c_{n}}\right) \\
S_{n j}(x) & =\zeta_{n}^{1 / 2} T_{j} \mathbf{1}\left[\left|T_{j}\right|>K n^{1 / \beta}\right] \frac{1}{c_{n}^{m}} v\left(\frac{X_{j}-x}{c_{n}}\right)
\end{aligned}
$$

It suffices to show that

$$
\begin{equation*}
\sup _{x \in \mathscr{C}}\left|\frac{1}{n} \sum_{j=1}^{n}\left(R_{n j}(x)-E\left[R_{n j}(x)\right]\right)\right|=O_{p}(1) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{x \in \mathscr{C}}\left|\frac{1}{n} \sum_{j=1}^{n}\left(S_{n j}(x)-E\left[S_{n j}(x)\right]\right)\right|=o_{p}(1) \tag{3.6}
\end{equation*}
$$

Statement (3.6) is true for $\beta=\infty$ as then $S_{n j}(x)=0$. For $\beta<\infty$ we have

$$
\begin{aligned}
P\left(\max _{1 \leq j \leq n}\left|T_{j}\right|>K n^{1 / \beta}\right) & \leq \sum_{j=1}^{n} P\left(\left|T_{j}\right|>K n^{1 / \beta}\right) \\
& \leq K^{-\beta} E\left[|T|^{\beta} \mathbf{1}\left[|T|>K n^{1 / \beta}\right]\right] \rightarrow 0
\end{aligned}
$$

and thus

$$
P\left(\sup _{x \in \mathscr{C}}\left|\frac{1}{n} \sum_{j=1}^{n} S_{n j}(x)\right|>0\right) \leq P\left(\max _{1 \leq j \leq n}\left|T_{j}\right|>K n^{1 / \beta}\right) \rightarrow 0
$$

In view of the inequality $E\left[|T| \mathbf{1}\left[|T|>K n^{1 / \beta}\right]\right] \leq E\left[|T|^{\beta}\right]\left(K n^{1 / \beta}\right)^{1-\beta}$, we also have

$$
\begin{aligned}
\sup _{x \in \mathscr{C}}\left|\frac{1}{n} \sum_{j=1}^{n} E\left[S_{n j}(x)\right]\right| \leq & \zeta_{n}^{1 / 2} c_{n}^{-m}\|v\|_{\infty} E\left[|T| \mathbf{1}\left[|T|>K n^{1 / \beta}\right]\right] \\
& =O\left(n^{-1 / 2+1 / \beta} c_{n}^{-m / 2}(\log n)^{-1 / 2}\right)=o(1)
\end{aligned}
$$

This shows that (3.6) holds for $\beta<\infty$ as well.
To show (3.5) we apply Proposition 1 with $h_{n x}\left(T_{j}, X_{j}\right)=R_{n j}(x)$. We have

$$
\sup _{x \in \mathscr{C}}\left\|h_{n x}\right\|_{\infty} \leq K\|v\|_{\infty} n^{1 / 2+1 / \beta} c_{n}^{-m / 2}(\log n)^{-1 / 2}=O\left(\frac{n}{\log n}\right)
$$

Furthermore,

$$
\begin{aligned}
\sup _{x \in \mathscr{C}} E\left[h_{n x}^{2}(T, X)\right] & \leq \frac{n}{c_{n}^{m} \log n} E\left[\tau(X) v^{2}\left(\frac{X-x}{c_{n}}\right)\right] \\
& =\frac{n}{\log n} \int v^{2}(y) \tau\left(x+c_{n} y\right) g\left(x+c_{n} y\right) d y \\
& \leq \frac{n}{\log n}\|\tau g\|_{\infty} \int v^{2}(y) d y
\end{aligned}
$$

Since $v$ is Hölder with exponent $\kappa$, we obtain, with $\Lambda$ denoting the Hölder constant,

$$
\left\|h_{n y}-h_{n x}\right\|_{\infty} \leq\left(\frac{n c_{n}^{m}}{\log n}\right)^{1 / 2} K n^{1 / \beta} c_{n}^{-m-\kappa} \Lambda|y-x|^{\kappa} \leq C n^{\kappa_{2}}|y-x|^{\kappa}
$$

for some $\kappa_{2}>1+\kappa(1+\delta-2 / \beta) / m$. Thus the assumptions of Proposition 1 hold, and we obtain (3.5).
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