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RANK-CRANK TYPE PDE’S AND NON-HOLOMORPHIC JACOBI
FORMS

Kathrin Bringmann and Sander Zwegers

Abstract. In this paper we show how Rank-Crank type PDE’s (first found by Atkin
and Garvan) occur naturally in the framework of non-holomorphic Jacobiforms and find

an infinite family of such differential equations. As an application we show an infinite

family of congruences for odd Durfee symbols, a partition statistic introduced by George
Andrews.

1. Introduction and statement of results

We recall that a partition of a nonnegative integer n is a non-increasing sequence
of positive integers whose sum is n, and we let p(n) denote the number of partitions
of n. By Euler, we have the generating function (q := e2πiτ )

P (q) :=
∞∑
n=0

p(n) qn =
q

1
24

η(τ)
,

where η(τ) := q
1
24
∏∞
n=1(1− qn) is Dedekind’s η-function. Of the many consequences

of the modularity properties of P (q), some of the most striking are the Ramanujan-
congruences:

p(5n+ 4) ≡ 0 (mod 5),

p(7n+ 5) ≡ 0 (mod 7),

p(11n+ 6) ≡ 0 (mod 11).
(1.1)

To explain the congruences with modulus 5 and 7, Dyson in [10] introduced the
rank of a partition, which is defined to be its largest part minus the number of its
parts. He conjectured that the partitions of 5n + 4 (resp. 7n + 5) form 5 (resp. 7)
groups of equal size when sorted by their ranks modulo 5 (resp. 7), which was proven
by Atkin and Swinnerton-Dyer in [4]. If N(m,n) denotes the number of partitions of
n with rank m, then we have the generating function

R(z; q) := 1 +
∑
m∈Z

∞∑
n=1

N(m,n)zmqn = 1 +
∞∑
n=1

qn
2

(zq)n(z−1q)n

=
(1− z)
(q)∞

∑
n∈Z

(−1)nq
n
2 (3n+1)

1− zqn
,

(1.2)
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where (a)n = (a; q)n :=
∏n−1
j=0 (1− aqj) and (a)∞ := limn→∞(a)n. In particular

R(1; q) = P (q),

R(−1; q) = f(q) := 1 +
∞∑
n=1

qn
2

(−q)2n
.

The function f is one of the mock theta functions defined by Ramanujan in his last
letter to Hardy. In [17] the second author shows that it can be seen as the holomorphic
part of a particular type of real-analytic modular form, now known as a harmonic
Maass form. Harmonic Maass forms are generalizations of modular forms, in that
they satisfy the same transformation law, and (weak) growth conditions at cusps,
but instead of being holomorphic, they are annihilated by the weight k hyperbolic
Laplacian. In [8] Ono and the first author then completed also R(ζ; q) for other roots
of unity ζ to Maass forms.

Naturally it is of wide interest to find other explicit examples of Maass forms.
For this purpose the first author in [6] considered an interesting partition statistic
introduced by Andrews in [1]. For this, we define the symmetrized k-th rank moment
function

ηk(n) :=
∞∑

m=−∞

(
m+

[
k−1
2

]
k

)
N(m,n).(1.3)

Using conjugation of partitions, one can show that ηk(n) = 0 if k is odd, thus we may
in the following assume that k is even. For k ≥ 2 even, consider the rank generating
function

Rk(q) :=
∞∑
n=0

ηk(n) qn.(1.4)

The function R2 was studied in detail by the first author in [6]. One of the key re-
sults relates R2 to a certain harmonic Maass form of weight 3

2 . The general case is
then considered by the first author, Garvan, and Mahlburg in [7] and heavily relies
on the fact that the rank generating function satisfies an interesting partial differ-
ential equation (see Theorem 1.1). Before we state this, we would like to mention
that relating functions like (1.4) to harmonic Maass forms has interesting applica-
tions including congruences and asymptotic formulas (see [6, 7]). To state the above
mentioned partial differential equation, we define the crank generating function:

C(z; q) :=
∞∏
n=1

(1− qn)
(1− zqn) (1− z−1qn)

which was defined by Ramanujan and which was also used by Andrews and Garvan
in [2] to explain the Ramanujan congruence (1.1) with modulus 11 (see [2] for the
combinatorial meaning). Moreover we require the modified rank and crank generating
functions:

R∗(z; q) :=
R(z; q)
1− z

, C∗(z; q) :=
C(z; q)
1− z

,

which are more natural in the setting of Jacobi forms, and the differential operators

δz := z
∂

∂z
, δq := q

∂

∂q
.
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Atkin and Garvan showed the following partial differential equation, relating the rank
and the crank generating function:

Theorem 1.1. (see [3])

(1.5) z(q)2∞ [C∗(z; q)]3 =
(

3δq +
1
2
δz +

1
2
δ2z

)
R∗(z; q).

In this paper, we generalize (1.5) to partial differential equations for an infinite
family of related functions, and explain how these arise naturally in the setting of
certain non-holomorphic Jacobi forms. For this, we consider the general Lerch sum

µ(u, v) = µ(u, v; τ) :=
eπiu

ϑ(v; τ)

∑
n∈Z

(−1)n
eπi(n

2+n)τ+2πivn

1− e2πinτ+2πiu
,

with

(1.6) ϑ(u) = ϑ(u; τ) :=
∑

ν∈Z+ 1
2

eπiν
2τ+2πiν(u+ 1

2 ).

Modularity properties of these Lerch sums were studied by the second author in [18]
(see also [19]). Moreover, we require the functions:

ϑ0(u; τ) :=
∑
n∈Z

eπin
2τ+2πinu,

ϑ1(u; τ) :=
∑

n∈ 1
2+Z

eπin
2τ+2πinu,

a0(τ) = aα,β0 (τ) :=
∑
n∈Z

(n+ α/2) e2πin
2τ+2πin(ατ+β),

a1(τ) = aα,β1 (τ) :=
∑

n∈ 1
2+Z

(n+ α/2) e2πin
2τ+2πin(ατ+β).

Theorem 1.2. We have for α, β ∈ R:

(1.7) ϑ(u; τ)3
(

4πi
∂

∂τ
+

∂2

∂u2

){
e2πiαu−πiα

2τµ (u, ατ + β; τ)
}

= e2πiαu−πiα
2τ 16π2η(τ)6

ϑ (ατ + β; τ)2
{a1(τ) ϑ0 (2u+ ατ + β; 2τ)

−a0(τ) ϑ1 (2u+ ατ + β; 2τ)} .

Remark 1.3. For α, β ∈ Q, the functions a0, a1 and τ 7→ ϑ(ατ + β; τ) are, up to
rational powers of q, modular forms. Similarly, (u, τ) 7→ ϑi(2u + ατ + β; 2τ) is up
to a rational power of q and z a Jacobi form. Consequently, the right hand side is a
(meromorphic) Jacobi form.

The idea behind this theorem is as follows: using work of the second author in [18]
(see also [19]), one can conclude that

(1.8) (u, τ) 7→ e2πiαu−πiα
2τµ(u, ατ + β; τ)
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is the holomorphic part of a non-holomorphic Jacobi form of weight 1/2 and index
−1/2. Generalizing the theory of classical holomorphic Jacobi forms one can show
that applying the heat operator (

4πi
∂

∂τ
+

∂2

∂u2

)
to (1.8) yields again the holomorphic part of a non-holomorphic Jacobi form. The
heat operator raises the weight by 2. Surprisingly, the associated non-holomorphic
part is killed by the heat operator, thus

(u, τ) 7→
(

4πi
∂

∂τ
+

∂2

∂u2

){
e2πiαu−πiα

2τµ(u, ατ + β; τ)
}

is a (meromorphic) Jacobi form, of weight 5/2 and index −1/2. By analyzing the
behaviour at the poles, we can then identify it. Unfortunately, this turned out not to
be so easy. We had to compute the Fourier expansion of the left hand side of equation
(1.7), using PARI/GP (see [14]), to come up with the right hand side. The proof of
the theorem, however, is direct and doesn’t even use these non-holomorphic Jacobi
forms.

Using the same method as in the proof of Theorem 1.2 we show in Section 3 how
(1.5) and related partial differential equations fit in the same framework of Jacobi
forms, which allows us to give a more natural and shorter proof.

As an application we consider congruences for certain partition statistics introduced
by Andrews in [1]. For this, let No(m,n) be the number of partitions related to an
odd Durfee symbol of size n (see [1] for the combinatorial definitions). In this paper,
we only require the generating function

Ro(z; q) :=
∞∑
n=1

∑
m∈Z

No(m,n) zm qn =
1

(q2; q2)∞

∑
n∈Z

(−1)n q3n
2+3n+1

1− z q2n+1
.

Moreover define

ηok(n) :=
∑
m∈Z

(
m+

[
k
2

]
k

)
No(m,n).

As before one can show that ηok(n) = 0 if k is odd, therefore in the following we only
have to consider even moments. We show congruences for ηk.

Theorem 1.4. Let j, k ∈ N, k even, and p > 3 be a prime. Then there exist infinitely
many arithmetic progressions An+B such that

ηok(An+B) ≡ 0 (mod pj).

The paper is organized as follows: In Section 2, we prove Theorem 1.2 which we
illustrate in Section 3. Section 4 is devoted the proof of Theorem 1.4.

2. Proof of Theorem 1.2

We first recall transformation properties of Jacobi-theta functions and Lerch sums.
These can be found in [18] (see also [19]).

Proposition 2.1. For u ∈ C and τ ∈ H, the function ϑ satisfies:
(1) ϑ(u+ 1) = −ϑ(u),
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(2) ϑ(u+ τ) = −e−πiτ−2πiu ϑ(u),
(3) ϑ(−u) = −ϑ(u),
(4) ϑ′(0, τ) = −2πη3(τ).

Proposition 2.2. For u, v ∈ C \ (Zτ + Z), the function µ satisfies:

(1) µ(u+ 1, v) = −µ(u, v),
(2) µ(u, v) + e−2πi(u−v)−πiτ µ(u+ τ, v) = −ie−πi(u−v)−πiτ4 .
(3) The function u → µ(u, v) is a meropmorphic function with simple poles in

the points u = nτ +m (n,m ∈ Z), and residue − 1
2πi

1
ϑ(v) in u = 0.

Proof of Theorem 1.2. For the proof, define the function

f(u) = f(u; τ) := e2πiαu−πiα
2τµ(u, ατ + β; τ).

Using (1) and (2) of Proposition 2.2, we find that

f(u+ 1) = −e2πiαf(u),

f(u) = −e−2πi(u−β)−πiτf(u+ τ)− ieπiβe2πi(α−
1
2 )u−πi(α− 1

2 )2
τ .

(2.1)

Now define the Heat operator H by

H := 4πi
∂

∂τ
+

∂2

∂u2
.

It is easy to check that

H
(
e2πi(α−

1
2 )u−πi(α− 1

2 )2
τ
)

= 0,

and that for functions F : C×H→ C
H (F (u+ 1, τ)) = (HF ) (u+ 1, τ),

H
(
e−2πiu−πiτF (u+ τ, τ)

)
= e−2πiu−πiτ (HF ) (u+ τ, τ).

Using these properties of the Heat operator, we find from equation (2.1) the following
transformation properties of Hf :

(Hf)(u+ 1) = −e2πiα(Hf)(u),(2.2)

(Hf)(u) = −e−2πi(u−β)−πiτ (Hf)(u+ τ).(2.3)

Since the poles of f are simple poles in Zτ + Z, the function Hf has triple poles in
Zτ + Z. Since ϑ has simple zeros in Zτ + Z, the function

g(u) = g(u; τ) := ϑ(u; τ)3(Hf)(u; τ),

which is the left-hand side of (1.7), is a holomorphic function as a function of u. Using
(2.2), (2.3), and (1) and (2) of Proposition 2.1, we find that

g(u+ 1) = e2πiαg(u),

g(u+ τ) = e−4πi(u+β/2)−2πiτg(u).

We next consider the function g̃ defined by the equation

g(u) = e2πiαu g̃ (u+ (ατ + β)/2) .
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This function satisfies:
g̃(u+ 1) = g̃(u),

g̃(u+ τ) = e−4πiu−2πiτ g̃(u).

Thus we obtain, similarly as in [11, pp. 57-58],

g̃(u; τ) = c0(τ) ϑ0(2u; 2τ) + c1(τ) ϑ1(2u; 2τ),

g(u; τ) = e2πiαu
(
c0(τ) ϑ0(2u+ ατ + β; 2τ) + c1(τ) ϑ1(2u+ ατ + β; 2τ)

)
.

For convenience we normalize the functions cj (j = 0, 1):

cj(τ) = (−1)je−πiα
2τ 16π2η(τ)6

ϑ(ατ + β; τ)2
bj(τ).

Thus we have shown that there exist functions b0 and b1 such that

(2.4) g(u) = e2πiαu−πiα
2τ 16π2η(τ)6

ϑ(ατ + β; τ)2{
b0(τ) ϑ0(2u+ ατ + β; 2τ)− b1(τ) ϑ1(2u+ ατ + β; 2τ)

}
.

What remains to prove is that b0 = a1 and b1 = a0. For this we evaluate g and g′

at u = 0. From (3) of Proposition 2.2 we see that f has in u = 0 a simple pole with
residue

− e−πiα
2τ

2πi ϑ(ατ + β)
.

From this we can easily show that as u→ 0:

(Hf)(u) = − e−πiα
2τ

πi ϑ(ατ + β)
1
u3

+O
(

1
u

)
.

From (3) and (4) of Proposition 2.1 we see that

ϑ(u)3 = −8π3η(τ)9u3 +O(u5),

and thus

(2.5) g(u) = −e−πiα
2τ 8iπ2η(τ)9

ϑ(ατ + β)
+O(u2).

We now find two equations by setting u = 0 and by first taking ∂
∂u and then setting

u = 0. Using (2.4) and that

aj(τ) =
1

2πi
ϑ′j (ατ + β; 2τ) +

α

2
ϑj (ατ + β; 2τ)

gives the system:

(2.6)
(
ϑ0 (ατ + β; 2τ) −ϑ1 (ατ + β; 2τ)

a0(τ) −a1(τ)

)(
b0(τ)
b1(τ)

)
=
(
− i

2η(τ)3ϑ (ατ + β; τ)
0

)
.

To solve (2.6) for b0 and b1, we require the following relation between theta series.

Lemma 2.3. We have

ϑ0 (v1 + v2; 2τ)ϑ1 (v1 − v2; 2τ)− ϑ1 (v1 + v2; 2τ)ϑ0 (v1 − v2; 2τ) = ϑ (v1; τ)ϑ (v2; τ) .



RANK-CRANK TYPE PDE’S AND NON-HOLOMORPHIC JACOBI FORMS 10007

Proof. We can write the left hand side as ∑
n∈Z,m∈ 1

2+Z

−
∑

n∈ 1
2+Z,m∈Z

 e2πi(n
2+m2)τ+2πi(n(v1+v2)+m(v1−v2)).

If we make the change of variables r = n + m and s = n − m we get the desired
result. �

Apply ∂
∂v2

to the equation in Lemma 2.3, set v1 = ατ + β, v2 = 0, and divide by
4πi, to get

det
(
ϑ0 (ατ + β; 2τ) −ϑ1 (ατ + β; 2τ)

a0(τ) −a1(τ)

)
=

1
2πi

det
(
ϑ0 (ατ + β; 2τ) −ϑ1 (ατ + β; 2τ)
ϑ′0 (ατ + β; 2τ) −ϑ′1 (ατ + β; 2τ)

)
=
i

2
η(τ)3ϑ (ατ + β; τ) .

If we invert the matrix in equation (2.6), we find that b0 = a1 and b1 = a0 and so we
have the desired result. �

3. Examples

3.1. The classical rank case. Here we reprove equation (1.5) using the methods
from the proof of Theorem 1.2. First we observe that we can write (z = e2πiu)
(3.1)

R∗(z; q) = iz−
3
2 q−

1
8µ(3u,−τ ; 3τ)− iz 1

2 q−
1
8µ(3u, τ ; 3τ)− iz− 1

2 q
1
24

η3(3τ)
η(τ)ϑ(3u; 3τ)

.

Moreover it is not hard to see that (1.5) is equivalent to

(3.2) ϑ3(u; τ)
(

12πi
∂

∂τ
+

∂2

∂u2

)(
z

1
2 q−

1
24R∗(z; q)

)
= −8π2iη8(τ)

As in the proof of Theorem 1.2, we first consider the elliptic transformation properties:
we observe that the left-hand side is invariant under u 7→ u + 1 and u 7→ u + τ .
Furthermore, it has no poles as a function of u and hence is constant (as a function
of u). Plugging in u = 0 gives the desired formula using Proposition 2.1 (4) and
Proposition 2.2.

3.2. The overpartition case. Consider the functions

(3.3) N(d, e, z; q) :=
∑
n≥0

(−1/d,−1/e)n(deq)n

(zq, q/z)n
,

where (a1, · · · , am)n = (a1, · · · , am; q)n :=
∏m
j=1(aj)n, and

N∗(d, e, z; q) :=
N(d, e, z; q)

1− z
.

For the combinatorics of these functions, we refer the reader to [9]. When e = 0 and
d = 1 we recover the generating function for Dyson’s rank for overpartitions (see [12]),
and when both d and e = 0 we recover the generating function for Dyson’s rank for
partitions. When q = q2, d = 1, and e = 1/q, we have the M2-rank for overpartitions
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(see [13]), and when q = q2, d = 0, and e = 1/q, we have the M2-rank for partitions
without repeated odd parts (see [5]). In [9] partial differential equations were shown
for all these cases. Here we show how they follow easily using the methods of proof
of Theorem 1.2. We start with the case (d, e) = (1, 0).

Theorem 3.1. (see [9]) We have
(3.4)

z
(q)2∞

(−q)∞
[C∗(z; q)]3 (−z,−q/z)∞ =

(
2(1 + z)δq +

z

2
+ zδz +

1
2

(1 + z)δ2z
)
N∗(1, 0, z; q).

Proof. We first observe that

N∗(1, 0, z; q) =
1

1 + z

(
2

(−q)∞
(q)∞

zS1(z; q) + 1
)

with

S1(z; q) :=
∑
n∈Z

(−1)nqn
2+n

1− zqn
.

Using this we can compute that

N∗(1, 0, z; q) =
1

1 + z

(
−2i

η4(2τ)
η2(τ)ϑ(2u; 2τ)

− 2iq−
1
4 zµ(2u, τ ; 2τ) + 1

)
.

Since

(3.5)
(

2(1 + z)δq +
z

2
+ zδz +

1
2

(1 + z)δ2z
) 1

1 + z
= 0,

it is not hard to see that (3.4) is equivalent to

(3.6) ϑ3(u; τ)
(

8πi
∂

∂τ
+

∂2

∂u2

)(
η4(2τ)

η2(τ)ϑ(2u; 2τ)
+ q−

1
4 zµ(2u, τ ; 2τ)

)
= −4π2 η

8(τ)
η(2τ)

ϑ

(
u+

1
2

; τ
)
.

We denote the left-hand side by g(u; τ). Then g(u; τ) is a (meromorphic) Jacobi form
of weight 4 and index 1

2 satisfying

g(u+ 1; τ) = −g(u; τ),

g(u+ τ ; τ) = z−1q−
1
2 g(u; τ).

Considered as functions of u, the space of functions with these elliptic transformation
properties is generated by ϑ

(
u+ 1

2 ; τ
)
, hence

g(u; τ) = ϑ

(
u+

1
2

; τ
)
h(τ),

where h is a modular form of weight 7
2 . As before we obtain the theorem by plugging

in u = 0. �
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3.3. M2-rank for overpartitions. We next consider in (3.3) the case (d, e, q) =(
1, 1/q, q2

)
.

Theorem 3.2. (see [9]) We have

(3.7) 2z
(
q2; q2

)2
∞

[
C∗(z; q2)

]3
(−z,−q/z)∞

=
(

(1 + z)δq + z + 2zδz + (1 + z)δ2z
)
N∗
(
1, 1/q, z; q2

)
.

Proof. We first observe that

N∗
(

1,
1
q
, z; q2

)
=

1
1 + z

(
2

(−q)∞
(q)∞

zS2(z; q) + 1
)

with

S2(z; q) :=
∑
n∈Z

(−1)nqn
2+2n

1− zq2n
.

Using this we can compute that

N∗
(

1,
1
q
, z; q2

)
=

1
1 + z

(
−2iz

1
2 q−

1
4µ(u, τ ; 2τ) + 1

)
.

Using (3.5) it is not hard to see that (3.7) is equivalent to

(3.8) ϑ3(u; 2τ)
(

2πi
∂

∂τ
+

∂2

∂u2

)(
q−

1
4 z

1
2µ(u, τ ; 2τ)

)
= −4π2 η

8(2τ)
η(τ)

ϑ

(
u+

1
2

; τ
)
.

Denote the left hand side by g2(u; τ). Then g2(u; τ) is a Jacobi form satisfying

g2(u+ 1; τ) = g2(u; τ),
g2(u+ 2τ ; τ) = z−2 q−2 g2(u; τ).

The space of these forms (considered as functions of u) is 2-dimensional and ϑ(u; τ)
and ϑ

(
u+ 1

2 ; τ
)

are linearly independent elements in this space. As functions of
u, they are odd and even, respectively. Since g2 is even, only ϑ

(
u+ 1

2 ; τ
)

occurs.
Plugging in u = 0 yields the desired relation. �

3.4. M2-rank for partitions without repeated odd parts. We next consider
the case (d, e, q) =

(
0, 1/q, q2

)
.

Theorem 3.3. (see [9]) We have

(3.9) 2z
(q2; q2)2∞
(−q; q2)∞

[
C∗
(
z; q2

)]3 (−zq,−q/z; q2)∞ =
(

2δq+δz+δ2z
)
N∗
(
0, 1/q, z; q2

)
.

Proof. We use that

N∗
(

0,
1
q
, z; q2

)
=

(
−q; q2

)
∞

(q2; q2)∞
zS3(z; q) + 1

with

S3(z; q) :=
∑
n∈Z

(−1)nq2n
2+3n

1− zq2n
.
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This easily gives that

N∗
(

0,
1
q
, z; q2

)
= −iµ(2u, τ ; 4τ)− iq−1zµ(2u, 3τ ; 4τ) + 1.

Using this it is not hard to see that (3.9) is equivalent to

(3.10) ϑ3(u; 2τ)
(

4πi
∂

∂τ
+

∂2

∂u2

)(
z

1
2 q−

1
8µ(2u, τ ; 4τ) + q−

9
8 z

3
2µ(2u, 3τ ; 4τ)

)
= −8π2η(τ) η5(2τ) η(4τ)z

1
2 q

1
4ϑ

(
u+

1
2

+ τ ; 2τ
)
.

We now change τ → τ
2 and denote the new left hand side by g3(u; τ). Then

g3(u+ 1; τ) = g3(u; τ),

g3(u+ 2τ ; τ) = z−1 q−
1
2 g3(u; τ).

Since this space is 1-dimensional and z
1
2 q

1
4 ϑ
(
u+ 1

2 + τ ; 2τ
)

lies in that space the
claim follows as before. �

4. Proof of Theorem 1.4

Here we give a sketch of the proof of an infinite family of congruences for ηk(n),
with k even. We define for even k its generating function

Rok(q) :=
∞∑
n=0

ηok(n) qn.

Theorem 1.4 is shown once we know that the restriction of Rok(q) to certain residue
classes is a quasi-modular form. By work of Serre (see [15]), quasi-modular forms are
p-adic modular forms and thus one obtains infinite classes of congruences by work of
Treneer (see [16]). Using that

(q)∞ =
∑
n∈Z

(−1)n q
3n2+n

2 ,

it is not hard to see that

Ro(z; q) = z−1
(
R∗
(
zq; q2

)
− 1
)
.

Using this one can show that

(4.1) z−1q−
1
3 (zRo(z; q) + 1)

is the holomorphic part of a (non-holomorphic) Jacobi form. Next we can conclude
from (3.2) that

(4.2)(
6πi

∂

∂τ
+

∂2

∂u2

)(
q−

1
3Ro(z; q)

)
=
(

6πi
∂

∂τ
+

∂2

∂u2

)(
z−1 q−

1
3 (zRo(z; q) + 1)

)
= z−

3
2 q−

3
4

(
12πi

∂

∂τ
+

∂2

∂u2

) (
z

1
2 q−

1
24R∗(z; q)

)∣∣∣
τ→2τ,u→u+τ

= − 8π2iη8(2τ)
ϑ3(u+ τ ; 2τ)q

3
4 z

3
2
.
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We denote the right-hand side by g(u; τ). It is not hard to see that differentiating
2` times and then setting u = 0 yields a linear combination of quasimodular forms
which we call g`(τ). Moreover we let

Ψ(u; τ) :=
(
z−1 q−

1
3 (zRo(z; q) + 1)

)
,

which is the holomorphic part of a non-holomorphic Jacobi form. Again we differenti-
ate 2` times with respect to u and then set u = 0. We call this function Ψ`(τ). Using
[19], one can show that the holomorphic part is supported on certain fixed arithmetic
progressions (we could make this set explicit as in [8]). We call the compliment of
this set Sp. Then the restriction of Ψ`(τ) to Sp is a quasimodular form.

Differentiating (4.2) 2` times gives

Ψ`+1(τ) = −6πi
∂

∂τ
Ψ`(τ) + g`(τ).

Inductively we can now argue that the restriction of Ψ`(τ) to Sp is a linear combination
of quasimodular forms. From this one can conclude that also the restriction of Rok to
Sp is a linear combination of quasimodular forms. Now we can argue as in [7].

Remark 4.1. In a similar way one could also consider shifted versions in the other
functions occurring in Section 3. Since the combinatorics of these functions are not
investigated yet, we chose to not address this subject here.
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