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TAYLOR COEFFICIENTS OF NON-HOLOMORPHIC JACOBI

FORMS AND APPLICATIONS

KATHRIN BRINGMANN

Abstract. In this paper, we prove modularity results of Taylor coeffi-
cients of certain non-holomorphic Jacobi forms. It is well-known that Tay-
lor coefficients of holomorphic Jacobi forms are quasimoular forms. How-
ever recently there has been a wide interest for Taylor coefficients of non-
holomorphic Jacobi forms for example arising in combinatorics. In this
paper, we show that such coefficients still inherit modular properties. We
then work out the precise spaces in which these coefficients lie for two ex-
amples.

In honor of Don Zagier who has been a great inspiration.

1. Introduction and statement of results

As motivating example, we start with the generating function for partitions.
As usual let p(n) denote the number of partitions of n. By Euler, we have

P (q) :=
∞∑

n=0

p(n)qn =
q

1
24

η(τ)
,(1.1)

where η(τ) := q
1
24

∏∞
n=1(1− qn) is Dedekind’s η-function, a weight 1

2
modular

form (q := e2πiτ throughout). Of the the many consequences of the modularity
properties of P, one of the most striking ones is the three congruences due to
Ramanujan, namely

p(5n+ 4) ≡ 0 (mod 5),

p(7n+ 5) ≡ 0 (mod 7),
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p(11n+ 6) ≡ 0 (mod 11).

To explain the congruences with modulus 5 and 7, Dyson [7] introduced the
rank of a partition, which is defined to be its largest part minus the number
of its parts. Dyson conjectured that the partitions of 5n + 4 (resp. 7n + 5)
form 5 (resp. 7) groups of equal size if sorted by their ranks modulo 5 (resp.
7). This conjecture was proven by Atkin and Swinnerton-Dyer [3]. If N(m,n)
denotes the number of partitions of n with rankm, then we have the generating
function

(1.2)

R(ζ ; q) := 1 +
∑

m∈Z

∞∑

n=1

N(m,n)ζmqn

=1 +

∞∑

n=1

qn
2

(ζq; q)n(ζ−1q; q)n
=

(1− ζ)

(q; q)∞

∑

n∈Z

(−1)nq
n
2
(3n+1)

1− ζqn
,

where (a; q)n :=
∏n−1

j=0 (1− aqj) and (a; q)∞ := limn→∞(a; q)n. In particular

R(1; q) = P (q),

R(−1; q) = f(q) := 1 +

∞∑

n=1

qn
2

(−q; q)2n
.

The function f(q) is one of the mock theta functions, defined by Ramanujan
in his last letter to Hardy. Such a mock theta function can be completed by
adding a non-holomorphic piece to obtain a harmonic Maass form. These non-
holomorphic automorphic forms generalize classical modular forms. Instead
of being holomorphic they are annihilated by a hyperbolic Laplace operator;
see Subsection 2.3 for the precise definition. More generally, R(ζ ; q) is a (non-
holomorphic) Jacobi form.

The Taylor coefficients of R(ζ ; q) are of combinatorial interest. To be more
precise, Atkin and Garvan [2] introduced the k-th rank moments

Nk(n) :=
∑

m∈Z

mkN(m,n).

Andrews [1] then studied the symmetrized k-th rank moment function

ηk(n) :=
∑

m∈Z

(
m+

[
k−1
2

]

k

)
N(m,n).
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Using the symmetry N(−m,n) = N(m,n), one sees that one only needs to
consider even rank moments. For these we define the rank generating function

N2ℓ(q) :=

∞∑

n=0

(∑

m∈Z

m2ℓN(m,n)

)
qn.

Summing up these moments gives the whole rank generating function (ζ :=
e2πiz)

(1.3) R(ζ ; q) =
∞∑

ℓ=0

N2ℓ(q)
(2πiz)2ℓ

(2ℓ)!
.

So the N2ℓ are basically the Taylor coefficients of R(ζ ; q).
Let us next describe what is known about modularity of these functions.

Firstly

N0(q) = P (q) =
1

(q)∞
,

so this case yields (up to a q-power) a weight −1
2
modular form. For the next

example, N2, it was shown in [4] that it can be ”completed” to a harmonic
Maass form of weight 3

2
. Moreover the general Rk are known to give linear

combinations of derivatives of harmonic Maass forms, see [5]. However, in
particular for applications one requires the pure modular objects as well as
their behavior under differential operators. In this paper, we explicitly give
the completed modular object as well as the space in which the function lie.

For this define

r2ℓ−1 = r+2ℓ−1 + r−2ℓ−1

with

r+2ℓ−1(τ) := (2πi)2ℓ−1
∑

0≤j+n≤ℓ

B2n

(
1
2

)

(2n)!(ℓ− j − n)!

(
E2(τ)

8

)ℓ−j−n N2j(q)q
− 1

24

(2j)!
,

(1.4)

r−2ℓ−1(τ) :=
1

(2ℓ− 1)!

[
∂2ℓ−1

∂z2ℓ−1

(
ζ−1q−

1
6S(3z + τ ; 3τ)e−

π2

2
E2(τ)z2

)]

z=0

.

(1.5)

Here Bn(x) is the n-th Bernoulli polynomial, E2 is the weight 2 (quasimodular)
Eisenstein series given in (2.6) and we also require the even function (τ =
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u+ iv, u, v ∈ R)

(1.6) S(z; τ) :=
∑

n∈ 1
2
+Z

(
sgn(n)− E

((
n+

y

v

)√
2v
))

(−1)n−
1
2 q−

n2

2 e−2πinz,

where E(z) := 2
∫ z

0
e−πt2dt.

Theorem 1.1. For ℓ ∈ N, r2ℓ−1 transforms for all ( a b
c d ) ∈ SL2(Z) as

(1.7) r2ℓ−1

(
aτ + b

cτ + d

)
= ψ−1

(
a b
c d

)
(cτ + d)2ℓ−

1
2 r2ℓ−1(τ),

where ψ is the multiplier of η (see (2.5)). Moreover

(1.8) L(r2ℓ−1(τ)) =
i
√
3√
2

v
1
2η(−τ)
(ℓ− 1)!

(
−π

2Ê2(τ)

2

)ℓ−1

,

where L := −2iv2 ∂
∂τ

is the Maass lowering operator.

Remark. Instead of E2 in (1.4) and (1.5) one can also use 1
v
. The completed

object r̃2ℓ−1 obtained that way basically maps to r̃2ℓ−3 under lowering.

Theorem 1.1 easily implies the following main result from [4]. To state this
set

M(τ) := R(τ) +N (τ)− 1

24η(24τ)
+
E2(24τ)

8η(24τ)

with

R(τ) :=
1

2
R2

(
q24
)
q−1, N (τ) :=

i

4
√
2π

∫ i∞

−τ

η(24w)

(−i(τ + w))
3
2

dw.

Corollary 1.2. The function M̂(τ) := M( τ
24
) is a harmonic Maass form of

weight 3
2
transforming, for all ( a b

c d ) ∈ SL2(Z), as

M̂

(
aτ + b

cτ + d

)
= ψ−1

(
a b
c d

)
(cτ + d)

3
2 M̂(τ).

Our second example comes from Joyce invariants. In [10], the authors stud-
ied the (slightly modified) generating function of Joyce invariants, which turn
out to be the following q-series (k ∈ 2N)

Jk(τ) :=
1

2

∑

n∈Z\{0}

nk−1qn
2

1− qn
.
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Define

Ĵk := Jk +
δk=2

8πv
+

(k − 2)!(−1)
k
2
+1

Γ
(
k−1
2

)2
2k+1

∑

ν∈{−1,0}

[ϑν , sν ] k
2
−1

with Rankin Cohen brackets [., .]κ as in (2.1) and

(1.9)

ϑν(τ) := q
ν2

4 ϑ

(
ντ +

1

2
; 2τ

)
,

sν(τ) :=
√
π

∑

n∈ ν+1
2

+Z

∣∣∣n +
ν

2

∣∣∣Γ
(
−1

2
, 4π

(
n +

ν

2

)2
v

)
q−(n+

ν
2 )

2

.

Here ϑ is the Jacobi theta function given in (2.2) and Γ(α, x) :=
∫∞

x
e−ttα−1dt

is the incomplete Gamma function.

Remark. We have that

(1.10) ϑ−1(τ) = −θ1(2τ), ϑ0(τ) = −θ3(2τ),
where

θ1(τ) :=
∑

n∈Z

q
n2

2 , θ3(τ) :=
∑

n∈Z

q
1
2(n+

1
2)

2

.

Theorem 1.3. For all M = ( a b
c d ) ∈ SL2(Z), the following transformation law

holds

Ĵk

(
aτ + b

cτ + d

)
= (cτ + d)kĴk(τ).

We have
(1.11)

L
(
Ĵk(τ)

)
= −δk=2

8π
− i(k − 1)

8(2πi)k−1

√
v
(
θ1(2τ)ϑk−1,−1(τ) + θ3(2τ)ϑk−1,0(τ)

)
,

where

ϑℓ,ν(τ) :=

[
∂ℓ−1

∂zℓ−1

(
ϑ

(
z + ντ +

1

2
; 2τ

)
eπiνzq

ν2

4 e
πz2

4v

)]

z=0

is an almost holomorphic modular form of weight ℓ− 1
2
(with some multiplier).

In particular, setting k = 2, we recover the result by Mellit and Okada,
slightly rewritten.

Corollary 1.4. We have that Ĵ2 transforms of weight 2 and

L
(
Ĵ2(τ)

)
= − 1

4π
+

1

16πv

(
θ1(2τ)θ1(2τ) + θ3(2τ)θ3(2τ)

)
.
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The paper is organized as follows. In Section 2 we recall basis facts about
Rankin-Cohen brackets, Jacobi forms, harmonic Maass forms, and Appell
functions. In Section 3, we describe modularity properties of (general) non-
holomorphic Jacobi forms. We then carry on this approach in Section 4 for
rank moments and in Section 5 for Joyce invariants. For the readers con-
vinience, we keep Sections 4 and 5 independent of Section 3.

Acknowledgements

The author thanks Karl Mahlburg for many enlightening discussions.

2. Preliminaries

2.1. Rankin-Cohen brackets. For f1, f2 modular forms of weight k1, k2 ∈
1
2
Z, respectively, define for ν ∈ N0 the νth Rankin-Cohen bracket

(2.1) [f1, f2]ν :=
ν∑

j=0

(−1)j
(
k1 + ν − 1

ν − j

)(
k2 + ν − 1

j

)
Dj(f1)D

ν−j(f2)

with D := 1
2πi

∂
∂τ
. We then have that [f1, f2]ν is a modular form of weight

k1+ k2+2ν. In this paper we also allow f2 to be the non-holomorphic part of
a harmonic Maass form (see Subsection 2.3 for the definition).

2.2. Classical Jacobi forms and quasimodular forms. We first recall the
definition of holomorphic Jacobi forms, following Eichler and Zagier [8].

Definition. A holomorphic Jacobi form of weight k and index m (k,m ∈ N) on
a subgroup Γ ⊆ SL2(Z) of finite index is a holomorphic function ϕ : C×H → C

which, for all γ = ( a b
c d ) ∈ Γ and λ, µ ∈ Z, satisfies

(1) ϕ
(

z
cτ+d

; aτ+b
cτ+d

)
= (cτ + d)ke

2πimcz2

cτ+d ϕ(z; τ),

(2) ϕ(z + λτ + µ; τ) = e−2πim(λ2τ+2λz)ϕ(z; τ),
(3) ϕ has a Fourier development of the form

∑
n,r c(n, r)q

ne2πirz with

c(n, r) = 0 unless n ≥ r2/4m.

Denote by Jk,m the space of holomorphic Jacobi forms of weight k and indexm.
Jacobi forms with multipliers and of half-integral weight are defined similarly
with obvious modifications made.

A special Jacobi form used in this paper is

(2.2) ϑ(z) = ϑ(z; τ) :=
∑

n∈ 1
2
+Z

eπin
2τ+2πin(z+ 1

2),

6



where here and throughout, we may omit the dependence of various functions
on the variable τ if the context is clear. This function is well-known to satisfy
the following transformation law [11, (80.31) and (80.8)].

Proposition 2.1. For λ, µ ∈ Z and γ = ( a b
c d ) ∈ SL2(Z), we have that

ϑ(z + λτ + µ) = (−1)λ+µq−
λ2

2 e−2πiλzϑ(z),(2.3)

ϑ

(
z

cτ + d
;
aτ + b

cτ + d

)
= ψ3 (γ) (cτ + d)

1
2 e

πicz2

cτ+d ϑ(z; τ),(2.4)

with ψ is the multiplier of Dedekind’s η-function, i.e.,

(2.5) η

(
aτ + b

cτ + d

)
= ψ(γ)(cτ + d)

1
2 η(τ).

The Jacobi theta function is also known to satisfy the well known triple
product identity

ϑ(z; τ) = −iq 1
8 ζ−

1
2

∞∏

n=1

(1− qn)
(
1− ζqn−1

) (
1− ζ−1qn

)
.

The Taylor coefficients in z of Jacobi forms are quasimodular forms which
we next recall. These are holomorphic parts of almost holmorphic modular
forms, which as originally defined by Kaneko-Zagier [9], transform like usual
modular forms, but are polynomials in 1/v with holomorphic coefficients. The
holomorphic parts are in particular the constant terms of these polynomials.
In this paper we use a slightly modified definition allowing weakly holomorphic

coefficients. We let M̂k(Γ, χ) denote the space of almost holomorphic modular
forms of weight k for Γ ⊂ SL2(Z) and multiplier χ. Standard examples of
almost holomorphic modular form include derivatives of holomorphic modular
forms (corrected so it transforms modular), as well as the non-holomorphic

Eisenstein series Ê2, defined by

Ê2(τ) := E2(τ)−
3

πv
.

Here its holomorphic part is given by

E2(τ) := 1− 24
∞∑

n=1

σ1(n)q
n,(2.6)

7



where σ1(n) is the sum of positive integer divisors of n. The function E2

satisfies, for ( a b
c d ) ∈ SL2(Z),

(2.7) E2

(
aτ + b

cτ + d

)
= (cτ + d)2E2(τ)−

6ic

π
(cτ + d).

As mentioned above, Taylor coefficients of Jacobi forms are quasimodular
forms. To be more precisely, for φ ∈ Jk,m we write its Taylor expansion as

φ(z; τ) =:

∞∑

n=0

χn(τ)z
n.

Proposition 2.2. The function

ψn(τ) :=
∑

0≤j≤n
2

(
πm
v

)j

j!
χn−2j(τ)

is an almost holomorphic modular form of weight k + n.

Alternatively one can find a “modular completion” using E2.

Proposition 2.3. We have that

ρn(τ) :=
∑

0≤j≤n
2

(
π2m
3
E2(τ)

)j

j!
χn−2j(τ)

is a modular form of weight k + n.

Remark. There are further ways of completing Taylor coefficients of Jacobi
forms to modularity objects, namely using derivatives of previous coefficients
or Rankin-Cohen brackets.

2.3. Harmonic Maass forms. We next recall non-holomorphic generaliza-
tions of modular forms, following Bruinier-Funke [6].

Definition. For k ∈ 1
2
Z, a weight k harmonic Maass form on a congruence

subgroup Γ ⊂ SL2(Z) is any smooth function f : H → C satisfying the
following properties:
(1) For all ( a b

c d ) ∈ Γ

f

(
aτ + b

cτ + d

)
=

{
(cτ + d)kf(τ) if k ∈ Z,(
c
d

)
ε−2k
d (cτ + d)kf(τ) if k ∈ 1

2
+ Z.

8



Here ( c
d
) is the extended Legendre symbol and εd is defined for odd integers d

as

εd :=

{
1 if d ≡ 1 (mod 4),

i if d ≡ 3 (mod 4).

(2) We have
∆k(f) = 0,

with the weight k hyperbolic Laplace operator

∆k := −v2
(
∂2

∂u2
+

∂2

∂v2

)
+ ikv

(
∂

∂u
+ i

∂

∂v

)
.

(3) There exists a polynomial Pf(τ) ∈ C[q−1] such that

f(τ)− Pf(τ) = O
(
e−εv

)

as v → ∞ for some ε > 0. Analoguous conditions hold at all cusps of Γ.
We let Hk(Γ) denote the space of harmonic Maass forms of weight k for Γ.

Again one can modify the above definition to include multipliers.
Harmonic Maass forms are in many ways related to classical (weakly holo-

morphic) modular forms, i.e., those meromorphic modular forms whose only
poles may lie at the cusps of Γ. To describe the connections, define

ξk := 2ivk
∂

∂τ
.

Note that
ξk = vk−2L.

We have, with Sκ(Γ) denoting the space of weight κ for Γ

ξk : Hk(Γ) → S2−k(Γ).

If k ≤ 3
2
, we have for f ∈ Hk

f(τ) =
∑

n∈Q

n≫−∞

c+f (n)q
n +

∑

n∈Q

n<0

c−f (n)Γ(1− k,−4πnv)qn.

2.4. Appell function. Let

(2.8) Aℓ (z1, z2) = Aℓ (z1, z2; τ) := eπiℓz1
∑

n∈Z

(−1)ℓne2πinz2q
ℓn(n+1)

2

1− e2πiz1qn
.

We next recall the completion Âℓ from [12], namely

Âℓ (z1, z2; τ) := Aℓ (z1, z2; τ)
9



+
i

2

ℓ−1∑

ν=0

e2πiνz1ϑ

(
z2 + ντ +

ℓ− 1

2
; ℓτ

)
S

(
ℓz1 − z2 − ντ − ℓ− 1

2
; ℓτ

)

with S and ϑ defined in (1.6) and (2.2), respectively.

The function Âℓ transforms as a multivariable Jacobi form.

Theorem 2.4. We have, for n1, n2, m1, m2 ∈ Z

(2.9) Âℓ (z1 + n1τ +m1, z2 + n2τ +m2)

= (−1)ℓ(n1+m1)e2πiz1(ℓn1−n2)e−2πin1z2q
ℓn2

1
2

−n1n2Âℓ (z1, z2) .

Moreover, for ( a b
c d ) ∈ SL2(Z),

(2.10) Âℓ

(
z1

cτ + d
,

z2
cτ + d

;
aτ + b

cτ + d

)
= (cτ + d)e

πic(−ℓz21+2z1z2)
cτ+d Âℓ (z1, z2; τ) .

Remark. Plugging in torsion points zj ∈ Z+ Zτ yields linear combinations of
harmonic Maass forms multiplied by modular forms.

3. Idea of approach

We consider non-holomorphic functions φ : C×H → C satisfying the same
transformation as Jacobi forms and which have expansions of the form

φ(z; τ) =:
∑

n

χn(z; τ)z
n.

Note that we also allow χn to be non-holomorphic in τ . We now describe how
to generalize the two approaches of quasimodularity of Taylor coefficients of
holomorphic Jacobi forms described in Section 2.2. For simplicity we restrict
to the full modular group and no multiplier.

We first determine non-holomorphic linear combinations of the Taylor coef-
ficients which transform like modular forms.

Proposition 3.1. We have that

ψn(τ) :=
∑

j≥0

(
πm
v

)j

j!
χn−2j(0; τ)

transforms like a modular form of weight k + n.

Proof. Define

φ∗(z; τ) := e
πmz2

v φ(z, τ).
10



Then φ∗ satisfies the modular forms transformation law of an element of Jk,0.
Write

φ∗(z; τ) =:
∑

n

ψ∗
n(z; τ)z

n.

Using the transformation law of φ∗,
∑

n

ψ∗
n

(
z

τ
;−1

τ

)(z
τ

)n
= φ∗

(
z

τ
;−1

τ

)
= τkφ∗(z; τ) = τk

∑

n

ψ∗
n(z; τ)z

n.

Thus, comparing coefficients,

ψ∗
n

(
z

τ
;−1

τ

)
= τk+nψ∗

n(z; τ).

Setting z = 0 in particular yields

ψ∗
n

(
0;−1

τ

)
= τk+nψ∗

n(0; τ).

We are left to show that

(3.1) ψ∗
n(0, τ) = ψn(τ).

For this, we expand the exponential to obtain

φ∗(z; τ) =
∑

n

zn
∑

j≥0

(
πm
v

)j

j!
χn−2j(z; τ).

Thus

ψ∗
n(z; τ) =

∑

j≥0

(
πm
v

)j

j!
χn−2j(z; τ).

Setting z = 0 gives (3.1). �

We next turn to modular completion which use E2. The proof follows as
that of Proposition 3.1 since

e
πmz2

v e−
π2mE2(τ)

3
z2

satisfies the modular transformation law of a Jacobi form of weight and index
0 (which follow by using (2.7)).

Proposition 3.2. We have

ρn(τ) :=
∑

j≥0

(
π2m
3
E2(τ)

)j

j!
χn−2j(0; τ).

11



transforms modular of weight k + n.

4. Rank moments

In this section, we describe how to build modular objects out of rank mo-
ments.

4.1. Proof of Theorem 1.1. Using the final expression in (1.2), it follows
that

R(ζ ; q) =
(1− ζ)ζ−

3
2

(q; q)∞
A3(z,−τ ; τ).

Setting

R̂(z; τ) :=
(

R(ζ ; q)

ζ
1
2 − ζ−

1
2

q−
1
24 +

1

2
ζ−1q−

1
6S(3z + τ ; 3τ)− 1

2
ζq−

1
6S(3z − τ ; 3τ)

)
e−

π2

2
E2(τ)z2 ,

it is not hard to see that

R̂(z; τ) =
∑

ℓ≥0

r2ℓ−1(τ)z
2ℓ−1.

Indeed, the contribution of r−2ℓ−1 follows directly by definiton and for r+2ℓ−1 we
expand R with (1.3) and use

1

ζ
1
2 − ζ−

1
2

=
∑

n≥−1

Bn+1

(
1

2

)
(2πiz)n

(n + 1)!
, e−

π2

2
E2(τ)z2 =

∑

m≥0

(
E2(τ)

8

)m
(2πiz)2m

m!
.

We then write, using Theorem 2.4,

R̂(z; τ) = −Â3(z,−τ ; τ)ζ−1

η(τ)
e−

π2

2
E2(τ)z2 = −Â3(z, 0; τ)

η(τ)
e−

π2

2
E2(τ)z2 .

From this one can see, by (2.9), (2.7), and (2.5), that

R̂

(
z

cτ + d
;
aτ + b

cτ + d

)
= ψ−1

(
a b
c d

)
(cτ + d)

1
2 R̂(z; τ).

This then directly implies (1.7).
12



We next show (1.8). Since r+2ℓ−1 is holomorphic, L(r+2ℓ−1) = 0. To determine
the action of L on r−2ℓ−1, we first compute

(4.1)

q−
1
6 ζ−1S(3z + τ ; 3τ)

=
∑

n∈− 1
6
+Z

(
sgn

(
n− 1

3

)
− E

((
n+

y

v

)√
6v
))

(−1)n−
5
6 q−

3n2

2 ζ−3n.

Thus

L
(
r−2ℓ−1(τ)

)
=

−1

(2ℓ− 1)!


 ∂2ℓ−1

∂z2ℓ−1


e−π2

2
E2(τ)z2

×
∑

n∈− 1
6
+Z

(−1)n−
5
6 q−

3n2

2 ζ−3nL
(
E
((
n+

y

v

)√
6v
))




z=0

.

Using E ′(x) = 2e−πx2
gives that

L
(
E
((
n+

y

v

)√
6v
))

=
√
6v

3
2

(
n− y

v

)
e−6πv(n+ y

v )
2

.

Simplifying the exponential factor and turning e−
6πy2

v into e
3πz2

2v since in the
end we set z = 0 (and thus also z = 0), we obtain

L (r2ℓ−1(τ))

=
−
√
6v

3
2

(2ℓ− 1)!


 ∂2ℓ−1

∂z2ℓ−1


e−π2

2
Ê(τ)z2

∑

n∈− 1
6
+Z

(−1)n−
5
6

(
n− y

v

)
e−3πin2τ−6πinz





z=0

.

We compute
[
∂2ℓ−1

∂z2ℓ−1

(
e−

π2

2
Ê2(τ)z2

(
n− y

v

))]

z=0

= −2ℓ− 1

v

[
∂2ℓ−1

∂z2ℓ−1
e−

π2

2
Ê2(τ)z2

]

z=0

[
∂

∂z
y

]

z=0

=
i
(
−π2Ê2(τ)

2

)ℓ−1

2(ℓ− 1)!
(2ℓ− 2)!.

The claim (1.1) then easily follows, using that
∑

n∈− 1
6
+Z

(−1)n−
5
6 e−3πin2τ = −η(−τ ).

13



4.2. Proof of Corollary 1.2. The statement follows once we show that

(4.2)
1

2πi
r1(τ) = M

( τ
24

)
.

Firstly by definition

1

2πi
r+1 (τ) = M+

( τ
24

)
.

To match the non-holomorphic parts of both sides of (4.2), we need to prove
that

(4.3)
1

2πi

[
∂

∂z

(
ζ−1q−

1
6S(3z + τ ; 3τ)

)]

z=0

=
i

4
√
2π

∫ i∞

− τ
24

η(24w)
(
−i
(

τ
24

+ w
)) 3

2

dw.

For this we show that the Fourier expansions of both sides agree. To rewrite
the left-hand side, we apply [ ∂

∂z
]z=0 to (4.1), giving

(4.4)
∑

n∈− 1
6
+Z

(−1)n−
5
6 q−

3n2

2

(
i

√
6

v
e−6πn2v − 6πin

(
sgn

(
n− 1

3

)
− E

(√
6vn

)))
.

Since n ∈ −1
6
+ Z, we have sgn(n− 1

3
) = sgn(n). We then use

(4.5)

sgn(n)− E
(√

6vn
)
=

sgn(n)√
π

Γ

(
1

2
, 6πn2v

)
,

Γ

(
1

2
, u

)
= −1

2
Γ

(
−1

2
, u

)
+

1√
u
e−u.

Thus the left-hand side of (4.3) becomes

(4.6)
3

2
√
π

∑

n∈− 1
6
+Z

(−1)n−
5
6 |n|Γ

(
−1

2
, 6πn2v

)
q−

3n2

2 .

Next we rewrite N in terms of the incomplete gamma function. We have

∫ i∞

−τ

e
2πi
24

(6k+1)2w

(−i(τ + w))
3
2

dw =
i

2

√
π

3
|6k + 1|Γ

(
−1

2
,
π

6
(6k + 1)2v

)
q−

(6k+1)2

24 .

From this one can then conclude that the right-hand side of (4.3) also equals
(4.6).
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5. Joyce invariants

5.1. Proof of Theorem 1.3. Setting for odd ℓ, gℓ(τ) := 2Jℓ+1(τ), it is not
hard to see that, with Aℓ defined in (2.8),

gℓ(τ) =
1

(2πi)ℓ
lim
w→0

[
∂ℓ

∂zℓ
A2(w, z; τ)

]

z=−τ

.

Moreover define

ĝℓ(τ) :=
1

(2πi)ℓ
lim
w→0

[
∂ℓ

∂zℓ

(
e

πzw
v Â2(w, z; τ)

)]

z=0

.

Using (2.10) and the following identity (for M = ( a b
c d ) ∈ SL2(Z))

1

Im(Mτ)
=

(cτ + d)2

v
− 2ic(cτ + d),

we obtain, for ( a b
c d ) ∈ SL2(Z),

ĝℓ

(
aτ + b

cτ + d

)
= (cτ + d)ℓ+1ĝℓ(τ).

We next show that ĝℓ = 2Ĵℓ+1. By (2.9), it first follows that

ĝℓ(τ) =
1

(2πi)ℓ
lim
w→0

[
∂ℓ

∂zℓ

(
e

πzw
v

−2πiwÂ2(w, z − τ ; τ)
)]

z=0

=
1

(2πi)ℓ
lim
w→0

[
∂ℓ

∂zℓ

(
e

πzw
v Â2(w, z − τ ; τ)

)]

z=0

.

We then compute by the product rule, using that S is even,

(5.1)

ĝℓ(τ)− gℓ(τ) =
1

(2πi)ℓ

ℓ∑

j=1

(
ℓ

j

)(π
v

)j
lim
w→0

wj

[
∂ℓ−j

∂zℓ−j
A2(w, z − τ ; τ)

]

z=0

+
i

2

1

(2πi)ℓ


 ∂ℓ

∂zℓ

∑

ν∈{−1,0}

ϑ

(
z + ντ +

1

2
; 2τ

)
S

(
z + ντ +

1

2
; 2τ

)

z=0

=
δℓ=1

4πv
+

i

2

1

(2πi)ℓ


 ∂ℓ

∂zℓ

∑

ν∈{−1,0}

ϑ

(
z + ντ +

1

2
; 2τ

)

× S

(
z + ντ +

1

2
; 2τ

)

z=0

15



since for j > 1

lim
w→0

wj

[
∂ℓ−j

∂zℓ−j
A2(w, z − τ ; τ)

]

z=0

= 0

and

lim
w→0

w

[
∂ℓ−1

∂zℓ−1
A2(w, z − τ ; τ)

]

z=0

=

{
0 if ℓ > 1,

− 1
2πi

if ℓ = 1.

Noting that z 7→ ϑ(z + ντ
2
+ 1

2
)eπiνz is even, (which may be seen using (2.3)

and the fact that ϑ(z) is odd) (5.1) becomes

δℓ=1

4πv
+

i

2

1

(2πi)ℓ

∑

ν∈{−1,0}

ℓ−1
2∑

j=1

(
ℓ

2j

)[
∂2j

∂z2j
ϑν(z; τ)

]

z=0

[
∂ℓ−2j

∂zℓ−2j
Sν(z; τ)

]

z=0

,

where

ϑν(z; τ) := eπiνzq
ν2

4 ϑ

(
z + ντ +

1

2
; 2τ

)
,

Sν(z; τ) := e−πiνzq−
ν2

4 S

(
z + ντ +

1

2
; 2τ

)
.

We now turn the z-derivatives into τ -derivatives. Firstly, directly from the
definition, we obtain that

(
1

2πi

∂

∂z

)2

ϑν(z; τ) = Dτ (ϑν(z; τ)) ,

where Dτ := 1
2πi

∂
∂τ
. Moreover, using that

(
4πi

∂

∂τ
+

∂2

∂z2

)(
e2πiαz−πiα2τS(z − ατ − β; τ)

)
= 0,

yields
[
∂ℓ−2j

∂zℓ−2j
Sν(z; τ)

]

z=0

= (−1)
ℓ−1
2

−j(2πi)ℓ−1−2jD
ℓ−1
2

−j(Sν(τ)),

where

Sν(τ) :=

[
∂

∂z
Sν(z; τ)

]

z=0

.

We next show that

(5.2) Sν = sν
16



with sν given in (1.9). Rewriting

Sν(z; τ) = −i
∑

n∈ 1
2
+Z

(
sgn(n)− E

((
n+

ν

2
+

y

2v

)
2
√
v
))

q−(n+
ν
2 )

2

e−2πi(n+ ν
2 )z,

we compute

Sν(τ) = −i
∑

n∈ 1
2
+Z

q−(n+
ν
2 )

2

×
(

i√
v
e−4π(n+ ν

2 )
2

− 2πi
(
n+

ν

2

)(
sgn(n)− E

((
n +

ν

2

)
2
√
v
)))

.

Equation (5.2) now follows, by using (4.5). Thus (5.1) becomes

δℓ=1

4πv
+

(−1)
ℓ−1
2

4π

∑

ν∈{−1,0}

ℓ−1
2∑

j=1

(
ℓ

2j

)
(−1)jDj (ϑν(τ))D

ℓ−1
2

−j (sν(τ)) .(5.3)

We next aim to prove that (5.3) equals (fν and rν have weights 1
2
and 3

2
,

respectively)

δℓ=1

4πv
+

(ℓ− 1)!(−1)
ℓ−1
2

Γ
(
ℓ
2

)2
21+ℓ

∑

ν∈{−1,0}

[ϑν , sν ] ℓ−1
2

=
δℓ=1

4πv
+
(ℓ− 1)!(−1)

ℓ−1
2

Γ
(
ℓ
2

)2
21+ℓ

∑

ν∈{−1,0}

ℓ−1
2∑

j=0

(−1)j

(
ℓ
2
− 1

ℓ−1
2

− j

)(
ℓ
2
j

)
Dj(ϑν)D

ℓ−1
2

−j(sν).

This follows once we show that

(5.4)

(
ℓ

2j

)
1

4π
(−1)

ℓ−1
2

+j =
(ℓ− 1)!(−1)

ℓ−1
2

Γ
(
ℓ
2

)2
21+ℓ

(−1)j

(
ℓ
2
− 1
ℓ−j

2

)(
ℓ
2
j

)
.

Now it is not hard to obtain (5.4) by using

Γ(x)Γ

(
x+

1

2

)
= 21−2x

√
πΓ(2x), Γ(x+ 1) = xΓ(x).

Combining the above, we obtain (1.10).
We next prove (1.14). Using (5.1), we compute

L (ĝℓ(τ)) = −δℓ=1

4π
+
i

2

1

(2πi)ℓ


 ∂ℓ

∂zℓ

∑

ν∈{−1,0}

ϑν(z; τ)L (Sν(z; τ))



z=0

.
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Now

L (Sν(z; τ)) = 2iv
3
2 e−

πy2

v

∑

n∈ ν+1
2

+Z

(
n− y

2v

)
e−2πin2τ−2πinz.

Writing e−
πy2

v = e
π
4v (z2−2zz+z2) and using that the ϑℓ,ν are even as a function

of z, gives (1.11), with k = ℓ+ 1.
We are left to show that the ϑℓ,ν(τ) are almost holomorphic modular forms.

Using Proposition 2.1 gives, by a straightforward but lengthy calculation, for
( a b
c d ) ∈ Γ1(4),

ϑ∗ν

(
z

cτ + d
;
aτ + b

cτ + d

)
= χ

(
a b
c d

)
(cτ + d)

1
2ϑ∗ν(z; τ)

with

ϑ∗ν(z; τ) := ϑν(z; r)e
πz2

4v , χ

(
a b
c d

)
:= ψ3

(
a 2b
c
2

d

)
i
c
4 .

We are left to show that ϑ∗ν is almost holomorphic. We have, using the product
rule,

[
∂ℓ−1

∂zℓ−1
ϑ∗ν(z; τ)

]

z=0

=
ℓ−1∑

j=0

(
ℓ− 1

j

)[
∂ℓ−1−j

∂zℓ−1−j
ϑν(z; τ)

]

z=0

[
∂j

∂zj
e

πz2

4v

]

z=0

=

ℓ−1
2∑

j=0

(
ℓ− 1

2j

)[
∂ℓ−1−2j

∂zℓ−1−2j
ϑν(z; τ)

]

z=0

(
π
4v

)j

j!
.

This yields the claim since ϑν is holomorphic.
Corollary 1.4 directly follows by plugging in and using (1.10).
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