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Dedicated to the visionary Ramanujan, on the 125th anniversary of his birth.

ABSTRACT. Ramanujan studied the analytic properties of many g-hypergeometric series. Of those,
mock theta functions have been particularly intriguing, and by work of Zwegers, we now know
how these curious g-series fit into the theory of automorphic forms. The analytic theory of partial
theta functions however, which have g-expansions resembling modular theta functions, is not well
understood. Here we consider families of ¢-hypergeometric series which converge in two disjoint
domains. In one domain, we show that these series are often equal to one another, and define
mock theta functions, including the classical mock theta functions of Ramanujan, as well as certain
combinatorial generating functions, as special cases. In the other domain, we prove that these series
are typically not equal to one another, but instead are related by partial theta functions.

1. INTRODUCTION

1.1. Curious ¢-series. Partial theta functions have played a curious role in the theory of partitions
(see for instance [1, 2, 10]). For example, Rogers proved the following identity for |¢| < 1:

n n(n+1)

(1.1) S E S oY () vt

n>0

where (a), = (a;q)n = H?;& (1 —aq’), and (%) denotes the usual Kronecker symbol. Andrews
[4] provided a partition theoretic interpretation, giving a relationship between those partitions into
distinct parts and those with odd largest part and even largest part. The series defined by ¥(q) in
(1.1) is an example of a partial theta function, meaning that while the series expansion resembles
that of a theta function, the sum runs only over half of a lattice instead of a full one. Despite a
closeness in the g-series expansions of partial theta functions and usual theta functions, which are
modular forms, the analytic theory of partial theta functions is not well understood.

Rogers’s identity in (1.1) is by no means an isolated example of this type. There are many
instances in the literature of g-hypergeometric series that are combinatorial generating functions,
partial theta functions, mock theta functions, or modular forms. For example, with [¢| < 1, we
have the combinatorial ¢-hypergeometric series [3]

2

(1.2) R(w;q) —1—1—2 (w g —1+ZZRmnw q",

n>1 n>1meZ

where R(m,n) denotes the number of integer partitions of n with rank m, and Dyson’s rank [12] of
a partition equals the largest part minus its number of parts. A well known theorem, using Durfee
squares, gives that R(1;q) = ¢"/?*/n(7) (¢ = ¢*™", 7 € H) is a modular form of weight —1/2. Here
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n(r) := qz%i(q)oo is Dedekind’s eta-function. Moreover, setting w = —1 in (1.2), one obtains f(q),
Ramanujan’s third order mock theta function which he deﬁned in his last letter to Hardy as

(1.3) =1+ Z

which, in analogy to Rogers’s partial theta functlon identity (1.1), is a ¢-hypergeometric series
admitting a combinatorial interpretation of f as the generating function for the difference between
the number of integer partitions with an even number of parts and those with an odd number
of parts. Thanks to the breakthrough of the 2002 doctoral thesis of Zwegers [28], we now finally
understand how the mock theta functions fit into the theory of modular forms. Loosely speaking,
Zwegers showed that the mock theta functions satisfy modular transformation laws after they
are “completed” by the addition of certain non-holomorphic integrals. Zwegers’s discovery led to
the development of a more overarching theory of harmonic weak Maass forms, which are certain
nonholomorphic modular forms. Many advances have been made in the last decade in this area,
notably by the first author and Ono, and their collaborators. (See for instance, the surveys of Ono
[23] and Zagier [27] and the many references therein.) On the other hand, while there are tantalizing
hints which suggest a connection between certain partial theta functions and Ramanujan’s mock
theta functions, the analytic theory of the partial theta functions is not well understood. See, for
instance, the works of Hikami, Lawrence-Zagier, and Zagier [17, 19, 26] on topological invariants
of 3-manifolds. In this paper, we seek to understand further curiosities evoked by partial theta
functions and mock theta functions. In particular, we study relationships between these functions
inside and outside the unit disc D := {q € C: |g| < 1}. We first illustrate this with a motivating
example.

1.2. An example. Consider the following q—hypergeometric series, defined for |¢| < 1 by
n+1 n
(1.4) =1+ Z

It is known (see (26.22) of [13] for example) that inside the unit disc f*(¢q) equals Ramanujan’s
mock theta function f(q), defined in (1.3). On the other hand, f*(q) also converges outside of the
unit disc. For |¢| < 1 we have, using (3.6) below (or equation (4.16) of [17]), as well as (4.20) of
[17]
M
(1.5) ) =1) (-1 = 2¢(q).
n>1 In
Note that the function f*(¢q) defined in [17] is not equal to the function f*(¢) defined in (1.4).
Continuing with this example, the ¢-hypergeometric series f(¢) from (1.3) also converges outside
of the unit disc. In light of (1.5), one might expect f (¢!) to equal 2¢(¢) (for |g| < 1), but this is
not the case. The difference between f ( *1) and the expected function 2¢(q) is the series

(1.6) Sa) = S (-1

0 n>0

that is the quotient of a partial theta function and a modular form. This fact is due to an identity
found in Ramanujan’s “lost” notebook (given in [5], valid for |¢| < 1):

Fla) =2¢(q) — S(q).

We note that this identity may also be derived from (2.6) using (3.7).
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Consider now the series

(1.7) #a) =3¢ I

2. 42\ 7
= (—a% 6%

n2

Again this series converges inside and outside the unit disc. In the region |¢| < 1 it is one of
Ramanujan’s original (third order) mock theta functions. In his “lost” notebook (see [8] p. 235),
Ramanujan showed that for |¢| < 1

¢ (—q7 ") =1(q).

Hence, by (1.5), as before we might expect that the two third order mock theta functions satisfy

o(q) = % (—q). However, this is again not the case. Interestingly, we know that the mock theta

functions ¢(q) and f(—q) are related via the Mock Theta Conjectures (see for instance (3.12) of
[14]). Namely

2¢(q) = f(=q) +T(q),
where
(0%
(@)3(a* a*)3%
The function T'(q) is, up to a power of ¢, a modular form. We summarize the above discussion with
the following diagram (|g| < 1):

(1.8) T(q) :=

f(q) = f*(q) = 2¢(—q) —T(—q)  mock theta
(1.9) l l l
fla)+S@ = ~@h = 20(—¢?) partial theta

That is, we have three different ¢-hypergeometric series f(q), f*(q), and ¢(q) (that are mock theta
functions) which define the same function inside D, but different functions outside D. The functions
outside D include the same partial theta function v (q), and their difference S(q) is defined by a
partial theta function and a modular form.

Remark. Partial theta functions arise naturally in many g-series identities, and are often written
in a slightly different form from that of ¢(¢) in (1.1). For example, it is not difficult to see that

n(3n+1) n(3n+1) n(3n+1)
w(q):Zq 2 (1_q2n+1) :Zq 2 — Z q 2 .
n>0 n>0 n<—1
From this perspective, such series are often called false theta functions (see [4]).

1.3. g-hypergeometric families and mock theta functions. In this paper, we study families
of g-hypergeometric series inside and outside D, that include the classical mock theta functions
of Ramanujan, as well as certain combinatorial generating functions, as special cases. We show
that in more generality, curiosities as depicted by (1.9) also hold for the aforementioned families of
functions. Throughout we denote

(a1, yar)n = (a1,...,ar;q)n = (a1)n - - .- (ar)n.
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When |g| < 1, we consider the following families of g-hypergeometric series:

n(n+1)

(1.10) g2(w;q) = %,

2 (0,0 )i

n(n+1)

(
(1.11) g3(wiq) ==Y ( :

w,w 1) a1’
n>0 ) n+

(1.12) K(w;q) := Z

n>0

2
(=1)"q" (q;¢*)n
(wq?,w=1q?¢%),’

which define functions (in certain ranges of w which we will specify later) for both |¢| < 1 and |g| > 1.
Hickerson, and later Gordon and McIntosh [14, 15, 16], noticed that all of Ramanujan’s original
mock theta functions can be written in terms of go(w;q) and g3(w;q) for |¢| < 1. Hence, these
functions are called universal mock theta functions. The function K (wj;q) appears in Ramanujan’s
“lost” notebook [5], and is related by modular transformation to the universal mock theta function
(1.10) [21]. The families of ¢-hypergeometric series discussed here are essentially “mock Jacobi
forms”, which first occurred in Zwegers’s thesis [28] and were systematically studied by the first
author and Richter [11]. For the purpose of this paper, we will not require this perspective.

The remainder of the paper is structured as follows. In §2 we provide background and useful
tools and results from g-combinatorial analysis. In §3 - §5 we introduce and study many infinite
families of g-hypergeometric series inside and outside D in analogy to the curiosities observed in
(1.9).

2. q-COMBINATORIAL ANALYSIS

In this section, we provide some combinatorial identities which we require for the proofs of the
main theorems. Many of the series studied in this paper are related to the basic hypergeometric
series, defined by

. . a.b: o (GJQ)'II n
F(a,b;t) = F(a,b;t,q) ._%‘6 (bq)nt .

We refer the reader to [13] for a detailed discussion on these functions, including questions of

convergence. These series satisfy various difference equations, including the following (see (2.4) of
[13])

1-0 —
b ath

2.1 F(a,b;t) =
2.1) (a,bit) = 7= +

(a,b;tq),

which lead to many interesting identities. One identity, the “Rogers-Fine identity,” that we will
make use of here is as follows (see equation (1) of [24]):

a ) — (a, atq/b)nbnt"qnz_n (1 — atan)
(2.2) F(a/q,b/q;t) = n%:o A |
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Iteration methods also give rise to the identities (see (12.2) and (12.3) of [13])

(Q) n(n+1)

(2.3) (1—=t)F(a,b;t) = %W( at)"q 2,
B L (bt)"q""
(2.4) (1 —t)F(0,b;t) = ; R

where (2.4) is derived from (2.3) by letting a — 0. In special cases, these ¢-hypergeometric series
may directly reduce to simpler expressions, such as (see (14.31) of [13])

(2.5) (1—a)F(a,—a;a) _1+22 n2nn
n>1

On the other hand, the following more involved result of Andrews (see Theorem 1 of [7]), when
combined with the Rogers-Fine identity, is very useful in establishing many partial theta function
identities

(B,=Abg)n , (B, —Abg)s (47 L1 ym
- _ us Ab
2 agy b0 " (g, b 2 (Ba gy A

(—ailq, —ailABq)

(2.6)

n>0

+(1+a™t) (1+b)z

m>0 (_

Ba*I,Aba71Q)m+1

Similarly, we have the following results of Ramanujan (see (1.1)g of [7], (3.1) of [9], and (3.11)g of

[7]):

(2.7)
q" n(3n+1) a n(n+1)
2 Cagaig), = WO L (1= o D ()atteE
>0 q, q)n >0 q, q)oo >0
(2.8)
n(n+1)
(—1>na2an n(3n+1)
I Thied DU aal (S}
n>0 n n>0
(2.9)
21 (. 2 -1
-1 q (q,q ) . nintd) 3n24n 3 24" +2 2
(Y ey g = D @ o ()| 3 g
n>0 ’ 1+l >0 n>0 meZ

3. THE UNIVERSAL MOCK THETA FUNCTION g3

In this section, we study the universal mock theta function gs(w;¢q) defined in (1.11). Theorem
3.1 gives three different g-hypergeometric series representations of gs(wj;q) inside the unit disc.
Theorem 3.2 shows that these series represent different functions outside ID that are related to each
other by partial theta functions. To state our results, define for |¢| < 1 and w € C\ {0} with

w# ¢'( € Z)

g3,1(w; q) == g3(w; q),

1 1
g32(w; q) == —— +
w
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Additionally, for w # ¢~*(¢ € N) with |w| > |q|, we let

w—nqn
g3s(wiq) =

Theorem 3.1. For |q| <1 and w € C with the same restrictions as above, we have that
931(w;q) = g32(w; q) = g3,3(w; q)-

To describe our next result concerning these representations outside the unit disc (for certain
ranges of w), we require further functions. Generalizing the partial theta function ¥ (q) defined in
(1.1), and the function S(q), given in (1.6), we define for |¢g| < 1 the (two-variable) functions

12 n—1 n2—
(3.1) ¢1 (w; q) = —-w — w2 Z <> le 24 1’
n>0 n
%(w; q) — Z wnqn(n2+1)
n>0

Moreover if w # ¢*(£ € Z), let

'11}2

S (w; q) = o (—w?;q).

(wg, w™1)

Remark. Using the fact that (—1)=1/2 = (=), we have that ¢1(—1;¢) = 1 — t(g). Moreover
255(—1;q9) = S(q)-

Theorem 3.2. For |¢| < 1 and w € C\ {0} with w # ¢‘(¢ € Z) we have

(3.2) 932 (wig ™) =1 (wliq) + 92 (whiq).
Moreover if w # ¢*(£ € No) and w # 0, we have that
(3.3) 933 (wq™ 1) =1 (whiq).
Proof of Theorem 3.1. To prove the first equality stated in Theorem 3.1, we use the identities
3n2+n
l—w (D)% 2
3.4 R(w;q) = ;
o0 i) = e 2 T g
3n243n
1 (=D"q >
3.5 g3(w;q) = ,
&9 Sk 7 D ey

the first of which is contained in the proof of Theorem 7.1 of [27], and the second of which may be
found in (3.3) of [14]. Using these, and the fact that Znez(—1)”(1(3"%“”)/2 = (¢)oo, We obtain that

1 1 3n2+n
93,1 (w; q) — g3 2(w;q) = — — (—)mgz " =0.
w  w(q)eo nze%

To prove the second equality stated in Theorem 3.1, we first rewrite
q
(1= w)gaa(wiq) = F (0.w; 7).

We then use (2.4) to deduce that g3 3(w;q) = g31(w;q). O
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Proof of Theorem 3.2. Set p = ¢~'. We use the fact that for n € Ny we have

(3.6) (@;p)n = (a5 q)n(—a)"p 2z

We obtain, employing (2.7) with a = —w™!,

n2

' - - B -~ 1 q
gsa(wip) = —w '+ w(l —w ; - 1dl_w(l—w)z:( -

(wp, w1 p; p)n

n(3n+1)
= —wl- w_zz(—l)”w_ gz (1—w @) + Sh(w ).
n>0
We note that the second equality also yields convergence in the claimed domain. Questions of

convergence follow similar in all cases, therefore we will not mention them anymore.
Identity (3.2) is now deduced from the easily verified identity

2

n(3n+1) 12 —n+l n°—1
3.7 -1 n, —3n, ——51—= 1— -2 2n+1 .
(3.7) E ( ) w q 2 ( q ) § n w 2 q 24

n>0 n>0

To prove (3.3), we use again (3.6) to obtain

w=" w—2n—1(_ "2;"
(3.5) malwip) = Y ey

=5 (wi P)n+1 = (W™ )nt1

Using (2.1), (2.8), and (3.7), we find that

—n

12 T -2 1 —w! -1 _ ,,—2 -2
Z( )"w T ¢° _ lim F <:L“,w_1;w> = lim ( w,Q + v EUQ F <x,w_1;w>
(w* q)n T—00 qx z—oo \ ] — w = _ w—s T

n>0 qz qz
n(n+1)
B 71)nw—2nq 5
=(l-wH+w?(1-w! (
(1wt () S
12 —nt+1 n’-
=(1—w) 1wy (n)“’ P | = (- 0w g).
n>0

Inserting this into (3.8) now yields the result. O

Remark. As is suggested in [19], the partial theta function ¥ ((; q), for ¢ a root of unity, is closely
related to the shadow of the mock theta function g3(¢; q) (see [27], e.g., for a definition of this term
and more on mock modular forms and [18] for the shadow of g3).

4. THE UNIVERSAL MOCK THETA FUNCTION g9

Just as in the case of the universal mock theta function gs(w;q) described in §3, we can give
alternate g-hypergeometric series expressions for the universal mock theta function go(wj;q) inside
D, and moreover, show that these different expressions are related by partial theta functions outside
D. One particularly nice expression involves a combinatorial rank generating function. To describe

this, we let for |¢| < 1, and w € C\ {0} with w # ¢* (¢ € Z\ {0}),

( 1) n(n2+1)
—1)nq
O 0= 2 T

n>0
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denote the overpartition rank generating function (defined in Proposition 1.1 of [20]). We point out
that the overpartition function Os(w;q) is equal to McIntosh’s function Ky (w;q), and the universal
mock theta function go(wj;q) is equal to McIntosh’s function H(w;q) (see [21]).

Analogous to the series g3 ;(w;q),1 < j < 3, we define for |¢] < 1 and w € C\ {0} with
w#q' (0 € Z)

92,1(w; Q) = 92(w§ Q),
14+w 1

9g2,2(w3 q) == mOz(w;Q) -

%.
We also define for |¢| < 1 and w # ¢~%(¢ € N) and |w| > 1 the function
1+w (—wq)n _, 1

- w

g2,3(w; q) == :
2w? = (wq)n 2w

Our next result is an analogue to Theorem 3.1 for ga(w;¢) when |g| < 1.
Theorem 4.1. For |q| < 1 and w € C, assuming the same restrictions as above, we have that

(4.1) 92,1(w; q) = ga,2(w; q) = g2,3(w; q).

Next we will analyze these functions outside the unit disc. We introduce partial theta functions
for |g| < 1, defined for w € C as follows:

(4.2) Ya(wiq) =y _(—1)" g
n>0

(4.3) ba(wig) = 3 w2 (1 wg?)
n>1

Moreover if w # 0 and w # —q¢*(¢ € Z), we define

(4.4) Si(wiq) = —— D%y (i g) 1),

(_w_la _U)Q)oo
and for w # 0 with w # ¢*(¢ € Z), we let
(4.5) Sa(wsq) = mw(w;q)e

In analogy to Theorem 3.2, we have the following relations between the series in Theorem 4.1 and
partial theta functions.

Theorem 4.2. For |q| <1 and w € C\ {0} with w # ¢*(¢ € Z), we have

(4.6) 92,1 (w3q7 1) = —w s (w;q) — w ' + Sy(w;q),
(4.7) 922 (wig™") =93 (w5 q) + Si(~w i q).
Moreover for |q| < 1 and w € C with w # ¢*(¢ € N) and |w| > 1, we have
(4.8) 92,3 (wiq7 ") =3 (wtiq) .

Remark. Tt is not difficult to see that

1

Ya(wyq) = w 't —w +w Y (—w;q).
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Remark. Note that
va(w i g) + w s (wig) +w Tt =D (=) e g

nez
is the classical Jacobi theta function. In this way, by Theorem 4.1, we have two series, g2 1(w;q)
and g2 2(w; q), that are equal to each other, and define a mock theta function inside the unit disc.
On the other hand, by Theorem 4.2, outside of the disc these series are essentially each equal to
half of a Jacobi theta function, but not the same half!

Proof of Theorem 4.1. By (3.2) of [21], we have that

(1+w)

921(w; q) = m

1
Oz (w; q) — 30 = 92,2(w; q).

On the other hand, (2.3) yields

n(n+1)

vy (“Dna_ > p <_w,w; i) _y i

which can be used to show that g2 2(w;q) = g2,3(w;q). O
Proof of Theorem 4.2. To establish (4.6), we obtain, again using (3.6),

n(n+1)

(=psp)n p 2 a (=0)nd”
4.9 wip) = - '
(4.9) g2(w; p) = (w,w g p)agr (1 —wg)(1—w ™) n§>:0 (w=lg, wg?)y,

Next we apply (2.6) with B = —¢,a = —1/w, and b = —wq, and let A — 0. This gives that the
rightmost expression in (4.9) equals

2 3n
n _ 1" 2n +
(4.10) ¢ 5 a0 | wa(g §n (g
(1—wt) >0 (—w@)n+1 (wg, w™)eo >0 (—wq)n+1
To the first summand in (4.10) we apply (2.2) with a = wgq,b = —wq? and t = wq to obtain
(411) —qu(l + qu) " F(w, ~wg;wg) = Y (~1)"w” g
n>1

Next we use (2.3) to realize the second summand in (4.10) as
wq(—q)oo

(wg, w1

To this we apply (2.2) with a = —wq and ¢t = —wq, and let b — 0, yielding

(4.12) Zw?’” 2072 (1 —wg").

wq, ® n>1

F(—w,0; —wgq).

Combining (4.11) and (4.12) gives (4.6).
Next, to establish (4.7), we use (3.6) and find

n(n+1)

1+w (—=1;p)np 2 1 1+w (=1)ng™ 1
4.1 = S
(413)  gaawip) = 2w(l — w) z;) (wp,w™p;p)p 2w 2w(l—w) nzz:o (wg,w=lq), 2w
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Then we apply an identity of Ramanujan, similar to (2.9), namely (3.18)g of [7] with ¢ = —¢~!,
a=—w, and b= —w~! to see that

(4.14)

(“Dug"  _w—l§~ (D" (D (<l (1)
S et T D e i e
n>0 ? n n>0 ) n s OOnZO nal

Using (2.8) and (3.7), we have that the second g-hypergeometric series on the right hand side equals
—1y-1 12y Jion n?o
1+ () '

n>0

Next we use (2.3) followed by (2.5) to see that

n(n+1)

(415) Z (_1)nq 2 (_1)wa72n _ (1 _ w—l) F (w—I’ _ =14+ 22 —2n n

—2.2. 2
n>0 (w26 ¢%)n n>1

Using (4.14) and (4.15) in (4.13) together with (3.1) now gives (4.7).
Equation (4.8) follows by first using (3.6) to write

(4.16)

(1+w) Z (—wpip)pw™ 1 (1+w) Z (D" (~w™lq), 1

2w? - (w=lq)n 2w

923 (w; p) = — (wp; p)n T ow w2

n>0 n>0

After applying (2.5) to the rightmost series expression in (4.16) and simplifying we obtain (4.8). [

5. THE UNIVERSAL MOCK THETA FUNCTION K

In this section, we study the universal mock theta function K (w;q) as defined in (1.12). Analo-
gous to the series g j(w;q),2 < k < 3,1 < j < 3 defined in §3 and §4, we consider for |¢g| < 1 and
w# 0 and w # ¢>T1(0 € 7)

Ky (w;q) = Z (—1)" 1" (g; q2)n71‘

= (wg,wlg¢?),

Moreover for |g| < 1 and w # ¢~2**1(¢ € N) and ]w| > \q! we define

Zq wq q).

w
n>0 q;q n+1

The functions K (w;q) and Ki(w;q) are discussed at length in relation to the function Ks(w;q) =
O2(w; q) from §4 in [21]. We point out that K (wj;q), as given in (1.12), is defined for |¢| < 1, and
w € C\ {0}, where w # ¢** (¢ € Z\ {0}).

We define the following partial theta function:

vs(w;q) =) (%) (—w)”‘lq”23_1.

n>0

If w# 0 and w # ¢* (¢ € Z) let

(:4%) (

-1 .2
wlwg, o g ), (wi ) 1)

s1(w; q) =
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Moreover if w # ¢?(¢ € Z\ {0}), we define

w(q; ¢?)oo .
(wg?, w=1g%; q2)mw5(w’ @)

We offer the following results for these functions inside and outside the disc.

Ss(w; q) :=

Theorem 5.1. For |q| < 1, and under the same restrictions as above, we have

w . 42)\3 2. .2
(5.1) (w; ) = Ky (w;g) = - —o— (K(w;q) R )oo> ‘

(1—w) (wg, w™q)o
Theorem 5.2. For |q| < 1 we have for w # ¢***1(¢ € Ny) with |w| > 1
1
- A —1.
(5.2) r(wig ) = v (w5q).
Ifw#0 and w # ¢*T1(0 € Z), we have
_ w
(5.3) K1 (w;q™") = 7 W2 (wiq) + s1(wsq)).
Moreover if w # 0 and w # ¢*(£ € Z\ {0}), we obtain

(5.4) K (w;q™') = (1 — w)ba(w; q) + S5(w; q).

Proof of Theorem 5.1. The fact that the rightmost expression stated in (5.1) equals K (w;q) may
be found in (5.3) of [18]. To prove that Kj(w;q) = k(w;q), we modify the proof given in [6] of
(3.6)r to accommodate the parameter w. We have, applying (10.1) of [25] with ¢ replaced by ¢?,
a=q/z,b=qc=q*e=we, f=w'q and letting x — 0.

L q : (g /iﬁqq q°) q"t wq ¢*)n
Bilwid) = gt —urig) o5 nZ( o> |

wg?, w3, ¢?; q (wq; ¢*)n+1
g
Proof of Theorem 5.2. To prove (5.2), we find, using (3.6), that
w"p" (wp?; p?) w—1q2 ¢*)n
59 NETES pralan Ll AENES UUN o o
n>0 PP n1 n>0 q q n+1

We next apply the Rogers-Fine identity (2.2) with ¢ — ¢, and a = w g%, b = wl¢3 t = w™l.

From this and (5.5) we find that

IQ(’U),/)) —_ 1 _1 - Zq2n2+nw—2n (1 + q2n+1w—1)

n>0
]_ n(n+1) _ n(n+1) _
= —_— E qg 2 w n —+ E qg 2 w n
1—w
ne2Ng ne2Ng+1

1 ~1
- 1 w1/12 (U) aq) .
Next, to prove (5.3), we note that by (3.6),

(5.6) Ki(w;p) =3 (=1)"p™ D (s p*) _ 3 ( (g ¢*n

= (wp,w™lp, pP)ns « (wg, w'q; ¢*)nt1

2n+1(
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We apply (2.9) to see that the rightmost expression in (5.6) equals

n,.3n,3n2+n 2 4An+2

w Zw"q% _ (@)oo ano(_l) w=rq (1 —wq )

w—1 n>0 Znez(_l)nwnqn2
Equation (5.3) now follows from (q)eo/(¢%;¢*)oo = (¢;¢%)so, (3.7), and the identity

ST =DM = (%) (e d)  (w™lad?)
nez

which follows from the Jacobi triple product identity (see [22] for example).
Finally, to prove (5.4), we have again using (3.6)

2
K(wip) =Y (=1)"p" (p3 p*)n _ > 7> (¢:4*)n
T S wpt w0t S (we wTe?¢7)n

To this we apply (3.14)r of [7] to find that

2

w(g;q 2

K(w;p) = (1 —w)ipa(w; q) + (wg? fu_lqli"’qg) > (1) g (14 wg ™).
Y J oo

n>0
It is straightforward to see that
- 3n 30242 In+1 n 1 nio1
Z(_l)nw gt +2n (1_|_wq n-+ ) — Z (g) (—w)" g™,
n=0 n>0
and the result now follows. O

n(n+1)

Remark. We note that v (w; q) + w1y (w‘l; q) = ,ezW"q 2 is a Jacobi theta function.
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