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HIGHEST WEIGHT CATEGORIES ARISING FROM
KHOVANOV’S DIAGRAM ALGEBRA II: KOSZULITY

JONATHAN BRUNDAN AND CATHARINA STROPPEL

ABSTRACT. This is the second of a series of four articles studying various
generalisations of Khovanov’s diagram algebra. In this article we develop
the general theory of Khovanov’s diagrammatically defined “projective func-
tors” in our setting. As an application, we give a direct proof of the fact that
the quasi-hereditary covers of generalised Khovanov algebras are Koszul.
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1. INTRODUCTION

This is Part II of a series of four articles studying some generalisations of
Khovanov’s diagram algebra. In Part I, we explained how to associate to every
block A of weights two positively graded associative algebras denoted Hj and
K. Roughly speaking, a weight means a diagram like

A\ =

consisting of a (possibly infinite) number line with some vertices labelled Vv, A, o
and x. Then a block A is an equivalence class of weights, two weights being
equivalent if one is obtained from the other by permuting V’s and A’s (but
not changing the positions of o’s and x’s that only play an auxiliary role). If
A consists of weights with exactly n V’s and n A’s, then Hj is Khovanov’s
diagram algebra H]' from [K| §2.5] which plays a key role in the definition
of Khovanov homology in knot theory. We showed in Part I that Hy is a
symmetric algebra with a cellular basis parametrised by various closed oriented
circle diagrams and that K, is a quasi-hereditary algebra with a cellular basis
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parametrised by arbitrary oriented circle diagrams. We also described explicitly
the combinatorics of projective, irreducible and cell modules.

In [K| §2.7], Khovanov introduced a class of (H', H')-bimodules he called
geometric bimodules, one for each crossingless matching between 2m points and
2n points. In this article we consider the analogous classes of bimodules for the
algebras Hpy and K in general. Tensoring with these bimodules gives rise to
some remarkable functors on the module categories, which in the case of Kj
we call projective functors. One of the main aims of this article is to give a
systematic account of the general theory of such functors since, although ele-
mentary in nature, proofs of many of these foundational results are hard to find
in the literature. We then apply the theory to give self-contained diagrammatic
proofs of the following:

Koszulity. We show that the algebras K are Koszul, establishing at the same
time that their Kazhdan-Lusztig polynomials in the sense of Vogan [V] are the
usual Kazhdan-Lusztig polynomials associated to Grassmannians which were
computed explicitly by Lascoux and Schiitzenberger in [LS].

Double centralizer property. We prove a double centralizer property which
implies that K is a quasi-hereditary cover of Hy in the sense of [R] §4.2].

Kostant modules. We classify and study the Kostant modules over the al-
gebras K in the sense of [BH]|. These are the irreducible modules whose
Kazhdan-Lusztig polynomials are multiplicity-free. We show that they possess
a resolution by direct sums of cell modules in the spirit of [BGG].

When K, is finite dimensional, these should not be regarded as new results,
but the existing proofs are indirect. In fact, in the finite dimensional cases,
work of Braden [Br] and the second author [S4, Theorem 5.8.1] shows that the
category of Kx-modules is equivalent to the category of perverse sheaves on
a Grassmannian (constructible with respect to the Schubert stratification). In
turn, by the Beilinson-Bernstein localisation theorem from [BB], this category of
perverse sheaves is equivalent to a regular integral block of a parabolic analogue
of the Bernsein-Gelfand-Gelfand category O associated to a maximal parabolic
in type A. Using this connection to parabolic category O, the fact that Ky is
Koszul in the finite dimensional case follows as a relatively trivial special case
of an important theorem of Beilinson, Ginzburg and Soergel [BGS, Theorem
1.1.3] (see also [Bal, Theorem 1.1]). Also the double centralizer property for K
follows from [S1, Theorem 10.1], while our results about Kostant modules in
this setting (where they correspond to the rationally smooth Schubert varieties
in Grassmannians) follow from [Ll [BH].

The results of this article play an essential role in our subsequent work. In
Part 111, we apply the Koszulity and the double centralizer property to give a
direct algebraic proof of the equivalence of the category of (graded) K-modules
with the aforementioned blocks of (graded) parabolic category O in the finite
dimensional cases; this is one of the reasons we wanted to reprove the above
results independently of [BB], [BGS|] and [Br] in the first place. Then in Part
IV, we relate some of the infinite dimensional versions of the algebra K, to
blocks of the general linear supergroup, a setting in which (so far) no geometric
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approach is available. Since we also establish Koszulity for the (locally unital)
algebras K in these infinite dimensional cases, this implies that blocks of the
general linear supergroup are Koszul. Finally our treatment of Kostant modules
leads to another proof of the main result of [CKL]: all irreducible polynomial
representations of GL(m|n) possess BGG-type resolutions.

Notation. Throughout the article we work over a fixed ground field F, and
gradings mean Z-gradings. For a graded algebra K, we write Mod;s (K) for the
category of locally finite dimensional graded left K-modules that are bounded
below; see [BS| §5] for other general conventions regarding graded modules.

2. MORE DIAGRAMS

We assume the reader is familiar with the notions of weights, blocks, cup di-
agrams, cap diagrams, and circle diagrams as defined in [BS) §2]. In particular,
our cup and cap diagrams are allowed to contain rays as well as cups and caps,
and they may also have some free vertices which are not joined to anything. In
this section we generalise these diagrammatic notions by incorporating crossin-
gless matchings.

Crossingless matchings. A crossingless matching means a diagram t ob-
tained by drawing a cap diagram c¢ underneath a cup diagram d, and then
connecting rays in ¢ to rays in d as prescribed by some order preserving bijec-
tion between the vertices of ¢ at the bottoms of rays and the vertices of d at
the tops of rays. This is possible if and only if ¢ and d have the same number
of rays; if this common number of rays is finite there is a unique such order
preserving bijection. Any crossingless matching is a union of cups, caps, and
line segments (which arise when two rays are connected). For example:

=
(AN

Let cups(t) (resp. caps(t)) denote the number of cups (resp. caps) in t. Also let
t* denote the mirror 1mage of ¢ in a horizontal axis.

Suppose that we are given blocks A and I" and a crossingless matching ¢.
We say that t is a AI'-matching if the bottom and top number lines of ¢t are
the same as the number lines underlying weights from A and T, respectively.
More generally, suppose we are given a sequence A = Aj---Ag of blocks. A
A-matching means a diagram of the form ¢ = t;---¢; obtained by gluing a
sequence tq,...,t; of crossingless matchings together from top (starting with
t1) to bottom (ending with ¢;) such that

» t; is a AjA;_1-matching for each i =1,...,k;
» the free vertices at the bottom of ¢; are in the same positions as the free
vertices at the top of t;11 foreach i =1,... k — 1.

Given in addition cup and cap diagrams a and b whose number lines are the
same as the bottom and top number lines of ¢ and t1, respectively, with free
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vertices in all the same positions, we can glue to obtain a A-circle diagram
athb = aty - - - t1b. Here is an example with k£ = 2:

b N e N

~_\_J

LA
tz ",
()

auk\ujij

Any such circle diagram is a union of circles and lines. We call it a closed circle
diagram if there are only circles, no lines.

Orientations and degrees. Let A and I' be blocks and ¢t be a AI'-matching.
Given weights A € A and p € I, we can glue A\t and p together from bottom
to top to obtain a new diagram Atu. This is called an oriented AI'-matching if

» each pair of vertices lying on the same cup or the same cap is labelled
so that one is A and one is V;

» each pair of vertices lying on the same line segment is labelled so that
both are A or both are V;

» all other vertices are labelled either o or x.

Here is an example:

“ SERNY,
\ e I

An oriented Al'-circle diagram means a composite diagram of the form aAtub
in which Aty is an oriented AI'-matching in the above sense and aA and ub are
oriented cup and cap diagrams in the sense of [BS| §2].

More generally, suppose that we are given a sequence A = Ay, - - - Ag of blocks
for some k > 0. An oriented A-matching means a composite diagram of the
form

tA] = At Ap—1 - Mt Ao (2.1)
where A = Ag--- Ag is a sequence of weights such that \;t;\;_1 is an oriented
A;A;_1-matching for each i = 1,..., k. We stress that every number line in the

diagram t[A] is decorated by a weight. Finally, given in addition a cup diagram
a and a cap diagram b such that a); is an oriented cup diagram and \gb is
an oriented cap diagram, we can glue a to the bottom and b to the top of the
diagram t[A] to obtain an oriented A-circle diagram denoted a t[A]b.
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We say that a A-matching t is proper if at least one oriented A-matching
exists. To formulate an obvious implication of this condition, introduce the
notation A(T") (resp. V(I')) to denote the (possibly infinite) number of vertices
of a weight belonging to a block I' that are labelled by the symbol A (resp. V).

Lemma 2.1. Ift =t ---t1 is a proper A-matching then
A(A;) — caps(t;) = A(Ai—1) — cups(t;) > 0,
V(A;) — caps(t;) = V(A;—1) — cups(t;) > 0,
foreachi=1,... k.

Proof. As t is proper, some oriented A-matching of the form (21]) exists. Now
observe that A(A;) — caps(t;) = A(A;—1) — cups(t;) counts the number of line
segments in the diagram A;t;A\;_1 that are oriented A. This establishes the first
equation, and the second is similar. O

As in [BS| §2], we refer to a circle in an oriented A-circle diagram as anti-
clockwise (type 1) or clockwise (type x) according to whether the leftmost ver-
tices on the circle are labelled V or A (equivalently, the rightmost vertices are
labelled A or V). The degree of a circle or a line in an oriented circle diagram
means its total number of clockwise cups and caps. Finally, the degree of the
oriented circle diagram itself is the sum of the degrees of its individual circles
and lines.

Lemma 2.2. The degree of an anti-clockwise circle in an oriented A-circle
diagram is one less than the total number of caps (equivalently, cups) that it
contains. The degree of a clockwise circle is one more than the total number
of caps (equivalently, cups) that it contains. The degree of a line is equal to
the number of caps or the number of cups that it contains, whichever is the
mazimum of the two.

Proof. This is a straightforward extension of [BS, Lemma 2.1]. O

Reductions. Suppose we are given a A-matching ¢t = ¢ ---t; for some se-
quence A = Ay --- Ag of blocks. We refer to the circles in the diagram ¢ that do
not meet the top or bottom number lines as internal circles. The reduction of
t means the AjAg-matching obtained from ¢ by removing all its internal circles
and all its number lines except for the top and bottom ones. Here is an example
in which one internal circle gets removed:
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Lemma 2.3. Assume that at[A]b is an oriented A-circle diagram for some
sequence X = A - -+ A\g of weights. Let u be the reduction of t. Then aipulgb is
an oriented A Ag-circle diagram and

deg(at[A]b) = deg(arrurob) + caps(ty) + - - - + caps(ti) — caps(u) +p — g
= deg(aApuMgb) + cups(ty) + - - - + cups(tx) — cups(u) +p — g,

where p (resp. q) is the number of internal circles of t that are clockwise (resp.
anti-clockwise) in the diagram at[A]b.

Proof. Passing from atb to aub involves removing all internal circles, each of
which obviously has the same number of cups and caps, and also removing an
equal number of cups and caps from each of the other circles and lines in the
diagram. Moreover the total number of caps removed is equal to caps(t1)+-- -+
caps(ty) — caps(u). In view of these observations, the lemma follows directly
from Lemma d

Instead suppose that we are given a pair of blocks A and I and a AI'-matching
t. Let a be a cup diagram whose number line agrees with the bottom number
line of t. We refer to circles or lines in the composite diagram at that do not
cross the top number line as lower circles or lines. The lower reduction of the
diagram at means the cup diagram obtained by removing the bottom number
line and all lower circles and lines. Here is an example illustrating such a lower
reduction, in which one lower circle and one lower line get removed:

N WKU)‘
N /(m\\
O

N

Dually, if b is a cap diagram whose number line agrees with the top number
line of ¢, the upper circles and lines in the diagram tb means the ones that do
not cross the bottom number line. Then the upper reduction of tb means the
cap diagram obtained by removing the top number line and all upper circles
and lines.

Lemma 2.4. If altub is an oriented ADl'-circle diagram and c is the lower
reduction of at then cub is an oriented circle diagram and

deg(aitub) = deg(cub) + caps(t) + p — g,

where p (resp. q) is the number of lower circles of at that are clockwise (resp.
anti-clockwise) in the diagram aXtpb. For the dual statement about upper re-
duction, replace caps(t) by cups(t).

Proof. Passing from atb to c¢b involves removing lower circles, which obviously
have the same number of caps and cups, and lower lines, which have one more
cap than cup, and also removing an equal number of cups and caps from each
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of the other circles and lines in the diagram. Moreover the total number of caps
removed is equal to caps(t). Now apply Lemma [2.2] O

3. GEOMETRIC BIMODULES

In this section we generalise a construction of Khovanov [Kl §2.7] associating
a geometric bimodule to each crossingless matching ¢. Recall for any block A of
weights that there are corresponding positively graded associative algebras H
and Ku; see [BS| §3] for the definition of Hp for Khovanov blocks, and [BS], §4]
and [BS| §6] for the definitions of K and Hp for general blocks.

Khovanov’s geometric bimodules. Assume in this subsection that A =
Aj -+ Ag is a sequence of Khovanov blocks, so for each ¢ = 0,...,k the block
A; consists of bounded weights with A(A;) = V(A;). Let t = t---t1 be a
A-matching. Using the notation ([2I)), let H% be the graded vector space on
homogeneous basis

{(at[A]b) | for all closed oriented A-circle diagrams at[A]b} . (3.1)

Note HR is non-zero if and only if t is a proper A-matching. For example,
if k& = 0 then the sequence A is a single block A, t is empty, and HR is the
graded vector space underlying Khovanov’s algebra Hy as defined in [BS| §3].
In general, define a degree preserving linear map

w: HY — HY.,  (at[]A]b) — (b*t*[A]a*) (3.2)

where A* := Ag--- Ap, X" 1= Ao+ A, t* :=t]--- 7, and a*,b* and ¢ denote
the mirror images of a,b and t; in a horizontal axis.

Let I' =TIy -- - I'g be another sequence of Khovanov blocks such that Ag = I7.
We introduce the notation AT for the concatenated sequence Ay, --- AL -+ - T'g;
observe here we have skipped one copy of Ag in the middle. Let u = w;---u;
be a I'matching and note that tu := t; ---tqu; - - - u1 is a A T'-matching. We
define a degree preserving linear multiplication

m: Hyf o HE — Hy¥ (3.3)

by defining the product (at[A]b)(culu]d) of two basis vectors as follows. If
b* # ¢ then we simply declare that (at[A]b)(culu]d) = 0. If b* = c then
we draw the oriented circle diagram at[A]b underneath culu]d to create a
new diagram with a symmetric middle section containing the cap diagram b
underneath the cup diagram c¢. Then we perform surgery procedures on this
middle section exactly as in [BS| §3] to obtain a disjoint union of diagrams with
no cups or caps left in their middle sections. Finally, collapse the resulting
diagrams by identifying the number lines above and below the middle section
to obtain a disjoint union of some new closed oriented A I'-circle diagrams of
the form a (tu)[v]d, for sequences v = vj4; - - - vy with

I/k_HEAk,...,VlEA(), vely,...,vg el

Define the desired product (at[A]b)(cu[p]d) to be the sum of the basis vectors
of Hf\’z‘r corresponding to these diagrams.

The fact that this multiplication is well defined follows like in [BS| §3] by
reinterpreting the construction in terms of a certain TQFT. Indeed, in the
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special case that £k = [ = 0 the rule just described is exactly the definition of
the multiplication on Khovanov’s algebra given there. The multiplication m is
associative in the sense that, given a third sequence Y of Khovanov blocks such
that Yo = I'y and an Y-matching s, the following diagram commutes:

H{ © Hy @ HY =™ HS © HYY,

H‘i‘tzA ® Hp I HY X v

Again this follows easily from the TQFT point of view. Moreover the linear
map * from ([B.2)) is anti-multiplicative in the sense that the following diagram
commutes:

Po(x®@x * *
HY o Hp U, g g gt

al |m (3.5)

HK;F . Hli‘ff;*
where P is the flip x ® y — y ® z. Finally, the fact that m is a homogeneous
linear map of degree zero can be checked directly using Lemma 2.2} see [BS,
§3] once more for a similar argument. All the assertions just made can also be
extracted from [K| §2.7].

Applying (B4) with HS := Hp, and Hp := H,,, we see that the multipli-
cation m defines commuting left Ha,- and right Ha,-actions on H%. Another
couple of applications of (3.4]) shows that these actions are associative. Finally,
recalling the definitions of the cup and cap diagrams A and X associated to a
weight A from [BS| §2] and the idempotents ey from [BS, (3.3)], we have that

colatiAlp) = { {1 T 50
(at[A]b)eg = { (()atp‘] ? ioftllie?vgée,

for @ € AL, 8 € A§ and any basis vector (at[A]b) € HL. This implies that
the Hp,- and Hjj-actions are unital. Hence we have made HR into a well-
defined graded (Hj,, Hp,)-bimodule. Specialising further, take k = 1 so that
the sequence A is just a pair of blocks AI' and t is a single AI'-matching ¢. In
this case we usually write HY . instead of H%, and we have shown that H{p
is a graded (Hy, Hr)-bimodule which is non-zero if and only if ¢ is a proper
AD-matching. These bimodules are precisely Khovanov’s geometric bimodules
from [Kl §2.7].

The following theorem is a generalisation of [BS, Theorem 3.1] and is essential
for all subsequent constructions and proofs in this article.

(3.7)

Theorem 3.1. Let notation be as in (3.3) and suppose we are given basis
vectors (at[A]b) € HY and (culpu]d) € H¥. Write at[A]b as G\b where @ :=
aXktpAgp—1 - Aty and X := Ag. Similarly write culpld = cud where p = py
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and d = uppy—1 - - - pruipod. Then the multiplication satisfies

0 if b c*,
(@\b)(cud) = san(p)(@ud) + (1) if b= c* and @u is oriented,
() otherwise,

where
(i) (f) denotes a linear combination of basis vectors of Hf\’{r of the form
(a(tw)V]d) for v = v vo with vy > vy > -1, .. v0 > o
(ii) the scalar sanp (1) € {0,1} depends only on GAb and p (but not on d);
(iii) of b= A = c* and dp is oriented then szy,(p) = 1;
(iv) if k = 0 then the sz (1) is equal to the scalar soyp (1) from [BSL Theorem
3.1].

Proof. Mimic the proof of [BS, Theorem 3.1] replacing a by @ and d by d O

Corollary 3.2. The product (at[A]b)(culu]ld) of any pair of basis vectors
of Hf\ and HE is a linear combination of basis vectors of HR’{P of the form
(a(tu)[v]d) for v =vpiy vy with \g < Vgpy ooy Ao < vp > g, Vo > Jo-

Proof. Theorem B.I[(i) implies that the product is a linear combination of vec-
tors (a (tu)[v]d) for v = vy - 1 such that vy > py,...,v9 > po. To show
also that A < vkig, ..., A0 < vy, use the anti-multiplicativity of the map * from
B3] and argue as in the proof of [BS|, Corollary 3.2]. O

Geometric bimodules for K. Now we construct the analogous geometric
bimodules for the algebras K. Assume for this that we are given a sequence
A = Ay - Ag of blocks for some k& > 0 and a A-matching t = t;, - - - t1, dropping
the assumption that the A; are Khovanov blocks. Let K be the graded vector
space on homogeneous basis

{(at[A]b) | for all oriented A-circle diagrams at[A]b} . (3.8)

Again, KK is non-zero if and only if ¢ is proper. For example, if £ =0 then A
is a single block A, t is empty, and K% is the graded vector space underlying
the algebra K from [BS, §4]. In general, we define a degree preserving linear
map

x: K§ — KL, (at]A]b) — (0" t* [N\ a), (3.9)
notation as in (3.2)).

We want to extend the multiplication ([B.3]) to this new setting. In practise,
this multiplication is best computed by following exactly the same steps used to
compute ([B3.3]), but replacing the surgery procedure by the generalised surgery
procedure from [BS| §6]. However this approach does not easily imply that the
bimodule multiplication is associative, so instead we proceed in a more round-
about manner mimicing the definition of multiplication in K as formulated in
[BS|, §4]. Before we can do this, we must generalise the definitions of closure
and extension from [BS| §4] to incorporate crossingless matchings.

Closures and extensions. To generalise closure, assume that A is a sequence
of blocks of bounded weights and that t =ty - - - t1 is a proper A-matching. Let
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p,q > 0 be integers such that p—A(A;) = ¢—V(A;) > 0 for each ; this is possible
because the difference A(A;) — V(4;) is independent of i by Lemma 2] Using
the notation [BS] (4.4)] but working always now with these new choices for p
and ¢, let A; be the block generated by cl(A;) and set A := Ay ---Ay. Also
set cl(t) := cl(tx)---cl(t1), where the closure cl(t) of a crossingless matching
t is obtained by adding p new vertices to the left ends and ¢ new vertices to
the right hand ends of all the number lines in ¢, then joining these new vertices
together in order by some new vertical line segments. Finally, for an oriented
A-circle diagram (a t[A]b), define its closure

cl(at[A]b) := cl(a) cl(t)[cl(Ng) - - - cl(Ng)] cl(D)

where cl(a) and cl(b) are as in [BS, (4.5)—(4.6)]. In the same spirit as [BS|
Lemma 4.2], this map defines a bijection between the oriented A-circle diagrams
indexing the basis of K% and certain closed oriented A-circle diagrams indexing

part of the basis of H CAl(t). More precisely, let Ipo denote the subspace of H CAl(t)
spanned by all basis vectors (a cl(t)[A] b) such that A = A\g - - - A\g with \; ¢ cl(A;)
for at least one 0 < i < k. Then the map

d: Kh S HAY /1N, (at[Nb) — (cl(at[A] b)) + Ia (3.10)

is a graded vector space isomorphism.

To generalise extension, given crossingless matchings s and ¢, we write s < ¢
to indicate that ¢ can be obtained from s by extending each of its number
lines then adding possibly infinitely many more vertical line segments. Now
assume that we are given two sequences of arbitrary blocks, A = Ay ---Ag and
Y =T Yo, such that T; < A; for each i in the sense explained just before
[BS, (4.9)]. Let s = si---s; be a proper Y-matching and t = t;---¢; be a
proper A-matching, such that s; < t; for each i. Extending the definition [BS|
(4.11)] to oriented Y-circle diagrams, we set

ex (a s[A]b) == ex} (a) tlexy (A) - exy? (Ao)] ex? (b).
Then the map
exh : K% — K§, (a 8[A]b) — (ex®(as[A]D)) (3.11)
is a degree preserving injective linear map.

The bimodule multiplication. Finally assume A = Ap---Ag and T =
I';--- Ty are sequences of arbitrary blocks with Ag = I';, and ¢ = ¢ ---t; and
uw = uy---up are A- and I'-matchings. We are ready to define a degree preserv-
ing linear multiplication

m: Ky @ K — K%, (3.12)

If either ¢ is not a proper A-matching or w is not a proper I'-matching then
K% @ K¢ = {0}, and we simply have to take m := 0. Assume from now on
that both ¢ and u are both proper.

Suppose to start with that each A; and each I'; consists of bounded weights.
Applying Lemma 21l we can pick p,q > 0 so that p — A(A;) = ¢ — V(A;) >0
and p— A(I';) = ¢—Vv(I';) > 0 for all , j; it is easy to see that the construction
we are about to explain is independent of the particular choices of p,q just
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made. Let A := Ag---Ay where A; is the block generated by cl(A;) and
IT := II; - - - TIp where II; is the block generated by cl(I';). Noting also that
cl(t)cl(u) = cl(tu), the isomorphism (B.I0) gives the following three graded
vector space isomorphisms:

o: Ky S HAW /Iy, KE S HG™ /e, K S HOE [Iae. (3.13)
By [BS, Lemma 4.1] and Corollary B.2] the multiplication map
cl(t cl cl(t
O & ) —
from (B.3) has the properties that I Ach-i(u) C Iayr and HCAl(t)Ir C Ipyr. Hence
it factors through the quotients to give a well-defined degree preserving linear

map
(HA"/1n) © (™ /r) — HAR /Tarr

Transporting this through the isomorphisms cl from (BI3]), we obtain the de-

sired multiplication (B.12]).

It remains to drop the assumption that each A; and I'; consists of bounded
weights; formally this involves taking direct limits as explained immediately
after [BS, Lemma 4.3] but we will suppress the details. Take vectors = € KR
and y € K{¥. Recalling (3.11]), choose sequences of blocks Y = T --- Ty and
Q= Q;--- Qg and proper Y- and Q-matchings 7 = r---ry and s = s;--- $1
such that

» T; < A; and r; < ¢; for each ¢, and Q; <T'; and s; < u; for each j;
» z is in the image of the map ex’} : K% — KX, and y is in the image of
the map exg  K§ — Kp.
Then we truncate by applying the inverse maps to ex‘% and exa to = and y,
respectively, compute the resulting bounded product as in the previous para-
graph to obtain an element of K{5q, then finally apply the map exl.}zza to get the
desired product zy € Kf\’z‘r This completes the definition of the multiplication

BI2) in general.

Using the associativity from (3.4), one checks that the new multiplication
is also associative in the same sense. Also, the map * from (B.9]) is anti-
multiplicative in the same sense as ([B.5). Finally [B.6)—(3.7) remain true in
the new setting for arbitrary a € A, 3 € Ag and any (at[A]b) € K%. So as be-
fore m makes K into a well-defined graded (K, , Ka,)-bimodule. Generalising
the decomposition [BS| (4.13)], we also have that

Ki= P e.Kies (3.14)
a€N,,BEN
By considering the explicit parametrisation of the basis using (a slightly modi-
fied version of) [BS, Lemma 2.4(i)], it follows that each summand on the right
hand side of (3.14)) is finite dimensional. Moreover K% itself is locally finite
dimensional and bounded below.
The following theorem is a generalisation of [BS, Theorem 4.4]. We stress
that its statement is ezactly the same as the statement of Theorem [B.I], just
with H replaced by K everywhere.
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Theorem 3.3. Let notation be as in (312) and suppose we are given basis
vectors (at[A]b) € K% and (culpu]d) € K¥. Write at[A]b as @\b where @ :=
aXktpAp—1 - Aty and X := Xg. Similarly write culp]d = c,ucf where pu =
and d = w1 - - - pruipod. Then the multiplication satisfies

0 ifb+ e,
(@Ab)(cud) = < san(p)(@ud) + (1) if b= c* and @u is oriented,
() otherwise,

where
(i) (f) denotes a linear combination of basis vectors of KR’{F of the form
(a(tw)V]d) for v = vy vy with vy > vy > i, ... v0 > o
(ii) the scalar szyp(p) € {0,1} depends only on @Ab and p (but not on d);
(iii) if b= X\ = c* and au is oriented then sz\,(p) = 1;
(iv) if k = 0 then the sga (1) is equal to the scalar sonp () from [BS, Theorem

4.4].
Proof. This follows from Theorem [B.1] above in the same fashion as [BSL Theo-
rem 4.4] follows from [BS, Theorem 3.1]. O

Corollary 3.4. The product (at[A]b)(culu]ld) of any pair of basis vectors
of KK and K is a linear combination of basis vectors of KR’{P of the form
(a(tu)[v]d) for v =vpiy vy with \g < Vypy ooy Ao < vp > gy .o Vo > Lo-

Proof. Argue as in the proof of Corollary using the analogue of (3H). O

Composition of geometric bimodules. The next theorem is crucial and is
an extension of [Kl, Theorem 1].

Theorem 3.5. Let notation be as in (F.12), so the tensor product K§ ®rcp, KT
is a well-defined graded (K, , Kr,)-bimodule.
(i) Any vector (at[A]b) @ (cu[u]d) € K% ®K,, KF is a linear combination
of vectors of the form

(at[vpri-- v]w) ® (yyuly - vl d) (3.15)
for v =wvpy; -1y such that a (tu)[v]|d is an oriented A T-circle dia-
gram and A\ < Vk-i—l)"'))\(] S I U NN = i F

(ii) The vectors (313) for all oriented AT -circle diagrams a (tw)[v]d form
a basis for KK ®Ka, Kp.
(iii) The multiplication m from (312) induces an isomorphism
WKR ®KA0 K}j‘tl} XlZ"I‘
of graded (K, , Kr,)-bimodules.

Proof. (i) Assume for a contradiction that (i) is false. Fix cup and cap diagrams
a and d such that the statement of (i) is wrong for some A, p, b and c. Let

A= )A; - Mg with each \; € A;,
Si=<q(Ap)| p=py---po with each p; € I';,
at[A] and u[p]d are oriented
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Put a partial order on S by declaring that (A, u) < (X, /) if A; < X, and
pi < ,u;- for all 4 and j. For (A, ;) € S, let K (A, ) denote the span of all the
vectors of the form (BI5]) for v = v - - - vy such that a (tu)[v]d is an oriented
A T'-circle diagram and Ay < vgyg, ..., < vy > py, ..., > to. Because the
set S is necessarily finite (see [BS, Lemma 2.4(i)]), we can choose (A, pu) € S
maximal such that
(@tAIb) @ (culu]d) ¢ K( p)

for some b and c¢. To get a contradiction from this, we now split into two cases
according to whether \g £ u; or Ag % .

Suppose to start with that A\g £ ;. By Theorem B.3(iii) and Corollary 341
we have that

(at[A] Xo)(AoAob) = (at[A]b) + (1)

where (1) is a linear combination of (at[A]b)’s with (A, u) < (N, u). By
maximality of (X, u), we deduce that (1) ® (culu]d) is contained in K (X, p),
hence in K (X, p) too. Hence

(at[A]X0)(AoAob) @ (culp]d) = (at[A] Xo) ® (Aghod)(culp]d) ¢ K (X, p).
By Theorem [33|(i)—(ii), we can expand

(AoAob)(culp]d) = (Ao ulp] d) + (i1)
where the first term on the right hand side should be omitted unless b = ¢*,
Aopu is oriented and sy xop(p) = 1, and (1) denotes a linear combination of
(Ao u[p]d)’s with (A, ) < (A, p'). By maximality again, (at(X) o) ® (f1)
is contained in K (A, ) Hence the first term on the right hand side must be
present and we have proved that

(1) = (at[A] do) ® (Agu[pu]d) & K(A, p).

This shows in particular that Ay is oriented, hence Ag < p; by [BSL Lemma 2.3].
Because A\ £ p; we deduce that A\g = ;. Hence (1) is equal to the vector (3.15])
for v := Ag -+  Apy -+ po. So we also have (1) € K(\, u), contradiction.

Assume instead that Ao # p;. Then we can apply the anti-multiplicative
map * from ([B9]) to reduce to exactly the situation of the previous paragraph,
hence get a similar contradiction.

(ii), (iii) By the associativity of multiplication, the images of xh ® y and
x ® hy are equal for x € KX, h € K, and y € K. Hence the multiplication
map m factors through the quotient to induce a well-defined graded bimodule
homomorphism 77 as in (iii). To prove that it is an isomorphism, it suffices to
show that the restriction

e K4 ®K,, Kreg — ea K ires

is a vector space isomorphism for each fixed o« € Ap and 8 € T'y. Note the
vector space on the right hand side is finite dimensional, with basis given
by the vectors y(v) := (a (tu)[v] ) for all v such that « (tu)[v]3 is an ori-
ented A I-circle diagram. In view of (i), we know already that the vectors
(V) = (at[vpy v 7)) @ (Y, uly - - 1) B) indexed by the same set of v's
span e, K% ® Ky, Kreg. Moreover, m(z(v)) is equal to y(v) plus higher terms
by Theorem [B.3((iii) and Corollary [3.4] so 7 is surjective. Combining these two
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statements we deduce that 7 is actually an isomorphism giving (iii), and at
the same time we see that the x(v)’s form a basis giving (ii). O

Reduction of geometric bimodules. The following theorem reduces the
study of the bimodules K% for arbitrary sequences A = Ag---Ag and ¢t =
tr -+ - t1 just to the bimodules of the form K. for fixed blocks A and T and a
single AT'-matching ¢, greatly simplifying all our notation in the remainder of
the article. Let R denote the algebra F[z]/(x?). This is a Frobenius algebra
with counit

7:R—F, 1—0, z+—1. (3.16)
We view R as a graded vector space so that 1 is in degree —1 and z is in degree
one. The multiplication and comultiplication are then homogeneous of degree
one.

Theorem 3.6. Suppose that A = Ay --- Ay is a sequence of blocks and t =
ty---t1 is a proper A-matching. Let u be the reduction of t and let n be the
number of internal circles removed in the reduction process. Then we have that

K =~ KR Ay @ R®"(caps(t1) + - - - + caps(t) — caps(u))
= Kj, A, ® R®™(cups(ty) + - - - + cups(ty) — cups(u))
as graded (K, , Kn,)-bimodules (viewing K} \ ® R®" as a bimodule via the
natural action on the first tensor factor).
Proof. Enumerating the n internal circles in the diagram ¢ in some fixed order,
we define a linear map
f: K — K} 7y @ R®", (at[A]b) — (adyuro) @ 21 @ -+ @ @y

where each x; is 1 or z according to whether the ith internal circle of ¢ is anti-
clockwise or clockwise in the diagram a t[A] b. This map is obviously a bijection.

Moreover, because the internal circles play no role in the bimodule structure,
it is a (K, K),)-bimodule homomorphism. Finally Lemma 23] implies that f

is a homogeneous linear map of degree — caps(ty) — - -+ — caps(t,) + caps(u) =
—cups(t1) — - -+ — cups(t,) + cups(u). This accounts for the degree shift in the
statement of the theorem. O

Geometric bimodules for Hp. For an arbitrary block A, recall that the
generalised Khovanov algebra is the subalgebra

Hy:= P eaKreg (3.17)
a,BEN°

of K, where A° is the subset of A consisting of all weights of maximal defect.
Given another block I" and a AI'-matching ¢, we define

Hir:= P eaKjres. (3.18)
aeN°,Bel°

This is naturally a graded (Hp, Hr)-bimodule, and if A and I' are Khovanov
blocks it is the same as Khovanov’s geometric bimodule H} defined earlier.
We refer to the Hj’s as geometric bimodules for arbitrary blocks A and T too.
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We are not go to say anything else about these geometric bimodules in the rest
of the article, since we are mainly interested in the K ’s. However using the
truncation functor

e : Mody(Ky) — Mody(Hy), M — @) exM (3.19)
A€AN°
from [BS| (6.13)] it is usually a routine exercise to deduce analogues for the
H s of all our subsequent results about the K}’s. In doing this, it is useful
to note that there is an isomorphism

ern o Kir®kp? 2 Hyp®pp? o er (3.20)

of functors from Mods (K1) to Modys(Hp), where we have added the subscripts
A and T to the e’s to avoid confusion. Since we do not need any of these results
here, we omit the details. The main point to prove ([3.20)) is to observe that all
indecomposable summands of e AK}\F as a right Kp-module are also summands
of er K1 (up to degree shifts), which is a consequence of Theorem below.

4. PROJECTIVE FUNCTORS

Fix blocks A and I" throughout the section. We are going to study projective
functors that arise by tensoring with geometric bimodules.

Projective functors are exact. Given a proper Al-matching ¢, tensoring
with the geometric bimodule K} defines a functor

Ghr = Kip(—caps(t))®k..7 : Modys (K1) — Modys (K ) (4.1)

between the graded module categories. The extra degree shift by — caps(t)
in this definition is included to ensure that G commutes with duality; see
Theorem [4.10] below. We will call any functor that is isomorphic to a finite
direct sum of such functors (possibly shifted in degree) a projective functor.
Note Theorems [B.5(iii) and imply that the composition of two projective
functors is again a projective functor. Moreover, in view of the next lemma,
projective functors corresponding to “identity matchings” are equivalences of
categories.

Lemma 4.1. Ift is a proper AI'-matching containing no cups or caps then the
functor Gl : Mody (K1) — Modys(Ka) is an equivalence of categories.

Proof. The matching ¢ determines an order-preserving bijection f : A — T,
A — 7 such that v is the lower reduction of At. Moreover the induced map

fiKa—Kpr,  (@\B) = (f(a)f(NF(B))
is an isomorphism of graded algebras. Identifying Kz with Kt in this way, the
(Kx, Kr)-bimodule KRF is isomorphic to the regular (K, K1)-bimodule Kr.
Since G is the functor defined by tensoring with this bimodule, the lemma
follows. O

The next important theorem describes explicitly the effect of a projective
functor on the projective indecomposable modules P(\) := Kjey from [BS|
85]. Recall the graded vector space R defined immediately before (B.16]).
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Theorem 4.2. Let t be a proper AT'-matching and v € T'.
(i) We have that G\ P(v) = Kfpey(—caps(t)) as left Ka-modules.
(ii) The module G P(v) is non-zero if and only if the rays of each upper
line in t~y are oriented so that one is A and one is V.
(iii) Assuming the condition from (ii) is satisfied, define A € A by declaring
that X is the upper reduction of t7y, and let n be the number of upper
circles removed in the reduction process. Then

GhrP(y) = P(\) ® R¥™(cups(t) — caps(t)).

as graded left Kx-modules (where the Kx-action on P(\) ® R®™ comes
from its action on the first tensor factor).

Proof. Note to start with that
GArP(7) = Kjp(= caps(t)) ®xp P(7)
= Kjr ®xp Krey (= caps(t)) = Kjpe, (— caps(t)),
as asserted in (i).

We next establish the forward implication of (ii). Suppose that the rays of
some upper line in the diagram ¢y are oriented so that both are A or both are
V. For any v € I" such that v7 is oriented, the rays in 17 are oriented in the
same way as in v73. It follows that there are no weights y € A, v € T such that
both vy and ptv are oriented. Since K}pe, has a basis indexed by oriented
circle diagrams of the form autr7y, this implies that K;\Fe’Y = {0}. Hence also
G+ P(v) = {0} by (i), as required.

Now to complete the proof we assume that the rays of every upper line in

t~7 are oriented so one is A and one is V. Enumerate the n upper circles in the
diagram t7¥ in some fixed order. Then the map

f:Kire, — Kaex ® R®",  (aptvd) — (ap)) @ 1 ® -+ ® Ty,
where x; is 1 or x according to whether the ith upper circle of 7 is anti-clockwise
or clockwise in autv?y, is an isomorphism of left Kj-modules. Moreover f
is homogeneous of degree cups(t) by Lemma 2.4l Since P(\) = Kpey and
GhrP(v) & Kfpey(—caps(t)), this proves (iii). It also shows that G4 P(7y) is
non-zero, completing the proof of (ii) as well. O

Corollary 4.3. K. is projective both as a left Kx-module and as a right
Kr-module.

Proof. As aleft Ky-module, we have that K & @’YEF K e,. Each summand
is projective by Theorem [.2](1),(iii), hence K}y is a projective left Kx-module.
Moreover, by the anti-multiplicativity of x, we know that K} is isomorphic as
a right Kp-module to the right Kpr-module obtained by twisting the left K-
module KffA with . As we have already established, Kf“A is a projective left
Kp-module, hence K. is a projective right Kp-module too. O

Corollary 4.4. Projective functors are exact and send finitely generated pro-
jectives to finitely generated projectives.
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Filtrations by cell modules. Recall the definition of the cell modules V (u)
for Kp from [BS| §5]: for each u € A, V(i) is the graded vector space with
homogeneous basis {(c,u| ‘ for all oriented cup diagrams c,u} and the action of
(aXb) € K, is defined by

| saw(p)(ap] if b* = c and ap is oriented,

(aAb)(ep] := { 0 otherwise, (4.2)
where sgap(1) € {0,1} is the scalar from [BS, Theorem 4.4]. The following
theorem describes explicitly the effect of a projective functor on a cell mod-
ule, showing in particular that a cell module is mapped to a module with a
multiplicity-free filtration by cell modules.

Theorem 4.5. Let t be a proper AT'-matching and v € T'.
(i) The Kj-module GLV () has a filtration

{0} =M(0) c M(1) C - € M(n) =GV (7)

such that M (i) /M (i — 1) =2 V(u;){deg(uity) — caps(t)) for each i. Here
W1, ..., My denote the elements of the set {yu € A | utvy is oriented} or-
dered so that p; > pj implies i < j.

(ii) The module GY .V (v) is non-zero if and only if each cup in tv is oriented
(some could be clockwise and some anti-clockwise).

(iif) Assuming the condition in (ii) is satisfied, the module G4V (7) is inde-
composable with irreducible head isomorphic to L(\)(deg(Aty)—caps(t)),
where X € A is the unique weight such that X is the upper reduction of
t7; equivalently, Aty is oriented and all its caps are anti-clockwise.

Proof. We first claim that the vectors
{(apityy) ® (v | for i =1,...,n and all oriented cup diagrams aj; }

give a basis for GV (). By Theorem B.5(ii), the vectors (autvv) ® (vv7y)
give a basis for G4 P(v). By [BS, Theorem 5.1], V() is the quotient of P(v)
by the subspace spanned by the vectors (cv7) for v > . Using exactness of
the functor G4, it follows that G4V (v) is the quotient of G4 P(v) by the
subspace spanned by the vectors (autA\b) ® (cv¥) for v > . By Theorem [B.5(i),
this subspace is spanned already by the basis vectors (autvv)® (vv7y) for v > 7.
Hence G-V (7) has a basis given by the images of the vectors (autyy) ® (y77),
which is equivalent to the claim.

Now we let M(0) := {0} and for i« = 1,...,n let M(i) be the subspace of
GV (7) generated by M (i — 1) and the vectors

{(apitvy) @ (1] | for all oriented cup diagrams aj;} .

Thanks to the previous paragraph, this defines a filtration of G4V (y) with
M(n) = G4V (7). We observe moreover that each M (i) is a Kj-submodule
of G4V (7). This follows by Corollary 3.4 and Theorem [3.5(i). The quotient
M (3)/M (i — 1) has basis given by the images of the vectors

{(cpityy) @ (17 | for all oriented cup diagrams cy;} .
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Moreover by Theorem B3] we have that

(aAb)(cpity¥) @ (yy| =

Saxb(1i) (apityy) @ (yy| if b= ¢* and ap; is oriented,
0 otherwise,
working modulo M (i — 1). Recalling (4.2), it follows that the map

M (@) /M (i — 1) — V(pi)(deg(pity) — caps(t)),  (cuityy) © (yv] — (cpil
is an isomorphism of graded Kj-modules. This proves (i).

Now we deduce (ii). If there is a cup in the diagram ¢ that is not oriented,
then there are no u € A such that pty is oriented. Hence G4V (vy) = {0}
by (i). Conversely, if every cup in tv is oriented, then the weight A\ defined in
the statement of (iii) is a weight such that Aty is oriented, hence G4V (7) is
1ON-Zero.

Finally to prove (iii), we ignore the grading for a while. The cell filtration
from (ii) is multiplicity-free. Since each cell module has irreducible head, it
follows easily that G4V (v) has multiplicity-free head. On the other hand,
G4V (7) is a quotient of GYP(v), which by Theorem [A2(iii) is a direct sum
of copies of P(\). Hence the head of G4V (7) is a direct sum of copies of L()).
These two facts together imply that the head consists of just one copy of L(\)

(shifted by some degree). It just remains to determine the degree shift, which
follows from (i). O

Adjunctions. Let t be a proper AI'-matching. We are going to prove that the
functors GtF*A and Gf\r form an adjoint pair (up to some degree shifts). Define
a linear map

¢: Kiy ® Kipr — Kr (4.3)
as follows. If ¢ is not a proper AI'-matching we simply take ¢ := 0. Now assume
that ¢ is proper and take basis vectors (aA\t*vd) € Kfy and (d'stub) € Kip. Let
¢ be the upper reduction of t*d. If d = d* and all mirror image pairs of upper
and lower circles in t*d and d*t, respectively, are oriented in opposite ways in
the diagrams aAt*vd and d*ktub then we set

o((art*vd) @ (d'ktpb)) := (aXc)(c* ub) (4.4)
Otherwise, we set
o((aXt*vd) @ (d'ktub)) == 0. (4.5)

Lemma 4.6. The map ¢ : KIEA ® K& — Kr is a homogeneous (Kr, Kr)-
bimodule homomorphism of degree —2caps(t). Moreover it is Ky-balanced, so
it factors through the quotient to induce a map @ : KfjA @k, Kip — Kr.

Proof. We may as well assume that ¢ is a proper AI'-matching, as the lemma is
trivial if it is not. Now we proceed in several steps.

Step one: ¢ is homogeneous of degree —2caps(t). To see this, let notation be
as in ([44]). Suppose p (resp. q) of the upper circles in t*d are clockwise (resp.
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anti-clockwise) in the diagram aAt*vd. Then ¢ (resp. p) of the lower circles in
d*t are clockwise (resp. anti-clockwise). By Lemma [2.4] we have that

deg(at*vd) = deg(alc) + cups(t*) +p — ¢,
deg(d*ktub) = deg(c*ub) + caps(t) + g — p.
Noting cups(t*) = caps(t), this shows that
deg((aic)(c*ub)) = deg((art™vd) @ (d* ktub)) — 2 caps(t).

Step two: the analogous statement at the level of Khovanov algebras. Assume
that A and T" are Khovanov blocks. Then we can also define a linear map

Y : Hhy ® Hyr — Hy

by exactly the same formulae (L4)—(35]) that were used to define . We are
going to prove that 1 is an (Hp, Hr)-bimodule homomorphism and an Hx-
balanced map. To see this, it is quite obvious from the definition that 1 is
a left Hp-module homomorphism, since only the circles that do not meet the
bottom number line get changed in the passage from aAt*vd to alc, and these
play no role in the left Hp-module structure. Similarly, v is a right Hp-module
homomorphism. It remains to prove that v is Hp-balanced. Introduce a new
map
w: HFXF — Hp

as follows. Take a basis vector (a\t*utvb) € HFXF If any of the internal circles
in the diagram t*t are anti-clockwise in aAt* utvb, we map it to zero. Otherwise,
let u be the reduction of t*t and consider the diagram aAurb. This has a
symmetric middle section containing u so it makes sense to iterate the surgery
procedure from [BS| §3] to this middle section to obtain a linear combination
of basis vectors of Hp. We define the image of (aAt*utb) under the map w to
be this linear combination. The main task now is to prove that

Y=wom, (4.6)

where m denotes the multiplication map HE, ® Hip — H& Y from ([B3). Since
we know by (B4]) that m is Hp-balanced, (4.0) immediately implies that 1 is
H x-balanced.

To prove (0), take basis vectors (aAt*vd) € Hpy and (d'rktub) € Hip. Since
both maps ¢ and m are zero on (aAt*vd) @ (d'ktub) if d' # d*, we may assume
d' = d*. Now we proceed to show that

Y((aAt*vd) @ (d*ktub)) = w((at*vd)(d* ktub)) (4.7)

by induction on caps(¢). In the base case caps(t) = 0, there are no upper
circles in t*d and no internal circles in the diagram t*t. Moreover, there is
a natural bijection between the caps in the diagram t*d and the caps in its
upper reduction ¢. To compute ¥ ((aAt*vd) @ (d*ktub)) = (aXc)(c* ub) involves
applying the surgery procedure to eliminate each of these caps in turn. On the
other hand, to compute w((aAt*vd)(d*ktub)) involves first applying the surgery
procedure to eliminate all of the caps in d (that is what the multiplication m
does) then applying it some more to eliminate the remaining caps in t* (that is
what w does). The result is clearly the same either way.
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So now assume that caps(t) > 0 and that (A7) has been proved for all smaller
cases. Suppose first that the diagram t*d contains a small circle (a circle with
just one cup and cap). If this circle and its mirror image are oriented in the
same ways in t*vd and d*kt then 1) produces zero. If they are both clockwise
circles then the product (aAt*vd)(d*ktub) is zero, and if they are both anti-
clockwise circles then there is an anti-clockwise internal circle in the product
(aAt*vd)(d*ktub) so w produces zero. Hence we may assume the small circle
and its mirror image are oriented in opposite ways in t*vd and d*kt. Now
we can just remove these two circles (and the vertices they pass through on
the number lines) to obtain simpler diagrams aA*tjr1d; and djkitipb with
cups(t1) < cups(t). Using the definitions it is easy to see that

Y((aAt'vd) @ (d*ktub)) = Y((aXtirvidy) & (d]kitiub)),
w((art*vd)(d*ktub)) = w((aXtividy)(di k1t ub)).
By induction the right hand sides of these equations are equal. Hence the left
hand sides are equal too.

We are now reduced to the situation that caps(t) > 0 and t*d contains no
small circles. Then there must a kink on the top number line of t*d with a mirror
image kink in d*t. Let a\*tjv1d; and diki1tjub be the diagrams obtained by
straightening these kinks (removing two vertices from the number lines in the
process):

A W RV I W

| | NI |
Again we have that caps(t1) < caps(t) so are done by the induction hypothesis
as soon as we can show that

P((art™vd) © (d"ktpb)) = ¢ ((artiridi) © (dyritipub)),
w((art*vd)(d*ktub)) = w((aXtividy)(dik1tiub)).

The first equality is clear as t*d and tjd; have the same upper reduction c.
To get the second equality, observe to compute the product (aAt*vd)(d*ktub)
we can follow exactly the same sequence of surgery procedures as to compute
(aXtjvidy)(dikitipb) then add one additional surgery procedure at the end
involving the kinks that were removed. This final surgery procedure creates
one extra internal circle:

7 | [ Y

g 1 Ay

~o
@q _/ '/\L/ _/

Since w sends anti-clockwise internal circles to zero, we are only interested in
terms in which this extra internal circle is clockwise, so that the other circle gets
oriented at the end in the same way as it was prior to the last surgery procedure.
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We conclude that the terms in the product (aAt*vd)(d*ktub) in which the extra
circle is clockwise exactly match the terms in the product (aAtjvidy)(dik1t1ub).
So w takes the same value on them both.

Step three: ¢ is a Kp-balanced (K, Kr)-bimodule homomorphism. It remains
to deduce this statement about ¢ from the analogous statement about v at the
level of Khovanov algebras just established in step two. This is done by reducing
first to the case that I' and A are blocks of bounded weights by a direct limit
argument involving (B.I1]), then passing from there to the Khovanov algebra
setting by taking closures using ([BI0]). We omit the details. (It is also possible
to give a direct proof of this statement by mimicing the arguments from step
two in terms of the generalised surgery procedure from [BS], §6].) g

Theorem 4.7. There is a graded (Kx, Kr)-bimodule isomorphism

¢ : Kjp(—2caps(t)) = Homp (Kfy, Kr)
sending y € K& to the homomorphism $(y) : Kk — Kp,z — ¢(z @ y).
Proof. We know already that ¢ is of degree —2caps(¢) by Lemma [£.6, hence
the map ¢ is homogeneous of degree 0. To check it is a left Kx-module ho-

momorphism, take u € Ky, y € K4 and x € K},. Using the fact that ¢ is
K\-balanced, we get that

(up(y)(@) = ¢(y)(zu) = p(ru ®@y) = p(z @ uy) = G(uy)(z).
Hence up(y) = ¢(uy) as required. To check that it is a right Kp-module
homomorphism suppose also that v € Kr. Then

@) () = (e(y)(x)v = e(z @ y)v = p(z @ yv) = G(yv)(z).
So ¢(y)v = @(yv) as required. It remains to check that ¢ is a vector space
isomorphism. For this it is sufficient to show that the restriction

¢ exKhip — exHomp, (Kty, Kr) = Homp. (K& ey, K1)

is an isomorphism for each A € A. We may as well assume that ey K. is non-
zero, since this is equivalent to KffAeA being non-zero. Let v € T be defined
so that 7 is the upper reduction of t*A. Let n be the number of upper circles
removed in the reduction process. Then by Theorem [.2)i),(iii) we have that
KffAe,\ >~ Kre, @ R®" as a left Kp-module (for the rest of the proof we are
ignoring the grading). Similarly, exK% = e, Kr ® R®™ as right Kp-modules.
Transporting the map ¢ through these isomorphisms, the thing we are trying
to prove is equivalent to showing that the map

eyKF ® R®" — HOII]KF (er-y & R®n, KF),
VRTI® @ Ty (UYL @ @ Y > T(T1Y1) -+ T(TpYn ) uv)

is an isomorphism, where 7 is the counit from (BI6]). This quickly reduces
to checking that the natural map e, Kt — Hompg,.(Krey, K1) defined by right
multiplication is an isomorphism, which is well known. O

Corollary 4.8. There is a canonical isomorphism
Hompg. (KfjA, ?) >~ Khr(—2caps(t))®k.?
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of functors from Mods(Kt) to Modys(Kn).
Proof. There is an obvious natural homomorphism
HomKr (KIE‘*A’ M) = HomKr (Klé‘*lb KF) QK M

for any Kp-module M. Since KffA is a projective left Kp-module, it is actually
an isomorphism. Now compose with the inverse of the bimodule isomorphism
from Theorem [4.7] O

Corollary 4.9. There is a canonical degree zero adjunction making
(G (cups(t) — caps(t)), Ghr)
into an adjoint pair of functors between Mody (Ka) and Modys (Kr).

Proof. Combine the standard adjunction making (K{,®xk, ?, Hom g (K5, , 7))
into an adjoint pair with Corollary 4.8, and recall the degree shift in ([d1)). O

Projective functors commute with duality. Next we show that projective
functors commute with the ® duality introduced just before [BS|, (5.4)].

Theorem 4.10. For a proper AI'-matching t and any graded Kr-module M,
there is a natural isomorphism Gip(M®) = (G4 M)® of graded Kx-modules.

Proof. In view of the grading shift in (4.1, it suffices to construct a natural
K x-module isomorphism

K}\F @Kr (M®) = (KRF QKr M)®
that is homogeneous of degree —2 caps(t).
We first define a linear map
0:Kjr@(M®)@ Kip @ M - TF
by sending z ® f @ y ® m to f(p(z* ® y)m), where ¢ is the map from (4.3
and * is the degree preserving map from (3.9]). Since ¢ is of degree —2 caps(t)

according to Lemma [£.6] the map 6 is of degree —2 caps(t) as well. For u € Kp,
we have that

O(zu® foy@m)= f(p((zu)" @ y)m) = f(p(u'z" @ y)m)
= f(Wp(z" @y)m) = (uf)(p(x* @y)m) = 0(r @ uf @ y @ m)
and
Oz @ f@yu®m) = f(p(z" @yu)m)
= flp(z" @ y)um) =0(z ® f @ y @ um).

This shows that 6 factors through the quotients to induce a homogeneous linear
map (Kjr @k, (M®)) ® (Kip @k M) — F of degree —2caps(t).
Hence there is a well-defined homogeneous linear map of degree —2 caps(t)

0: Kir @y (M®) = (Kjr @ M)®
which sends a generator = ® f € K ®k,. (M®) to the function
0(z® f): Kip @k M — T,
yom—0z® foyem)= fle@" @y)m).
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We check moreover that 6 is a K A-module homomorphism: for v € K\ we have
that

(0(z @ f))y@m) = (0((z) ® f))(v'y @m) = f(p(z* @ vy)m)
= flp(z™v" @y)m) = f(o((vr)* @ y)m)
vz @ f)(y @ m),

e v0(z® f) =0(vz ® f). .
It remains to prove that 8 is a vector space isomorphism. For this, it suffices
to show for each A € A that the restriction

0:exKir @5 (M®) — ex(Kir @ M)®.

is an isomorphism. Of course we can identify e (K4 ® k. M)® with the graded
dual (e) K4 @k M)® of the vector space ey K ® . M. We may as well assume
that exKp # {0}. Let v € T be defined so that 7 is the upper reduction of
t*X. Let n be the number of upper circles removed in the reduction process.
Then by Theorem B.2(i),(iii) we have that

exKhp = e, Kr ® R®"

as right Kp-modules (ignoring gradings). Transporting 6 through this isomor-
phism, our problem reduces to showing that the map

(e Kt ®Ky (M®)) @ R®" — ((e“/KF Rrp M) ® R®n)®

that sends (u ® f) ® 1 ® - -+ ® z,, to the function (V@ M) @Y1 @ -+ R Y, —
T(z1y1) - - - T(TpYn) f(u*vm) is an isomorphism, where 7 denotes the counit from
(BI6). To see this, identify e Kr ®k. M = e, M and e, Kt Qp, (M®) =
ey (M®) = (e, M)®. O

Projective functors on irreducible modules. The next theorem describes
the effect of projective functors on the irreducible Kr-modules {L(v) |~y € T'};
recall in Theorems and we already explained what they do to projective
and cell modules.

Theorem 4.11. Let t be a proper AI'-matching and v € T'.
(i) In the graded Grothendieck group [Mod(Ky)], we have that

[GhrL(y)] = (q+q )™ [L(w),
o
where ny, denotes the number of lower circles in ut and the sum is over
all p € A such that
(a) ~y is the lower reduction of ut;
(b) the rays of each lower line in put are oriented so that exactly one
is A\ and one is V. B
(ii) The module G4 L(v) is mnon-zero if and only if the cups of ty are ori-
ented so they are all anti-clockwise.
(iii) Assuming the condition in (ii) is satisfied, define A € A by declaring
that X is the upper reduction of t3; equivalently, At~y is oriented and all
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its caps and cups are anti-clockwise. Then GhL(v) is a self-dual inde-
composable module with irreducible head isomorphic to L(\){— caps(t)).

Proof. We first prove (i). We need to show for any p € A that

() == _ ¢/ dim Homg, (P(1), GhrL(7));
JEZ
is non-zero if and only if the conditions (a) and (b) are satisfied, when it equals
(g + ¢ Y™ . By Corollary @9 we have that

(1) = > ¢’ dim Hom . (G P(u) (cups(t) — caps(t)), L(7));-
JET
By Theorem @2l we know that G&, P(u) is non-zero if and only if (b) is satisfied,
in which case it is isomorphic to P(3) ® R®™: (caps(t) — cups(t)) where 3 € T' is
such that the lower reduction of ut equals 5. Hence () is non-zero if and only
if both (a) and (b) are satisfied, in which case

() =Y ¢ dimHomp, (P(y) @ R®"™  L(7)); = (¢ +q )™,
JET
as claimed.

Now we deduce (ii) and (iii). As GLL(7) is a quotient of G4V (), we may
assume by Theorem [4.5]ii) that each cup of ¢ is oriented. By Theorem [£5((iii),
G4V (7) has irreducible head L()\)(deg(\ty) — caps(t)). Hence GLpL(y) is
either zero or else it too has irreducible head L(\)(deg(Aty) — caps(t)). But we
know already by (i) that G%L(v) has a composition factor isomorphic to L(\)
(shifted in degree) if and only if the weight u := X satisfies the conditions (a)
and (b) from (i). In view of the definition of A, these conditions are equivalent
simply to the assertion that each cup of ¢~ is anti-clockwise, i.e. deg(Aty) = 0.
We have now proved (ii), and moreover we have established the statement from
(iii) about the head. Finally the fact that G L(v) is self-dual follow from
Theorem [4.101 0

Corollary 4.12. The functor G sends finite dimensional modules to finite
dimensional modules.

Proof. In view of the theorem, it remains to observe for v € I' that there are
only finitely many A € A such that v is the lower reduction of At. This follows
ultimately because there are only finitely many caps in . O

Indecomposable projective functors. The final theorem of the section
proves that the projective functor from (4.1l is an indecomposable functor,
i.e. it cannot be written as the direct sum of two non-zero subfunctors. The
proof follows the same strategy as the proof of [S2, Theorem 5.1]. We need one
preliminary lemma. To formulate this, let ¢ be a proper AI'-matching. Define

D(t) = {y € T | Kjr @k, L(7) # {0}}. (4.8)
Note Theorem [.11](ii) gives an explicit combinatorial description of I'(t): it is
the set of all weights v € I' such that all cups in the composite diagram tv are
anti-clockwise cups. Let L denote the equivalence relation on I'(t) generated
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by the property that A % s if the composition multiplicity [V(A) : L(p)] is
non-zero, for A, p € I'(¢).

Lemma 4.13. The set I'(t) is a single rtv—equivalence class.

Proof. Let I index the vertices on the top number line of ¢ that are at the ends
of line segments. Take any pair of indices ¢ < j from I that are neighbours in
the sense that no integer between ¢ and j belongs to I. To prove the lemma it
suffices to show that A\ ~ u for any pair of weights A, u € I'(¢) such that

» the ith and jth vertices of A and p are labelled AV and VA, respectively;
» all other vertices of A and p are labelled in the same way.

For this, note from the explicit combinatorial description of weights in I'(¢) that
i has a cup joining vertices ¢ and j. Hence pA is an oriented cup diagram. It

follows that [V (M) : L(u)] # 0 by [BS, Theorem 5.2], so A L u as required. [

Theorem 4.14. The functor Gl : Mod;s(Kr) — Mody(Ky) is indecompos-
able.

Proof. Suppose that Gf\r = F| @ Fy as a direct sum of functors. Each F; is
automatically exact. To prove the theorem it suffices to show either that F} = 0
or that F» = 0. By exactness, this follows if we can show either that I'y = @ or
that I'y = @, where I'; := {y € I' | F;L(~) # {0}}.

Take v € T. If v ¢ I'(t) then G4 L(y) = {0}, hence both FyL(y) and
FyL(v) are zero. If v € T'(t) then G4 L(y) = FiL(y) ® F>L(v) is a non-zero
indecomposable module by Theorem [.TT|(iii). Hence exactly one of FjL(7) or
F5L(7) is non-zero. This shows that we have a partition

F(t) =Ty urlys.

Now we claim for weights A\, u € T'(¢) satisfying [V (\) : L(p)] # 0 that A and p
belong to the same one of the sets I'y or I's. To see this, assume without loss
of generality that A € T';. As FiL(\) # {0} we deduce that F;V(\) # {0}.
As GLrV(N) = FiV(N) @ FRV()) is indecomposable by Theorem HLH|(iii), we
deduce that FoV(A) = {0}. As [V(A) : L(u)] # 0 we deduce that FoL(u) = {0}
too. Hence p ¢ T'y, so p € T'y as required.

Recalling the definition of the equivalence relation X on I'(t), the previous

paragraph shows that I'y and I's are both unions of rtv—equivalence classes. In
view of Lemma [£.13] this means either I'y = @ or 'y = @. O

5. KAZHDAN-LUSZTIG POLYNOMIALS AND KOSZULITY

Now we have enough basic tools in place to be able to prove that the algebras
K are Koszul. The key step is the explicit construction of a linear projective
resolution of each cell module.

Combinatorial definition of Kazhdan-Lusztig polynomials. In this sub-
section we recall a beautiful closed formula for the Kazhdan-Lusztig polynomials
associated to Grassmannians discovered by Lascoux and Schiitzenberger [LS];
see also [Z]. Actually we are going reformulate [LS] in terms of cap diagrams to
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match the combinatorial language we are using everywhere else; one advantage
of this is that the reformulation also makes sense for unbounded weights.

We begin by introducing some length functions. For a block A, let I(A)
denote the (possibly infinite) set of integers indexing vertices of weights in A
whose labels are not o or x. For A\, u € A, let I(\, ) denote the (necessarily
finite) subset of I(A) indexing the vertices that are labelled differently in A and
w. For any i € I(A), we define

LA ) :=#{j € I(\p)|j<iand vertex j of X is labelled V}
—#{jeI(\p)|j<iand vertex j of u is labelled V}. (5.1)

So ¢;(A, 1) counts how many more V’s there are in A compared to p on the
vertices to the left or equal to the ith vertex. We note that A < p in the Bruhat
ordering if and only if ¢;(\, ) > 0 for all ¢ € I(A). Introduce the relative length
function on A by setting

i€I(A)
If A < p, this is just the minimum number of transpositions of neighbouring VA
pairs needed to get from A to p, where “neighbouring” means separated only
by o’s and X’s.

Any cap diagram c¢ cuts the upper half space above the number line into
various open connected regions. We refer to these as the chambers of the cap
diagram c. A labelled cap diagram C is a cap diagram whose chambers have
been labelled by integers in such a way that

» external (unbounded) chambers are labelled by zero;
» given two chambers separated by a cap, the label in the inside chamber
is greater than or equal to the label in the outside chamber.
If C is a labelled cap diagram we let |C| denote the sum of its labels. In any
cap diagram, we refer to a cap in the diagram that does not contain any smaller
nested caps as a small cap.

Now we are ready to define the (combinatorial) Kazhdan-Lusztig polynomials
pau(q) for each A\, € A. If X £ p then we set py ,(¢) == 0. If X < g, let D(A, )
denote the set of all labelled cap diagrams obtained by labelling the chambers
of 7 in such a way that the label inside every small cap is less than or equal to
L;(\, p), where i indexes the leftmost vertex of the small cap. Set

pau(a) =g " gl (5.3)
CeD(Ap)
It is not immediately obvious from (53] that py ,(¢) is actually a polynomial
in ¢, but that is clear from Lemma below. We will write pg\n/i for the ¢"-
coefficient of py ,(q), so
pa(a) =Y P\ (5.4)
n>0
We also define the corresponding matrix

Pr(q) == (Px,u(@)) 2 pen- (5.5)
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Here is an example illustrating the computation of py ,(¢) in practise:

0
; oo 0
0/1
L B
- \
Lip)= o o 1 1 1 1 2 2 2 2 2 1 1 0
A=

Remark 5.1. If [A| < oo, the polynomials py ,(¢) are almost exactly the same
as the polynomials QY,(¢q) defined in [LS| §6], which are shown in [LS| Théoréme
7.8] to be equal to the (geometric) Kazhdan-Lusztig polynomials associated to
Grassmannians in the sense of [KL]. To be precise, for A € A, let w(\) denote
the word in symbols a and ( obtained by reading the vertices of A from left to
right and writing « for each V and 3 for each A. Then we have that
N, —
panl@) = " MMQL (a7).
This equality follows by translating the combinatorial description from [LS].

In the next subsection we need instead a recursive description of the poly-
nomials py ,(q) from [LS]. To formulate this, given neighbouring indices i < j
from I(A), we let

AY? = {1/ €A

The following lemma repeats |[LS, Lemme 6.6] (and its proof).

the jth vertex of v is labelled A (5.6)

the ith vertex of v is labelled V }

Lemma 5.2. The polynomials py ,,(q) are determined uniquely by the following
properties.

(i) If X = p then py ,(q) =1 and if X £ p then py ,(q) = 0.
(i) If A < p, pick neighbouring indices i < j from I(A) such that X € AY).

Then
pan(q) = P (@) +aparu(q) if pe AYS,
o apx,u(q) otherwise,

where X' and p' denote the weights in some “smaller” block obtained
from X and p by deleting vertices i and j, and N is the weight obtained
from X by transposing the labels on vertices i and j.

Proof. We just check (ii). If u € AY/ then £;(\, ) = €;(N', ) + 1 and £(A, p) =
0N ')y = (N, )+ 1. There is a bijection from D(N’, u)UUD(N, ') to D(X, )
mapping C' € D(XN’, ) to itself and C' € D(XN, ') to the labelled cap diagram
obtained by adding vertices 7 and j and a small cap between them labelled by
£;(\, ). Using these observations and (B3)), we get that py ,(q) = py v (q) +
qpxr (@) Tnstead if p ¢ AY% then £;(\,p) = €(N',p) +1 and D(A, p) =
D(N', ). Again we get that py ,(q) = qpar,u(q). O
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Linear projective resolutions of cell modules. Recall the cell modules
from ([A2]). The following theorem is the central result of the section; the proof
here is based on [B, Lemma 4.49].

Theorem 5.3. For \ € A, there is an exact sequence
S P s Py —S V(L) — 0
where Py(A) := P(A) and Py(A) := D e p&"iP(,u)(n} formn > 0.

Proof. As Py(X) is the projective cover P(A) of V()\), there is a surjection
e : Py(A) — V(N). We show by simultaneous induction on def(\) and n =
0,1,... that there exist maps dy, : P+1(\) — P,(\) such that imd,, = kerd,,_1,
interpreting d_; as the map . If def(\) = 0 then A is maximal in the Bruhat
ordering, so P(\) = V(\) by [BS| Theorem 5.1] and P;(\) = Py(A\) =--- = 0.
Hence all the maps dy, d1, ... are necessarily zero and ¢ is an isomorphism. This
verifies the assertion for def(\) = 0.

Now we assume that n > 0, def(\) > 0 and that we have already constructed
the maps d;, : Pnt1(A) — Ppr(XA) for all 0 < m < n. Choose neighbouring
indices i < j from I(A) such that A € AY}. Recalling (5.6]), let T' denote the

“smaller” block consisting of all weights obtalned by removing vertices ¢ and
j from the weights in AY’}, and let AY> — T, v+ v/ be the obvious bijection
defined by letting v/ denote the weight obtained from v by deleting vertices 7 and
j. Let t be the proper AI'-matching with a cap joining vertices 7 and j on the
bottom number line and vertical line segments joining all other corresponding
pairs of vertices in the bottom and top number lines (skipping vertices labelled
o or x). The definition of ¢+ means that i is the upper reduction of ¢y’ for every
€ AY/}, hence

GArP(u') = P(u) (5.7)
by Theorem Also by Theorem [£.5](i), there is a short exact sequence
0— V) L GV ) — VA (1) — 0. (5.8)

The idea now is to apply the induction hypothesis to the left and middle term
of this sequence and then deduce the result for the right hand side by taking
the cone of f.
By the induction hypothesis, there are exact sequences
o) = By X) =V (V) 0,

Py N)—=By(N)— - =By(N)=V(\) =0
with Pu(X") = @,en P, (1) () and Pt (X) = Bpuenys v P (n+1).

Applying the exact functor G to the second of these and then using [W), 2.2.6]
to lift the map f from (5.8]) to a chain map, we obtain a commuting diagram

P,\N) —--— P\ — V(\) =0

| Lol

Gl Pt (V) Gl pPa(N) = -+ Gl Py(N) =GV (V)= 0
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with exact rows. The total complex of this double complex is exact by [W],
2.7.3], so gives an exact sequence

Py(N") & GipPori(N) = - = V() @ GypPo(X) — GipV(N) — 0.

To this sequence, there is an obvious injective chain map from the exact se-
quence 0 — -+ — 0 — V(') — V(\') — 0. Taking the quotient using (5.8))
and [W| Exercise 1.3.1], we obtain another exact sequence

Pp(N") @ Ghp Pt () = -+ = GhpR(X) = V(A)(=1) — 0.
Recalling Lemma [5.21 and (5.7)), we have that
GirPo(\) = GArP(N) = P(N)(-1) = B(N)(-1)
and
Po(N) & G Pt (V) 2 @0\, P(w)(n) & @ pi s P(u)(n)

nEA ueAXﬁ

~ 1
~ Py = Puri(N)(-1).
HEA

So, shifting degrees by one, our exact sequence can be rewritten as an exact

sequence

Por (V) 25 2 P -5 V(L) — 0.
This constructs a map d,, such that imd,, = ker d,,_1, where for n > 0 the map
d,_1 is as constructed in the previous iteration of the induction. O

Corollary 5.4. The matriz PA(—q) is the inverse of the q-decomposition matriz
Da(q) from [BS) (5.13)].

Proof. Recalling [BS|, (5.14)] and the Cartan matrix Ca(q) = (cxu(q))rpuea
from [BS|, (5.6)], we have by Theorem [5.3] that

d)\,,u(Q) = Z qj dim HomKA (P()‘)a V(N))j
j=0
= Y (~1)'¢’ dim Homg, (P(X), Pi(u));
750

= Z Z )ig p(l dim Homg, (P()), P(v)(i));

veMNi,7>0

= Z <Z(—q)ip£f’)y> <qu diHlHornKA (P(/\),P(V))j)

veh i>0 5>0
- Zp,u, C)\ v )
veA
Using also the familiar factorisation [BS| (5.17)], this shows that
Da(q) = Ca(9)Pa(—a)" = Da(@)Da(@)" Pa(—a)".

Now multiply on the left by the inverse matrix Dy (g)~! (which exists in all
cases as Dy (q) is a unitriangular matrix) and transpose. O
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The next corollary identifies the polynomials py ,,(¢) with the (representation
theoretic) Kazhdan-Lusztig polynomials associated to the category Mod(K)
in the sense of Vogan [V].

Corollary 5.5. For A\,u € A, we have that

prn(a) = 3 ¢ dim Exctie, (V(N), L(n)).
i>0

Moreover, ExthA(V()\),L(u))_j =0 unless i = j = £(A\, p) (mod 2).

Proof. Apply the functor Homg, (7, L(x)) to the projective resolution of V()
constructed in Theorem [5.3] to obtain a cochain complex 0 — C? — Ct — ...

with
C' = P C™ = P Homp, (P(N), L(1))
JEZ JEZ
the cohomology of which computes Ext’. L(V(A), L(p)). We get from the defini-

tion of P;(\) that dim C*J = 5i,jpg\i)u, In view of the definition (5.3]), this means
that C*/ = 0 unless i = j = £(\, ;) (mod 2). In particular, this shows that
all the differentials in the cochain complex are zero, so we actually have that

O — Ext%A(V(/\), L())—;. The corollary follows. U

Koszulity in the finite dimensional case. Recall from [BGS, Definition
1.1.2] that a positively graded associative unital algebra K = P,~, K, is
Koszul if -

» K is a semisimple algebra;

» the module K/K~( has a linear projective resolution, i.e. there is an
exact sequence --- — Py — P — Py — K/K~¢ — 0 in the category
of graded K-modules such that each P, is projective and generated in
degree n.

Theorem 5.6. If |A| < oo then Kp is Koszul.

Proof. Under the assumption that |A| < oo, Ky is a graded quasi-hereditary
algebra by [BS| Corollary 5.4]. Moreover by [BS, Theorem 5.3] its left standard
modules in the usual sense of quasi-hereditary algebras are the cell modules
V(A). Hence Theorem [5.3] establishes that its left standard modules have linear
projective resolutions. Twisting with the anti-automorphism = from [BS| (4.14)]
we also get that its right standard modules have linear projective resolutions.
Therefore K, is Koszul by [ADL, Theorem 1]. (Alternatively, this can be
deduced from [CPS, Theorem (3.9)] and Corollary [5.51) O

Corollary 5.7. If |A| < co then Ky is a quadratic algebra.
Proof. This is [BGS| Corollary 2.3.3]. O

For the next corollary, we recall the definition of the Koszul complex following
[BGS, 2.6]. Still assuming |A| < oo, let kp denote the semisimple algebra (K)o
and write ® for ®g,. By Corollary 5.7, we can identify K with T'(Va)/(Ra)
where T'(V}) is the tensor algebra of the ky-module V) := (K ); and Ry is the
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subspace of V) ® V), consisting of the elements whose canonical image in (K )2
is zero. Let Py := K\, P, := Ky, ® V) and

n—2
Pyi= Ky () (Vi o Ry o v ) (5.9)
i=0
for n > 2, all viewed as Kjx-modules via the left regular action on the first
tensor factor. The Koszul complex for Ky is

c Py A P Py S Ky /(K)o — 0 (5.10)

where the differential d,, is the map a @ vyg ® -+ Q v, — avg ® - -+ R vy, and €
is the natural quotient map. The following corollary implies that the Koszul
complex is a canonical linear projective resolution of Ky /(K )>o-

Corollary 5.8. If |A| < oo then the Koszul complex for Ky is exact.
Proof. This is [BGS| Theorem 2.6.1]. O

To formulate the final corollary, recall the matrix Pa(q) from (&.5]) and the
Cartan matrix Cp(g) from [BS, (5.6)]. Continuing to assume that |A| < oo,
define the Poincaré matriz

Ex(q) = (exu(@))xnen (5.11)

where ey ,(q) = Y ;5 ¢ dim Ext’}{A(L(A),L(u)). Because K has finite global
dimension in our current situation each ey ,(¢) is a polynomial.

Corollary 5.9. If |A| < co then Er(q) = Ca(—q)~' = Pa(q)T Pa(q).

Proof. The first equality is [BGS, Theorem 2.11.1]. The second equality follows
by inverting the formula Cp(—q) = Da(—q)Da(—¢)T from [BS, (5.17)] and
using Corollary 5.4 O

Koszulity in the general case. Recall a locally unital algebra K is an asso-
ciative algebra with a system {e; | i € I} of mutually orthogonal idempotents
such that K = EBZ jer €ile;. There is a natural notion of a locally unital Koszul
algebra: a locally unital positively graded algebra K = €, ., K, such that

» Ky is a (possibly infinite) direct sum of matrix algebras;
» the module K/K~¢ has a linear projective resolution.

Assume for the remainder of the subsection that A is block with |A| = co. The
algebra K is not unital but it is locally unital; see [BS, (4.13)]. We wish to
prove that it is Koszul in the new sense. (We remark that a detailed treatment
of quadratic and Koszul duality for non-unital algebras, based on the approach
of [MVS], can be found for example in [MOS].)

Recall the notation < from [BS| §4]. If ' < A then T is a finite block that
is canonically identified with a finite subset of A; see [BS| (4.9)]. Moreover the
algebra KT is canonically identified with a subalgebra of Ky; see [BS, (4.12)].
Any finite subset of A is contained in some I' < A. It follows that any finite
dimensional subspace of K, is contained in Kt for some I' < A. Since each Kt
is quadratic by Corollary 5.7 we deduce:
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Lemma 5.10. K, is quadratic.

Let ky := (Ka)o, which is an infinite direct sum of copies of the ground
field by [BS| (5.2)]. Let Vi := (Kj); and Ry C V) ® V) denote the elements
whose canonical image in (Kj)s is zero. Lemma [5.10] means we can identify
Ky =T(Vy)/(Rp). Now construct the Koszul complex

c Py A P Py S Ky (K)o — 0 (5.12)

in the infinite dimensional case in exactly the same way as (5.10). Note for
I" < A that Vr is a subspace of Vi and Rr is a subspace of Rj.

Lemma 5.11. Givenn >0 and A\, u € A, there exists T' < A such that A\, u € T
and e“V/f@”e,\ = euVI@"E)\. Hence

n—2 n—2
e ﬂ (Vﬁgi ® Rp ® V/{®(n—2—i)) ex = e, ﬂ (VI@i ® Rr ® VF®("_2_i)> ex.
i=0 1=0

Proof. Note eMVF"e  is spanned by vectors of the form
Qo R) © Agrka) @ - © Ayt )

for weights \;, v; € A such that \g = i, A, = A and each \;_1Vi); is an oriented
circle diagram of degree one. By [BS, Lemma 2.4] there are only finitely many
such weights. Hence we can find I' < A such that all possible \;,v; € A actually
belong to I'. Then it is clear that eMVEme,\ = euVIi@"eA. The second statement
follows by similar considerations. ([l

Theorem 5.12. The Koszul complex is exact.

Proof. The image of dy is the kernel of € and of course ¢ is surjective. So it
suffices to show that the complex of vector spaces

0 — (eyPmer)m e SN (euPrex)m o, (epPoex)m

is exact for each A, u € A and m > 0. The elements of all of the vector spaces
appearing in this complex are linear combinations of vectors of the form
(HVOXO) & (A()lel) - (An—l”nxn)

for 0 < n < m and A\;,v; € A with A\, = X such that ppXo is an oriented
circle diagram of degree (m —n) and each )\;_;7;); is an oriented circle diagram
of degree one. By [BS, Lemma 2.4] there are only finitely many such weights.
Hence we can find I' < A such that all possible A;,7; belong to I'. Just like in
the proof of Lemma 511}, we deduce that (e, Prex)m = (€,Qner)m where @y
denotes the nth term in the Koszul complex for K. Now we are done because
the Koszul complex for Ky is already known to be exact by Corollary 5.8 [

Corollary 5.13. Ky is Koszul.
Proof. The Koszul complex is a linear projective resolution of K /(Kp)so. O

Corollary 5.14. Given A\, € A and n > 0, there exists T' < A such that
M€ T and Bxtly, (LN, L() = Exti (L(V). L(1)).
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Proof. Multiplying the Koszul complex (5.12]) on the right by e, gives a pro-
jective resolution of L(A). Then apply the functor Hompg, (7, L(1)) and use
adjointness of tensor and hom to deduce that

n—2
Exth, (L), (1) Z e (] (VS @ Ra @ V"7 e,

interpreting the right hand side as e, Vjey in case n =1 and as e, kpey in case
n = 0. Now apply Lemma [5.111 O

The previous corollary implies in particular that each Exti, (L(A), L()) is
finite dimensional. So it still makes sense to define the Poincaré matrix Fx(q)
exactly as in (B.I1]), though its entries may now be power series rather than
polynomials.

Corollary 5.15. Ex(q) = Oa(—q)~! = Pr(q)T Pa(q).

Proof. In view of the factorisation [BS] (5.17)] and Corollary [5.4], we just need
to show that

dim Ext', (L( Z pr\ p(n m)

m=0veA

for each fixed n > 0. By Corollary [5.14] we can pick I' < A (depending on n)
such that Extf (L(M), L(p)) = Extf (L(A), L(1)). Applying Corollary 5.9] to
I', it remains to show that

Zzpy,\p(n ™ ZZZPMPW : (5.13)
m=0veA m=0vel’
By the proof of Corollary 5.4, Exti. (L(A), L(p)) = Extl (L(A, L(p)) for any
I' < T < A. Applying Corollary to YT, we deduce that (5.13]) is definitely
true if A is replaced by any such a block T. Hence the equality must also be
true for A itself. O

6. THE DOUBLE CENTRALISER PROPERTY

In this section, we are at last able to explain the full connection between the
generalised Khovanov algebra Hj and the algebra K. If A is of infinite defect
then Hy = {0}, in which case there is of course no connection at all. In all
other cases, we are going to prove a double centralizer property which implies
that K is a quasi-hereditary cover of Hy in the sense of [Rl Definition 4.34].

Prinjective modules. To start with, let A be any block. We call a Kx-module
a prinjective module if it is both projective and injective in the category of locally
finite dimensional graded Kj-modules. The next theorem is rather analogus to
a theorem of Irving [I] in the context of parabolic category O. It shows that
the prinjective indecomposable modules are parametrised by exactly the set A°
of weights of maximal defect that appears in the definition (BI7) of Hy (no
coincidence!).

Theorem 6.1. For A € A, the following conditions are equivalent:
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(i
(ii

(iii
(i

Proof. (i)=(ii). Assume that A € A°. There exists a block I' = {7} of defect
0 and a proper Al'-matching ¢ such that A is the upper reduction of y¢. This
matching ¢ has caps(t) = def(\) and cups(t¢) = 0. By Theorem [4.2]

P(X) 2= (Gip P(7)){def ().

As P(v) is irreducible, we have that P(7)® = P(v). Hence by Theorem FEI0]
we deduce that P(\)® = P(\)(—2def(\)).

(ii)=-(iii). This follows by duality because P()) is projective in the category
of locally finite dimensional graded Kx-modules.

(iii)=(iv). As L(\) is the irreducible head of P()), we deduce that L(\) is the
irreducible socle of P(A\)®. Assuming (iii), P(\)® is a projective module. By
[BS, Theorem 5.1], projective modules have a filtration by cell modules. Hence
P()\)® has a submodule isomorphic to V(1) (j) for some p € A and j € Z, such
that L(\) is a submodule of this V' (u)(j).

(iv)=-(i). Take 1 € A and suppose that w is a vector spanning an irreducible
K p-submodule of V(1) isomorphic to L(A)(—j) for some A € A and j € Z.
Since ey acts as 1 on L(\) and as zero on all the basis vectors (vu| of V()
for A # v, we may assume actually that Au is an oriented cup diagram and
w = (Ap|. We need to show that A is of maximal defect.

Assume for a contradiction that A is not of maximal defect. Then we can find
a pair of rays in the diagram Ay that are oppositely oriented and neigbouring
(in the sense that there are only vertices labelled o or x at the ends of cups
in between). Define v so that v is obtained from A by replacing these two rays
by a single cup. We then have that v\ and vu are oriented cup diagrams, and
v # \. By [BS| Theorem 4.4(iii)] and ([2)), we see that (vAN)(Au| = (vu|. This
contradicts the assumption that w = (Au| spans a Kj-submodule of V' (p). O

of maximal defect, i.e. A belongs to A°;
(A)® = P(A)(—2def(}));
(M) is a prinjective module;
(M) is isomorphic to a submodule of V(u)(j) for some u € A, j € Z.

) Ais
) P
i) P
v) L

“Struktursatz”. From now on we assume that def(A) < oo. The following
theorem is key to proving the double centraliser property.

Theorem 6.2. For each A € A, there is an exact sequence
0— P(\) — P"— p!
where P° and P! are finite direct sums of prinjective indecomposable modules.

Proof. Assume to start with that A is maximal in A with respect to the Bruhat
order. Then P(\) = V(A) by [BS, Theorem 5.1]. Let u be the weight obtained
from X\ by swapping def(A) A’s with def(A) V’s. This ensures that y € A° and
Afi is an oriented cap diagram of degree def(A). By [BS, Theorem 5.1] again we
deduce that V() embeds into P° := P(u)(— def(A)) and the quotient P°/V ())
has a filtration by cell modules. By Theorem [6.1] P° is a prinjective indecom-
posable module, the socle of P°/V()) is a finite direct sum of L(v){(j)’s for
v € A°, and the injective hull of each such L(v)(j) is the prinjective indecom-
posable module P(v)(j — 2def(v)). Hence the injective hull P! of P°/V()) is
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a finite direct sum of prinjective indecomposable modules. This constructs the
desired exact sequence 0 — P(\) — PY — P!

Now for the general case, let v be the weight obtained from A by removing the
vertices at the ends of all caps in the cap diagram . Then the diagram 7 has no
caps, hence v is maximal in in its block I'. Let ¢ be the proper AT'-matching such
that X is the upper reduction of 3. The previous paragraph applied to v implies
there is an exact sequence 0 — P(v)(caps(t)) — Q° — Q' with Q" and Q' being
finite direct sums of (possible several copies of) prinjective indecomposable
modules. Now apply the functor G4, noting G (P(7){caps(t))) = P(\) by
Theorem B2 to obtain an exact sequence 0 — P(\) — P° — P! where

b= GRFQZ'. Since F' sends finitely generated prinjectives to finitely generated
prinjectives by Corollary 4] and Theorem [£10, each P' is a finite direct sum
of prinjective indecomposable modules, as required. O

The following corollary is analogous to Soergel’s Struktursatz from [S] for
regular blocks of category O (hence the title of this subsection).

Corollary 6.3. The truncation functor e : Mody(Kx) — Mody(Hp) from
(319) is fully faithful on projectives.

Proof. This follows by the theorem and [KSX| Theorem 2.10]; see also [S3|
Corollary 1.7] for a self-contained argument. O

Corollary 6.4. The truncation functor e : Mody(Kx) — Mody(Hp) from
(319) defines a graded algebra isomorphism

Kx = €D Homp, (eP(A),eP(u)),
A REA
where the right hand side becomes an algebra with multiplication defined by the
rule fg:=go f for f:eP(\) — eP(u) and g : eP(u) — eP(v).
Proof. By the previous corollary, there is a vector space isomorphism
exKpe, — Homp, (eP(N),eP (1))

sending = € eyKje, to the map eP(\) — eP(u) obtained by applying the
functor e to the homomorphism P(A) — P(u) defined by right multiplication
by x. Now take the direct sum of these maps over all A\, € A. g

Remark 6.5. This double centraliser property is most interesting in the case
that |[A| < co. Then e = )7, 50 € is an idempotent in Kj, the generalised
Khovanov algebra Hj is equal to eKpe = Endg, (Kpe)°P, the functor e is
the obvious truncation functor defined by multiplication by e, and the double

centralizer property shows simply that
Ky = Endpy, (eKp)°P.

If |A] = oo (but still def(A) < oo) it often happens that Hy = Kj, in which
case the double centraliser property is rather vacuous; see [BS| (6.11)].

Rigidity of cell modules. Continue to assume that def(A) < oo and fix
A € A. We know already from Theorem that all constituents of the socle of
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the cell module V' (\) are parametrized by weights from the set A°. We want to
make this more precise by showing that V' (\) actually has irreducible socle.

Let A° be the unique weight 1 € A° such that p is oriented and deg(u)) is
maximal. To compute \° in practise, start from the diagram \. Add clockwise
cups to the diagram by repeatedly connecting AV pairs of vertices that are
neighbours in the sense that there are no vertices in between not yet connected
to cups. When no more such pairs are left, add nested anti-clockwise cups
connecting as many as possible of the remaining vertices together in VA pairs.
Finally add rays (which will be oriented so either all are V or all are A) to any
vertices left at the end. Then A° is the weight whose associated cup diagram A°
is the cup diagram just constructed. For example, if A\=VVVAAVAAVVA
then A =VVVAVAVVAAA:

Theorem 6.6. For any A\ € A, we have that soc V() = L(\°)(deg(A°N)).

Proof. By the definition of A° and [BS| Theorem 5.2], L(\°)(deg(A°))) belongs
to soc V(\). Therefore it suffices to show that the socle of V(\) is irreducible.

We begin with two easy situations. First suppose that A is minimal in the
Bruhat order on A. Then V(A) = L(A) and the conclusion is trivial. Instead
suppose that deg(A°\) = def(A). Then V(\)(def(A)) is a submodule of P(\°)
thanks to [BS, Theorem 5.1]. As P(\°) has irreducible socle by Theorem [6.11(ii),
we deduce that V' (\) has irreducible socle too.

Next suppose that A does not have a smallest element in the Bruhat order.
This implies that |A| = oo and moreover every weight A € A has the property
that deg(A°A) = def(A). So we are done thanks to the second easy situation
just discussed. Hence we may assume that A has a smallest element in the
Bruhat order, and proceed by ascending induction on the Bruhat ordering.
The base case of the induction is the first easy situation just mentioned. For
the induction step, take A € A that is not minimal, and let u be the weight
obtained from A by interchanging some AV pair of vertices that are neighbours
in the usual sense. Denote the indices of this pair of vertices by i < j. We know
by induction that soc V(u) = L(v)(j) for some v € A° and j > 0. Moreover as
v € A° the injective hull of L(v)(j) is isomorphic to P(v)(j — 2def(A)) thanks
to Theorem [6.1](ii). Hence there is an embedding V(u) — P(v)(j — 2def(A)).

Let ¢t be the AA-matching with a cap joining vertices i and j on the bottom
number line, a cup joining vertices ¢ and j on the top number line, and straight
line segments everywhere else. Let G , be the corresponding projective functor.
By Theorem 5 there is an embedding V(\) — G4,V (n). Applying G,
to our earlier embedding, we deduce that V() — G4, P(v)(j — 2def(A)).
Finally by Theorem 2] we see that G4, P(v)(j — 2def(A)) is a direct sum
of some number of copies of a single projective module P(vy) (possibly shifted
in different degrees) for some v € A°. Combined with Theorem [6.1(ii) again,
this shows that soc V/(\) is also a direct sum of some number of copies of a
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single irreducible module L(vy) (possibly shifted in different degrees). But V(\)
itself has a multiplicity-free composition series according to [BS|, Theorem 5.2].
Hence its socle must actually be irreducible. O

Corollary 6.7. The radical and socle filtrations of cell modules both coincide
with the grading filtration. In particular, cell modules are rigid.

Proof. This follows from the lemma combined with Lemma [5I0] and [BGS|
Proposition 2.4.1]. O

7. KOSTANT MODULES

In the last section, we construct an analogue of the (generalised) BGG reso-
lution from [BGGI L] in the diagrammatic setting. Throughout the section, we
work with a fixed block A.

Homomorphisms between neighbouring cell modules. Recall we say
two vertices i < j of a weight A € A are neighbours if they are separated only
by o’s and X’s.

Lemma 7.1. Let u € A be a weight and i < j be neighbouring vertices of
labelled N and V, respectively. Let A be the weight obtained from p by inter-
changing the labels on these two vertices. Then the linear map

P VM) = Vp),

cp| if ¢ has a cup joining the ith and jth vertices,
(cA] 1 ifc h joining the ith and jth verti
0 otherwise,

is a graded K x-module homomorphism of degree zero. FEvery Ka-module homo-
morphism from V(X) to V(p) is a multiple of f ..

Proof. The second statement follows at once from the first, since fy , is clearly
a non-zero map and the space Hompg, (V(\), V(1)) is at most one-dimensional
by [BS, (5.12), (5.14)].

For the first statement, recall that the projective indecomposable module
P := P(\) = Kpe) has a filtration by cell modules constructed explicitly in
[BS, Theorem 5.1|. In particular, if we let M (resp. N) be the submodule of
P spanned by all basis vectors (cvA) such that v # X\ (resp. v # A, i), then
P/M = V()\) and M/N = V(u)(1). Right multiplication by (AuX) € Kj
defines an endomorphism f : P — P that is homogeneous of degree two. By
[BS, Theorem 4.4(i)], f maps any basis vector (cvA) of P to a linear combination
of basis vectors of the form (ey\) where v < v > . It follows that f(P) C M
and f(M) C N. Hence f induces a degree two homomorphism

ap:VN)=P/M — M/N =V (u)(1).

To see that this is exactly the map f) , from the statement of the lemma, it
remains to observe by [BS| Theorem 4.4(iii)] that

o) = 0w ={ [ () e
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Since ¢ is oriented a priori and A differs from p only at the vertices ¢ and 7,
the condition that cu is oriented is equivalent to saying that ¢ has a cup joining
the ith and jth vertices. O

Kostant weights. A Kostant weight means a weight 1 € A such that

> dimExti, (V(A), L(p) < 1 (7.1)
i>0
for every A € A. The following lemma gives a combinatorial classification of
such weights: they are the weights that are “A V A V-avoiding.” In view of
Remark [5.1] this result can also be deduced from existing literature (at least
for bounded weights); see e.g. [BH] and the references therein.

Lemma 7.2. For u € A, the following are equivalent:
(i) Pagule) = ¢ for all A < pi;
(ii) p is a Kostant weight;
(iii) p is AV A V-avoiding, by which we mean it is impossible to find vertices
1 < j < k<l whose labels in p are N\, V, A\ and V, respectively.

Proof. (i)=-(ii). This is clear from Corollary

(ii)=-(iii). Assume that (iii) is false. Choose vertices i < j < k < [ labelled
A, V, A and V, respectively, so that (I—1) is minimal and j and k are neighbours.
Let A be the weight obtained from p by interchanging the labels on the ith and
Ith vertices. Then i has a small cap connecting the jth and kth vertices, and
0;(A\, 1) = 1. We deduce from (5.3)) that py (1) > 2, so that y is not a Kostant
weight by Corollary

(iii)=-(i). Assume that p is A V A V-avoiding, and we are given A < p. Let
i < j be neighbouring vertices labelled V and A in u, respectively. So there is
a small cap in i joining the ith and jth vertices. By the assumption on u, it
is either the case that no vertex < ¢ in u is labelled A, or that no vertex > i
in u is labelled V. In the former case, the fact that A < u implies that all of
the vertices < i are labelled in the same way in A as in u, hence £;(\, ) = 0.
In the latter case, all the vertices > i are labelled in the same way in A as in
u, and of course A and p are in the same block, so we can again deduce that
;(\, p) = 0. We deduce from (5.3)) that py () = ¢, because the label in
every small cap of 1 is zero. O

The BGG resolution. Let g € A be any weight. Following a construction
going back to work of Bernstein, Gelfand and Gelfand [BGG| and Lepowsky
[L], we are going to define a complex of graded Kj-modules

I Y S L) — 0, (7.2)
where
Vo= €D V(N(n). (7.3)
A<p
LA\, pm)=n

We will refer to this as the BGG complex. 1t will turn out that it is exact if and
only if u is a Kostant weight (as described combinatorially by Lemma [7.2]).
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To define the maps in the BGG complex, note to start with that Vo =V (u).
So we can simply define the map ¢ to be the canonical surjection V(u) — L(u).
To define the other maps we need a little more preparation. Introduce the
notation A — v to indicate that A < v and ¢(\,v) = 1. In that case, there is a
canonical homomorphism fy, : V(A)(1) — V(v) thanks to Lemma [ZIl Call a
quadruple of weights (A, v,v/, \) a square if

v
7N
A M.
N,/
v

By an easy variation on [BGG| Lemma 10.4], it is possible to pick a sign o(\, v)
for each arrow A — v such that for every square the product of the signs
associated to its four arrows is equal to —1. We can now define the differential
dp, : V1 — Vi, to be the sum of the maps

g v) faw VA n+1) = V(v)(n)

for each A — v < p with (v, u) = n.

Now we can formulate the main result of the section. It shows that (7.2)) is
indeed a complex for any i € A, and it is exact if and only if u is a Kostant
weight. Hence, for Kostant weights, the BGG complex is actually a resolution
of L(p) by multiplicity-free direct sums of cell modules. Our proof mimics the
general idea of the argument in [, Lemma 4.4] (see also [HK|, Lemma 5] and
[HK| Proposition 6]) in the diagrammatic setting.

Theorem 7.3. The following hold for any i € A:

(i) imdy,41 = kerd,, for each n > 0;

(ii) imdy C ker e with equality if and only if p is a Kostant weight.
Proof. We proceed in several steps.

Step one: imdy C kere. This is clear as the image of dy is contained in the
unique maximal submodule of Vj, which is kere.

Step two: im d,+1 C kerd, for any n > 0. Given A < p, it is convenient to let
ix: VM) = Vin,  pa: Vi = V(A)(m)
be the natural inclusion and projection maps, where m := £(\, u). We need to
show d,, o d,4+1 = 0, which follows if we check that the map
rax =Py 0 dy odngyoiy: V(A)(n+2) — V(XN)(n)

is zero for every A\, N < p with ¢(\, p) =n+ 2 and (N, ) = n. The map ry v
is trivially zero unless there exists a weight v such that A — v — X. Suppose
that v is such a weight, and let i < j (resp. k < ) be the pair of neighbouring
vertices that are labelled differently in v compared to A (resp. in A\’ compared
tov). If {i,j} N{k,l} # @, then v is the unique weight such that A\ — v — X,
and it is clear from the explicit description from Lemma [1] that

v = o\ v)o(v, N) fux o fau
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is zero. If {i,j} N {k,l} = @, then there is just one more weight v/ # v with
A — v/ — X, namely, the weight obtained from A\ be interchanging the labels
on the kth and Ith vertices. In this case, (A, v,v/, \) is a square, and

rax = oA v)a(W,N) fux o fay + oAV )a(V, N) furxo fau
This time, Lemma [ZT] gives that f, x o fa, = furx o fa,. Hence ry yv = 0 as
o\ v)o(v,N) = —c(\,V)o(¥',\) by the choice of signs.
Step three: imdy,4+1 = kerd,, for any n > 0. It suffices to show that e, annihi-
lates ker d,, /imd,,4; for all v € A. If v £ p then e, V(X)) = {0} for all XA < p,
and the conclusion is trivial. So we may assume that v < p. This means that
~ is not maximal in the Bruhat order, so we can pick neighbouring vertices

i < j of «v that are labelled V and A, respectively. For any m > 0 and symbols
a,b € {V,A}, let

A% = {X < pu| €(\ p) = m, vertices i, of A are labelled a, b, respectively}.
Note that there is a bijection A\, — ALY, A — A°, where X\* denotes the
weight obtained from A by interchanging the labels on the ith and jth vertices.

Also for any A < p with £(A, ) = m, the space e,V (\)(m) is one-dimensional
with basis (yA| if A € AYM UALY, and e, V(A (m) = {0} if A € ALMNUAYY.

Finally, for A € AY/\;, we have that
d (YA) = (A, X°) (] (mod € V(v)(m)). (7.4)

vEAYN

Now take = € ey(kerd,) C V,41. Using the observations just made, we can
write x = 2:/\61\%2 ax(yA®] + Z)\EA\/ﬁl bx(yA| for unique ay, by € F. By (Z4),
if we let y := Z)\EA\/Qz axo (A, A*)(yA], then

dpnt1(y) =z (mod EB V(v)(n+1))

VA
VeAnJrl

Hence x = dp11(y) + Z/\EAYL% by (yA| for some by, € F. Finally we apply the
map d,, and use (IEI) again to see that

= Y oA (mod P V(v)(n))

AEAYD, vEAYN

It follows that b} = 0 for all A € AY/;, hence = dp+1(y). This shows that
e(kerd,) C e,(imd,), as required.

Step four: im dy = ker € if and only if p is a Kostant weight. By what we have
established so far, im dy = ker € if and only if the Euler characteristic of our com-
plex (computed in [Mody(Ky)]) is zero, i.e. [L(u)] = ZAS“(—q)Z(’\’“) [V(A)]. By
Corollary 5.4 and [BS, (5.14)], we know that [L(u)] = >\, Pau(=a)[V(N)].
Hence im dy = ker € if and only if py ,(—q) = (—q)* 1) for each A < p. Apply-
ing Lemma this is if and only if p is a Kostant weight. O
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