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#### Abstract

A desingularization of arbitrary quiver Grassmannians for representations of Dynkin quivers is constructed in terms of quiver Grassmannians for an algebra derived equivalent to the Auslander algebra of the quiver.
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## 1. Introduction

Quiver Grassmannians are varieties parametrizing subrepresentations of a quiver representation. They first appeared in $[9,10,19]$ in relation to questions on generic properties of quiver representations; later it was observed (see [5]) that these varieties play an important role in cluster algebra theory [14] since cluster variables can be described in terms of the Euler characteristic of quiver Grassmannians. A rather well-studied specific class of quiver Grassmannians are the varieties of subrepresentations of exceptional quiver representations since they are smooth projective varieties, see for example [6].
In $[7,8]$ the authors of the present paper initiated a systematic study of a class of singular quiver Grassmannians, starting from the observation that the type $A$ degenerate flag varieties of $[11,12,13]$ are quiver Grassmannians. Namely, Grassmannians of subrepresentations of the direct sum $P \oplus I$ of a projective representation $P$ and an injective representation $I$ of a Dynkin quiver $\mathcal{Q}$, of the same dimension vector as $P$, are considered. They are shown in [7] to be reduced irreducible normal local complete intersection varieties, admitting a group action with finitely many orbits, as well as a cell decomposition. Moreover, a detailed description of the singular locus of degenerate flag varieties is given in [8].

In pursuing the analysis of singular quiver Grassmannians, it is thus desirable to have an explicit desingularization at our disposal; this is done in [13] for the type $A$ degenerate flag varieties.

The main result (see Section 7) of the present work is that an appropriate representation theoretic re-interpretation of the construction of [13] generalizes, and provides desingularizations of (irreducible components of) arbitrary quiver Grassmannians over Dynkin quivers. In fact, the desingularization is itself (an irreducible component of) a quiver Grassmannian over a certain quiver $\widehat{\mathcal{Q}}$, and can be described explicitly once the irreducible components of the quiver Grassmannian to be desingularized are known. Moreover, every fibre of the desingularization map is described in terms of a quiver Grassmannian over $\widehat{\mathcal{Q}}$ itself.
The authors are confident that the desingularization is useful for a more refined analysis of the geometry of certain classes of singular quiver Grassmannians, with respect to, for example, Frobenius splitting, cohomology of line bundles, or intersection cohomology, in the spirit of [13].
At the heart of the construction of the desingularization lies the definition of a certain algebra $B_{\mathcal{Q}}$ of global dimension at most two (see Section 4), together with
a fully faithful functor $\Lambda$ from the category of representations of $\mathcal{Q}$ to the one of $B_{\mathcal{Q}}$ with special homological properties. Namely, the essential image of $\Lambda$ consists of representations of $B_{\mathcal{Q}}$ without self-extensions and of projective and injective dimension at most 1 (see Section 5).

The algebra $B_{\mathcal{Q}}$ arises as the endomorphism ring of an additive generator of a certain category $\mathcal{H}_{\mathcal{Q}}$ of embeddings of projective representations of $\mathcal{Q}$ (see Section 3); it is derived equivalent (but not Morita equivalent) to the Auslander algebra of $\mathcal{Q}$ (see Section 6).

The algebra $B_{\mathcal{Q}}$ and the functor $\Lambda$ should be of independent interest. The authors believe that the associated representation varieties are related to graded Nakajima quiver varieties in the spirit of $[17,18]$, and that they admit applications to the geometry of orbit closures in representation varieties of $\mathcal{Q}$. These topics will be discussed elsewhere.

Although (or precisely because?) the construction of the desingularization is a very general and conceptual one, it is still nontrivial to analyse, say, the dimension of the singular fibres; no general formulas or estimates are known at the moment. But a detailed analysis of all cases in type $A_{2}$ is given, suggesting that good geometric properties of the desingularization (like, for example, being one to one precisely over the smooth locus) can only be expected precisely in the case considered above, namely the quiver Grassmannians generalizing the type $A$ degenerate flag varieties (see Section 8).

The paper is organized as follows. In Section 2 we collect some standard material on categories of functors and Auslander-Reiten theory. In Section 3 the category $\mathcal{H}_{\mathcal{Q}}$ is introduced and in Section 4 the homological properties of the category $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$ are studied. In Section 5 we define the key functor $\Lambda: \bmod k \mathcal{Q} \rightarrow \bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$. Section 6 contains the computation of the ordinary quiver of the algebra $B_{\mathcal{Q}}$ and several examples. In Section 7 we use the results of the previous sections to construct the desingularizations of quiver Grassmannians. Finally, in Section 8 we close with examples of desingularizations.

## 2. Reminder on categories of functors and Auslander-Reiten theory

We collect some standard material (see e.g. [1, IV.6., A.2.], [15, 3.]) on the functorial approach to the representation theory of algebras and to Auslander-Reiten theory in particular. Throughout the paper, we will make free use of the basic concepts of Auslander-Reiten theory [1, IV.], like almost split maps, Auslander-Reiten sequences, the Auslander-Reiten translation and its relation to the Nakayama functor, and the structure of the Auslander-Reiten quiver of a Dynkin quiver.

Let $k$ be a field. All categories in the following are assumed to be $k$-linear, finite length (that is, all objects admit finite composition series) Krull-Schmidt (that is, the Krull-Schmidt theorem holds) categories with finite dimensional morphism spaces.

For a category $\mathcal{C}$, we denote by $\mathcal{C}^{\text {op }}$ its opposite category, and by $\bmod \mathcal{C}^{\text {op }}$ the category of $k$-linear additive, contravariant functors from $\mathcal{C}$ to $\bmod k$, the category of finite dimensional $k$-vector spaces. For an object $M$ of $\mathcal{C}$, the functor $\operatorname{Hom}(-, M)$ is an object of $\bmod \mathcal{C}^{\text {op }}$. By Yoneda's lemma, we have

$$
\operatorname{Hom}_{\bmod } \mathcal{C}^{\mathrm{op}}(\operatorname{Hom}(-, M), F) \simeq F(M)
$$

for every $M \in \mathcal{C}, F \in \bmod \mathcal{C}^{\text {op }}$. From this we can conclude that $\operatorname{Hom}(-, M)$ is a projective object of $\bmod \mathcal{C}^{\text {op }}$; in fact, every projective object is of this form. Dually, the injective objects in $\bmod \mathcal{C}^{\text {op }}$ are the functors $\operatorname{Hom}(M,)^{*}$ for $M \in \mathcal{C}$, where
$V^{*}$ denotes the linear dual of a $k$-vector space $V$. Moreover, the simple objects in $\bmod \mathcal{C}^{\text {op }}$ are parametrized by the isomorphism classes of indecomposable objects in $\mathcal{C}$ : for such an object $U$, there exists a unique simple functor $S_{U}$ which is a quotient of $\operatorname{Hom}(-, U)$ and embeds into $\operatorname{Hom}(U,)^{*}$.
For a finite dimensional $k$-algebra $A$, let $\bmod A$ be the category of finite dimensional (left) $A$-modules. We can consider the subcategory $\operatorname{proj} A$ of $\bmod A$, which is the category of finite dimensional projective $A$-modules. Then $\bmod (\operatorname{proj} A)^{\mathrm{op}}$ is equivalent to $\bmod A$ by associating to a module $M$ the functor $\operatorname{Hom}(-, M)$.

Somewhat conversely, assume that $\mathcal{C}$ admits only finitely many indecomposables; let $U_{1}, \ldots, U_{N}$ be a system of representatives. Then $\bmod \mathcal{C}^{\text {op }}$ is equivalent to $\bmod B(\mathcal{C})$, where $B(\mathcal{C}):=\operatorname{End}_{\mathcal{C}}\left(\bigoplus_{i} U_{i}\right)^{\text {op }}$; namely, by the above, $\operatorname{Hom}\left(-, \bigoplus_{i} U_{i}\right)$ is a projective generator of $\bmod \mathcal{C}^{\circ}$. In particular, we have $B(\operatorname{proj} A) \simeq A$. If $A$ admits only finitely many indecomposables, the algebra $B(\bmod A)$ is called the Auslander algebra of $A$.
The structure of $\bmod (\bmod A)^{\text {op }}$ is related to Auslander-Reiten theory: the simple functors are precisely those of the form $S_{U}$ for an indecomposable $U$ in $\bmod A$, where $S_{U}$ (being additive) is determined on indecomposables by $S_{U}(U)=k$ and $S_{U}(V)=0$ for all $V \nsucceq U$. If $0 \rightarrow \tau U \rightarrow B \rightarrow U \rightarrow 0$ is the Auslander-Reiten sequence ending in $U$, then

$$
0 \rightarrow \operatorname{Hom}(-, \tau U) \rightarrow \operatorname{Hom}(-, B) \rightarrow \operatorname{Hom}(-, U) \rightarrow S_{U} \rightarrow 0
$$

is a projective resolution of $S_{U}$ in $\bmod (\bmod A)^{\mathrm{op}}$. In particular, this category has global dimension at most two.
For the category $\mathcal{C}$, we can consider the category $\operatorname{Hom} \mathcal{C}$ with objects being morphisms $f: M \rightarrow N$ in $\mathcal{C}$, and with morphisms from $f: M \rightarrow N$ to $f^{\prime}: M^{\prime} \rightarrow N^{\prime}$ being pairs $\left(\phi: M \rightarrow M^{\prime}, \psi: N \rightarrow N^{\prime}\right)$ of morphisms such that $\psi f=f^{\prime} \phi$; composition is defined naturally. We also consider the full subcategories Hom ${ }^{\text {mono }} \mathcal{C}$ (resp. $\operatorname{Hom}^{\text {iso }} \mathcal{C}$ ) with objects the monomorphisms (resp. isomorphisms) between objects of $\mathcal{C}$.
We sometimes denote by ind $A$ the set of indecomposable (finite dimensional, left) $A$-modules.

## 3. The category $\mathcal{H}_{\mathcal{Q}}$

From now on, let $\mathcal{Q}$ be a Dynkin quiver with set of vertices $\mathcal{Q}_{0}$, and let $k \mathcal{Q}$ be its path algebra. We denote by $S_{i}$ the simple left module corresponding to a vertex $i$ of $\mathcal{Q}$, and by $P_{i}$ (resp. $I_{i}$ ) its projective cover (resp. injective hull). Then every object of $\operatorname{proj} k \mathcal{Q}$ is isomorphic to a finite direct sum of the $P_{i}$.
We consider the category $\operatorname{Hom}^{\text {mono }}(\operatorname{proj} k \mathcal{Q})$; its objects are thus injective maps between projective representations of $\mathcal{Q}$. We note a few obvious formulas for morphisms in this category whose verification is immediate:

Lemma 3.1. For all injective maps $P \rightarrow Q$ and $Q \rightarrow R$ between projectives $P, Q$ and $R$, we have in $\operatorname{Hom}^{\text {mono }}(\operatorname{proj} k \mathcal{Q})$ :
(i) $\operatorname{Hom}(P \xrightarrow{\text { id }} P, Q \rightarrow R) \simeq \operatorname{Hom}(P, Q)$,
(ii) $\operatorname{Hom}(P \rightarrow Q, R \xrightarrow{\mathrm{id}} R) \simeq \operatorname{Hom}(Q, R)$,
(iii) $\operatorname{Hom}(0 \rightarrow P, Q \rightarrow R) \simeq \operatorname{Hom}(P, R)$,
(iv) Every epimorphism in $\operatorname{Hom}(P \rightarrow Q, 0 \rightarrow R)$ is split.

Taking the cokernel of an injective map between projectives induces a functor Coker : $\operatorname{Hom}^{\text {mono }}(\operatorname{proj} k \mathcal{Q}) \rightarrow \bmod k \mathcal{Q}$; on morphisms it is defined by mapping a
pair $(\varphi, \psi)$ to the unique $f$ making the following diagram commutative:

$$
\left.\begin{array}{rlrrlrl}
0 & \rightarrow & P & & \rightarrow & Q & \rightarrow \\
& \varphi \downarrow & & \psi \downarrow & & f \downarrow & \\
0 & \rightarrow & P^{\prime} & \xrightarrow{\iota^{\prime}} & Q^{\prime} & \rightarrow & \operatorname{Coker} \iota
\end{array}\right]
$$

Lemma 3.2. The functor Coker is full and dense. We have

$$
\operatorname{Hom}\left((P \xrightarrow{\iota} Q),\left(P^{\prime} \xrightarrow{\iota^{\prime}} Q^{\prime}\right)\right) / \operatorname{Hom}\left(Q, P^{\prime}\right) \simeq \operatorname{Hom}_{\bmod k \mathcal{Q}}\left(\text { Coker } \iota, \text { Coker } \iota^{\prime}\right) .
$$

Proof. Given $M \in \bmod k \mathcal{Q}$, there exists a projective resolution $0 \rightarrow P \xrightarrow{\iota} Q \rightarrow$ $M \rightarrow 0$, thus $\iota: P \rightarrow Q$ is an object of $\operatorname{Hom}^{\text {mono }}(\operatorname{proj} k \mathcal{Q})$ mapping to $M$ under Coker. This proves density. Every map $f: M \rightarrow N$ between representations lifts over projective resolutions as in the above diagram, which proves that Coker is full. Again in the above diagram, the induced morphism $f$ on cokernels is 0 if and only if $\psi$ factors over $\iota^{\prime}$, which proves the claimed isomorphism.

Corollary 3.3. The functor Coker induces an equivalence between the quotient category $\operatorname{Hom}^{\text {mono }}(\operatorname{proj} k \mathcal{Q}) / \operatorname{Hom}^{\text {iso }}(\operatorname{proj} k \mathcal{Q})$ and $\bmod k \mathcal{Q}$.

Proof. If a morphism $\operatorname{Hom}\left((P \xrightarrow{\iota} Q),\left(P^{\prime} \xrightarrow{\iota^{\prime}} Q^{\prime}\right)\right)$ is of the form $\left(h \iota, \iota^{\prime} h\right)$ for some $h \in \operatorname{Hom}\left(Q, P^{\prime}\right)$, it admits a factorization

$$
(P \xrightarrow{\iota} Q) \xrightarrow{(\iota, \mathrm{id})}(Q \xrightarrow{\text { id }} Q) \xrightarrow{\left(h, \iota^{\prime} h\right)}\left(P^{\prime} \xrightarrow{\iota^{\prime}} Q^{\prime}\right) .
$$

Conversely, a factorization

$$
(P \xrightarrow{\iota} Q) \xrightarrow{(\varphi, \varphi)}(R \xrightarrow{\mathrm{id}} R) \xrightarrow{\left(\psi, \iota^{\prime} \psi\right)}\left(P^{\prime} \xrightarrow{\iota^{\prime}} Q^{\prime}\right)
$$

for $\varphi: P \rightarrow R$ and $\psi: R \rightarrow Q^{\prime}$ yields a map $h=\psi \varphi$ as above. Combining this with the previous lemma, the statement follows.

Proposition 3.4. Up to isomorphism, the indecomposable objects of the category $H^{\text {mono }}{ }^{\text {proj }} k \mathcal{Q}$ are the following:
(i) $P_{U} \xrightarrow{\iota_{U}} Q_{U}$ for $0 \rightarrow P_{U} \xrightarrow{\iota_{U}} Q_{U} \rightarrow U \rightarrow 0$ a minimal projective resolution of a non-projective indecomposable $U$ in $\bmod k \mathcal{Q}$,
(ii) $0 \rightarrow P_{i}$ for $i \in \mathcal{Q}_{0}$,
(iii) $P_{i} \xrightarrow{\text { id }} P_{i}$ for $i \in \mathcal{Q}_{0}$.

Proof. Indecomposability of the objects in (ii) and (iii) is clear from indecomposability of $P_{i}$. Indecomposability of the objects in (i) follows from minimality of the resolution. Conversely, assume that $P \xrightarrow{\iota} Q$ is an indecomposable object, not of the form in (ii) or (iii). Then $\iota$ is not an isomorphism, thus $U=Q / P \neq 0$. Since $\operatorname{End}(P \xrightarrow{\iota} Q)$ is local, so is $\operatorname{End}(U)$ by Lemma 3.2, and thus $U$ is indecomposable. It is also non-projective, since $\iota$ is non-split. But then $P \xrightarrow{\iota} Q$ admits $P_{U} \xrightarrow{\iota_{U}} Q_{U}$ as a direct summand, proving that they are isomorphic.

Definition 3.5. Let $\mathcal{H}_{\mathcal{Q}}$ be the full subcategory of $\operatorname{Hom}^{\operatorname{mono}}(\operatorname{proj} k \mathcal{Q})$ of objects without direct summands of the form $0 \rightarrow P$. Let $B_{\mathcal{Q}}$ be the algebra $B\left(\mathcal{H}_{\mathcal{Q}}\right)$.

Equivalently, $\mathcal{H}_{\mathcal{Q}}$ is the full subcategory of embeddings $P \subset Q$ whose image is not contained in a proper direct summand. Moreover, $\mathcal{H}_{\mathcal{Q}}$ is equivalent to the quotient category of $\operatorname{Hom}^{\text {mono }}(\operatorname{proj} k \mathcal{Q})$ by morphisms factoring through an object $0 \rightarrow P$ by Lemma 3.1. The cokernel functor thus induces an equivalence between $\mathcal{H}_{\mathcal{Q}} / \operatorname{Hom}^{\text {iso }}(\operatorname{proj} k \mathcal{Q})$ and $\underline{\bmod } k \mathcal{Q}$, the quotient category of $\bmod k \mathcal{Q}$ by $\operatorname{proj} k \mathcal{Q}$.

## 4. The category mod $\mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$ and its homological properties

Now we consider the category $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$, whose objects thus are contravariant functors from embeddings $P \subset Q$ without direct summands $0 \subset R$ to vector spaces.
Note again that the projective objects of this functor category are the objects of the form $\operatorname{Hom}(-,(P \subset Q))$; more precisely, the projective indecomposable objects are the $\operatorname{Hom}\left(-,\left(P_{U} \subset Q_{U}\right)\right)$ for non-projective indecomposables $U$ in $\bmod k \mathcal{Q}$, and the $\operatorname{Hom}\left(-,\left(P_{i}=P_{i}\right)\right)$ for $i \in \mathcal{Q}_{0}$. Dually, the injective objects on $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$ are of the form $\operatorname{Hom}(P \subset Q,)^{*}$.
The cokernel functor Coker: $\mathcal{H}_{\mathcal{Q}} \rightarrow \bmod k \mathcal{Q}$ induces an exact functor $\bmod (\bmod$ $k \mathcal{Q})^{\mathrm{op}} \rightarrow \bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$. We will now use this functor to construct projective resolutions in $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathcal{O}}$ using those in $\bmod (\bmod k \mathcal{Q})^{\text {op }}$ coming from the AuslanderReiten theory. We first need a lemma relating homomorphism spaces in $\mathcal{H}_{\mathcal{Q}}$ and in $\bmod k \mathcal{Q}$ via the cokernel functor.

Lemma 4.1. For all $(P \subset Q)$ in $\mathcal{H}_{\mathcal{Q}}$, we have an exact sequence of functors

$$
0 \rightarrow \operatorname{Hom}(-,(P=P)) \rightarrow \operatorname{Hom}(-,(P \subset Q)) \rightarrow{\operatorname{Hom}\left(\operatorname{Coker}_{-}, Q / P\right) \rightarrow 0 . . ~}_{-}
$$

Proof. The first map in the claimed sequence is induced by the canonical map $(P=P) \rightarrow(P \subset Q)$ in $\mathcal{H}_{\mathcal{Q}}$, whereas the second map is induced by applying the cokernel functor to both arguments of Hom. We prove exactness of the sequence by evaluating on an arbitrary object $(R \subset S)$ of $\mathcal{H}_{\mathcal{Q}}$. We have an induced commutative diagram with exact rows and columns

$$
\begin{array}{ccccccccc} 
& & & 0 & & 0 & & 0 \\
& & \downarrow & & \downarrow & & & \\
0 & \rightarrow & \operatorname{Hom}(S / R, P) & \rightarrow & \operatorname{Hom}(S / R, Q) & \rightarrow & \operatorname{Hom}(S / R, Q / P) & & \\
& & \downarrow & \downarrow & & \downarrow & & \downarrow & \\
0 & \rightarrow & \operatorname{Hom}(S, P) & \rightarrow & \operatorname{Hom}(S, Q) & \rightarrow & \operatorname{Hom}(S, Q / P) & \rightarrow & 0 \\
& & \downarrow & & & \downarrow & & & \downarrow \\
0 & \rightarrow & \operatorname{Hom}(R, P) & \rightarrow & \operatorname{Hom}(R, Q) & \rightarrow & \operatorname{Hom}(R, Q / P) & \rightarrow & 0
\end{array}
$$

A standard diagram chase yields an exact sequence

$$
0 \rightarrow \operatorname{Hom}(S, P) \rightarrow Y \rightarrow \operatorname{Hom}(S / R, Q / P) \rightarrow 0
$$

where $Y$ denotes the subspace of $\operatorname{Hom}(R, P) \oplus \operatorname{Hom}(S, Q)$ of pairs mapping to the same element of $\operatorname{Hom}(R, Q)$. But this sequence immediately identifies with the evaluation of the claimed exact sequence at $(R \subset S)$.
Theorem 4.2. The category $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$ has global dimension at most two.
Proof. We exhibit projective resolutions of the simple objects in mod $\mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$. These simple objects are the $S_{P_{U} \subset Q_{U}}$ for $U$ a non-projective indecomposable, and the $S_{P_{i}=P_{i}}$ for $i \in \mathcal{Q}_{0}$.
Recall the projective resolution

$$
0 \rightarrow \operatorname{Hom}(-, \tau U) \rightarrow \operatorname{Hom}(-, B) \rightarrow \operatorname{Hom}(-, U) \rightarrow S_{U} \rightarrow 0
$$

in $\bmod (\bmod A)^{\mathrm{op}}$, where $0 \rightarrow \tau U \rightarrow B \rightarrow U \rightarrow 0$ is the Auslander-Reiten sequence ending in $U$. The above minimal projective resolutions of $U$ and $\tau U$ induce a (not necessarily minimal) projective resolution

$$
0 \rightarrow \underbrace{P_{U} \oplus P_{\tau U}}_{=P_{B}} \rightarrow \underbrace{Q_{U} \oplus Q_{\tau U}}_{=Q_{B}} \rightarrow B \rightarrow 0
$$

of the middle term $B$. Together with the exact sequences of the previous lemma, we can thus consider the following commutative diagram (in which $\operatorname{Hom}(X, Y)$ is
abbreviated to $(X, Y))$ :


All columns being exact and the top and bottom row being exact, a double application of the $3 \times 3$-lemma yields exactness of the middle row. This sequence provides the desired projective resolution of $S_{P_{U} \subset Q_{U}}$ as long as $\tau U$ is non-projective. In case it is, we note that the restriction of the functor $\operatorname{Hom}(-,(0 \subset \tau U))$ to $\mathcal{H}_{\mathcal{Q}}$ is zero, thus the middle row provides an even shorter projective resolution. It remains to exhibit a projective resolution of $S_{P_{i}=P_{i}}$, which is provided by

$$
0 \rightarrow \operatorname{Hom}\left(-,\left(\bigoplus_{i \rightarrow j} P_{j} \subset P_{i}\right)\right) \rightarrow \operatorname{Hom}\left(-,\left(P_{i}=P_{i}\right)\right) \rightarrow S_{P_{i}=P_{i}} \rightarrow 0
$$

This can be verified by evaluating on indecomposable objects, using that $\bigoplus_{i \rightarrow j} P_{j} \simeq$ $\operatorname{rad} P_{i}$, and that the inclusion $\operatorname{rad} P_{i} \subset P_{i}$ is almost split. The theorem is proved.

## 5. The functor $\Lambda$

We have an embedding proj $k \mathcal{Q} \rightarrow \mathcal{H}_{\mathcal{Q}}$ associating to $P$ the object $(P=P)$. This induces a restriction functor res : $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}} \rightarrow \bmod (\operatorname{proj} k \mathcal{Q})^{\mathrm{op}} \simeq \bmod k \mathcal{Q}$.
Central to the following is the definition of a functor $\Lambda: \bmod k \mathcal{Q} \rightarrow \bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$ (see Section 6 for concrete examples):
Definition 5.1. For $M$ in $\bmod k \mathcal{Q}$, define an object $\widehat{M}$ in $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$ as follows:

$$
\widehat{M}(\iota: P \rightarrow Q)=\operatorname{Im}(\operatorname{Hom}(\iota, M): \operatorname{Hom}(Q, M) \rightarrow \operatorname{Hom}(P, M))
$$

with the natural definition on morphisms. This defines a functor $\Lambda: \bmod k \mathcal{Q} \rightarrow$ $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$.
Lemma 5.2. We have res $\widehat{M} \simeq M$ naturally.
Proof. We have

$$
(\operatorname{res} \widehat{M})(P)=\widehat{M}(P=P)=\operatorname{Im}(\operatorname{Hom}(P, M) \xrightarrow{\text { id }} \operatorname{Hom}(P, M))=\operatorname{Hom}(P, M) ;
$$

using the equivalence between $\bmod k \mathcal{Q}$ and $\bmod (\operatorname{proj} k \mathcal{Q})^{\mathrm{op}}$, the statement follows.

We note the following weak adjunction properties:
Lemma 5.3. For all $M$ in $\bmod k \mathcal{Q}$ and all $F$ in $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$, the natural maps

$$
\operatorname{Hom}(\widehat{M}, F) \rightarrow \operatorname{Hom}(\operatorname{res} \widehat{M}, \operatorname{res} F) \simeq \operatorname{Hom}(M, \operatorname{res} F)
$$

and

$$
\operatorname{Hom}(F, \widehat{M}) \rightarrow \operatorname{Hom}(\operatorname{res} F, \operatorname{res} \widehat{M}) \simeq \operatorname{Hom}(\operatorname{res} F, M)
$$

are injective.
Proof. For every object $(P \subset Q)$ in $\mathcal{H}_{\mathcal{Q}}$, we have a natural chain of morphisms

$$
(P=P) \rightarrow(P \subset Q) \rightarrow(Q=Q)
$$

in $\mathcal{H}_{\mathcal{Q}}$. Applying the functor $\widehat{M}$, this induces a chain

$$
\operatorname{Hom}(Q, M) \rightarrow \operatorname{Im}(\operatorname{Hom}(Q, M) \rightarrow \operatorname{Hom}(P, M)) \rightarrow \operatorname{Hom}(P, M)
$$

so that the first map is surjective, and the second map is injective. Suppose that $\varphi: \widehat{M} \rightarrow F$ maps to 0 under res. This yields a commutative diagram

$$
\begin{array}{rllll}
\operatorname{Hom}(Q, M) & \rightarrow & \operatorname{Im}(\operatorname{Hom}(Q, M) \rightarrow \operatorname{Hom}(P, M)) & \rightarrow & \operatorname{Hom}(P, M) \\
0 \downarrow & & \downarrow & \downarrow 0 \\
F(Q=Q) & \rightarrow & F(P \subset Q) & \rightarrow & F(P=P) .
\end{array}
$$

The outer vertical maps being zero and the first map in the upper row being surjective, we see that the middle vertical map is zero. This being true for an arbitrary embedding $P \subset Q$, the map $\varphi$ is already zero. The second statement is proved dually.

Corollary 5.4. The functor $\Lambda$ is fully faithful.
Proof. For all $M$ and $N$ in $\bmod k \mathcal{Q}$, we have a chain of maps

$$
\operatorname{Hom}(M, N) \xrightarrow{\Lambda} \operatorname{Hom}(\widehat{M}, \widehat{N}) \xrightarrow{\text { res }} \operatorname{Hom}(\operatorname{res} \widehat{M}, \operatorname{res} \widehat{N}) \simeq \operatorname{Hom}(M, N)
$$

whose composition is the identity, thus the first map is injective. The second map being injective by the previous lemma, the claim follows.
Remark 5.5. The functor $\Lambda$ is neither left nor right exact in general; from it being fully faithful we can at least conclude that injective and surjective maps are preserved.

Now we come to the central result on the functor $\Lambda$ :
Theorem 5.6. The following holds for all $M$ in $\bmod k \mathcal{Q}$ :
(i) Both the projective and the injective dimension of $\widehat{M}$ are at most one.
(ii) We have $\operatorname{Ext}^{1}(\widehat{M}, \widehat{M})=0$.

Proof. We claim that if $0 \rightarrow P \xrightarrow{\iota} Q \rightarrow M \rightarrow 0$ is a projective resolution of $M$, we have a projective resolution

$$
0 \rightarrow \operatorname{Hom}(-,(P \xrightarrow{\iota} Q)) \rightarrow \operatorname{Hom}(-,(Q=Q)) \rightarrow \widehat{M} \rightarrow 0
$$

of $\widehat{M}$. First note that $\widehat{Q} \simeq \operatorname{Hom}(-,(Q=Q))$ for $Q$ projective, thus the projection $Q \rightarrow M$ induces a projection $\widehat{Q} \rightarrow \widehat{M}$, thus it suffices to verify that $\operatorname{Hom}(-,(P \subset Q))$ is indeed the kernel. Evaluating the above sequence on an embedding $R \subset S$, we get the sequence

$$
0>\operatorname{Hom}((R \subset S),(P \subset Q))>\operatorname{Hom}(S, Q)>\operatorname{Im}(\operatorname{Hom}(S, M) \rightarrow \operatorname{Hom}(R, M))>0
$$

whose exactness follows from the inspection of the following diagram, noting that $\operatorname{Hom}((R \subset S),(P \subset Q))$ equals the space of pairs in $\operatorname{Hom}(R, P) \oplus \operatorname{Hom}(S, Q)$ mapping to the same element of $\operatorname{Hom}(R, Q)$ :

$$
\begin{array}{cccccccc}
0 & \rightarrow \operatorname{Hom}(S, P) & \rightarrow & \operatorname{Hom}(S, Q) & \rightarrow & \operatorname{Hom}(S, M) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow \operatorname{Hom}(R, P) & \rightarrow & \operatorname{Hom}(R, Q) & \rightarrow & \operatorname{Hom}(R, M) & \rightarrow & 0 .
\end{array}
$$

To construct an injective coresolution of $\widehat{M}$, we use the inverse Nakayama functor $\nu^{-}=\operatorname{Hom}\left((k \mathcal{Q})^{*},{ }_{-}\right)$which induces an equivalence between the full subcategory of $\bmod k \mathcal{Q}$ of injective modules and $\operatorname{proj} k \mathcal{Q}$, namely $\operatorname{Hom}(-, I) \simeq \operatorname{Hom}\left(\nu^{-} I, \ldots\right)^{*}$. If
$M$ itself is an injective $I$, then $\widehat{I} \simeq \operatorname{Hom}\left(\left(\nu^{-} I=\nu^{-} I\right),\right)^{*}$ is an injective object of $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$, since

$$
\begin{aligned}
& \widehat{I}(P \subset Q)=\operatorname{Im}(\operatorname{Hom}(Q, I) \rightarrow \operatorname{Hom}(P, I))=\operatorname{Hom}(P, I) \simeq \\
& \simeq \operatorname{Hom}\left(\nu^{-} I, P\right)^{*} \simeq \operatorname{Hom}\left(\left(\nu^{-} I=\nu^{-} I\right),(P \subset Q)\right)^{*} .
\end{aligned}
$$

Otherwise we can assume $M$ to be without injective direct summands and choose an injective coresolution $0 \rightarrow M \rightarrow I \rightarrow J \rightarrow 0$. By definition, we have $\nu^{-} M=0$, yielding an embedding $\nu^{-} I \subset \nu^{-} J$. Similar to the above case of a projective resolution, and making use of the Nakayama functor, we can verify that

$$
0 \rightarrow \widehat{M} \rightarrow \operatorname{Hom}\left(\left(\nu^{-} I=\nu^{-} I\right),\right)^{*} \rightarrow \operatorname{Hom}\left(\left(\nu^{-} I \subset \nu^{-} J\right),\right)^{*} \rightarrow 0
$$

is an injective coresolution of $\widehat{M}$.
To prove the second part of the theorem, we apply $\operatorname{Hom}(-, \widehat{M})$ to the above projective resolution of $\widehat{M}$ and get

$$
\begin{aligned}
& 0 \rightarrow \operatorname{Hom}(\widehat{M}, \widehat{M}) \rightarrow \operatorname{Hom}(\operatorname{Hom}(-,(Q=Q)), \widehat{M}) \rightarrow \\
& \rightarrow \operatorname{Hom}(\operatorname{Hom}(-,(P \rightarrow Q)), \widehat{M}) \rightarrow \operatorname{Ext}^{1}(\widehat{M}, \widehat{M}) \rightarrow 0
\end{aligned}
$$

The first term equals $\operatorname{Hom}(M, M)$, and the second and third term can be computed using Yoneda's lemma, yielding the sequence

$$
0 \rightarrow \operatorname{Hom}(M, M) \rightarrow \widehat{M}(Q=Q) \rightarrow \widehat{M}(P \subset Q) \rightarrow \operatorname{Ext}^{1}(\widehat{M}, \widehat{M}) \rightarrow 0
$$

By the definition of $\widehat{M}$, this reads

$$
\begin{gathered}
0 \rightarrow \operatorname{Hom}(M, M) \rightarrow \operatorname{Hom}(Q, M) \xrightarrow{\alpha} \operatorname{Im}(\operatorname{Hom}(Q, M) \xrightarrow{\alpha} \operatorname{Hom}(P, M)) \rightarrow \\
\rightarrow \operatorname{Ext}^{1}(\widehat{M}, \widehat{M}) \rightarrow 0 .
\end{gathered}
$$

We see that the second map is tautologically surjective, thus the desired vanishing follows. The theorem is proved.

## 6. The algebra $B_{\mathcal{Q}}$

By the results of the previous section, the utility of the algebra $B_{\mathcal{Q}}=B\left(\mathcal{H}_{\mathcal{Q}}\right)$ is the following: it is an algebra of global dimension at most two, such that the original module category $\bmod k \mathcal{Q}$ embeds into the subcategory of $\bmod B_{\mathcal{Q}}$ of objects of projective and injective dimension at most one, in such a way that all non-trivial extensions in $\bmod k \mathcal{Q}$ vanish after the embedding. In contrast, the natural embedding $M \mapsto \operatorname{Hom}\left(\_, M\right)$ of $\bmod k \mathcal{Q}$ into $\bmod (\bmod k \mathcal{Q})^{\mathrm{op}}$ in general yields projective functors of injective dimension two. We will see in Proposition 7.1 why all these properties of $\Lambda$ are essential for the construction of desingularizations of quiver Grassmannians.

In this section, we first determine the quiver of the algebra $B_{\mathcal{Q}}$ and compute some concrete examples of $B_{\mathcal{Q}}$ and of the functor $\Lambda$. We explain the relation of $B_{\mathcal{Q}}$ to the Auslander algebra of $k \mathcal{Q}$ and give a characterization of the essential image of $\Lambda$.
6.1. Quiver of $B_{\mathcal{Q}}$. We are now able to compute the (ordinary) quiver of the algebra $B_{\mathcal{Q}}$ :
Proposition 6.1. The quiver $\widehat{\mathcal{Q}}$ of the algebra $B_{\mathcal{Q}}$ is given as follows: it has vertices $[U]$ parametrized by isomorphism classes of non-projective indecomposables in $\bmod k \mathcal{Q}$, together with vertices $[i]$ for $i \in \mathcal{Q}_{0}$. There is an arrow $[U] \rightarrow[V]$ for every irreducible map $V \rightarrow U$ between non-projective indecomposables. Moreover, there are arrows $[i] \rightarrow\left[S_{i}\right]$, resp. $\left[\tau^{-1} S_{i}\right] \rightarrow[i]$, for every vertex $i \in \mathcal{Q}_{0}$, as long as $S_{i}$ is non-projective, resp. non-injective.

Proof. Using the above projective resolutions of the simple functors, we can compute the Ext-quiver of the algebra $B_{\mathcal{Q}}$. Namely, we can compute $\operatorname{Ext}^{1}\left(S_{P_{U} \subset Q_{U}}, F\right)$ as the first homology of the complex with terms $\operatorname{Hom}\left(\operatorname{Hom}\left(-,\left(P_{X} \subset Q_{X}\right)\right), F\right)$ with $X$ being $\tau U$ or $B$ or $U$, respectively, which using Yoneda simplifies to the complex

$$
F\left(P_{U} \subset Q_{U}\right) \rightarrow F\left(P_{B} \subset Q_{B}\right) \rightarrow F\left(P_{\tau U} \subset Q_{\tau U}\right)
$$

Now suppose that $\operatorname{Ext}^{1}\left(S_{P_{U} \subset Q_{U}}, S_{P_{V} \subset Q_{V}}\right)$ is non-zero. Then $S_{P_{V} \subset Q_{V}}\left(P_{B} \subset Q_{B}\right)$ is non-zero, thus $V$ is a direct summand of $B$. But then $V$ fulfills the following: it admits an irreducible map to $U$ in $\bmod k \mathcal{Q}$, it occurs as a direct summand of $B$ with multiplicity one, and it is not a direct summand of $U$ or of $\tau U$. This in turn implies that $\operatorname{Ext}^{1}\left(S_{P_{U} \subset Q_{U}}, S_{P_{V} \subset Q_{V}}\right)$ is one-dimensional. We have thus proved that $\operatorname{Ext}^{1}\left(S_{P_{U} \subset Q_{U}}, S_{P_{V} \subset Q_{V}}\right) \neq 0$ if and only if $V$ admits an irreducible map to $U$, in which case $\operatorname{Ext}^{1}\left(S_{P_{U} \subset Q_{U}}, S_{P_{V} \subset Q_{V}}\right)$ is one-dimensional.

Similarly we compute $\operatorname{Ext}^{1}\left(S_{P_{i}=P_{i}}, F\right)$ as the first homology of the complex

$$
0 \rightarrow F\left(P_{i}=P_{i}\right) \rightarrow F\left(\bigoplus_{i \rightarrow j} P_{j} \subset P_{i}\right)
$$

which for $F=S_{P_{U} \subset Q_{U}}$ is obviously non-zero (and one-dimensional in this case) if and only if $U=S_{i}$.

It also follows that $\operatorname{Ext}^{1}\left(S_{P_{i}=P_{i}}, S_{P_{j}=P_{j}}\right)=0$ for all $i, j \in \mathcal{Q}_{0}$.
Finally, to compute $\operatorname{Ext}^{1}\left(S_{P_{U} \subset Q_{U}}, S_{P_{i}=P_{i}}\right)$, we use an injective coresolution of $S_{P_{i}=P_{i}}$ analogous to the projective resolution exhibited in the proof of Theorem 4.2. We use the injective coresolution

$$
0 \rightarrow S_{i} \rightarrow I_{i} \rightarrow I_{i} / \operatorname{soc} I_{i} \simeq \bigoplus_{j \rightarrow i} I_{j} \rightarrow 0
$$

which yields a projective resolution

$$
0 \rightarrow P_{i} \rightarrow \bigoplus_{j \rightarrow i} P_{j} \rightarrow \tau^{-1} S_{i} \rightarrow 0
$$

using the inverse Nakayama functor. From this, we can easily derive the injective coresolution

$$
0 \rightarrow S_{P_{i}=P_{i}} \rightarrow \operatorname{Hom}\left(\left(P_{i}=P_{i}\right),\right)^{*} \rightarrow \operatorname{Hom}\left(\left(P_{i} \subset \bigoplus_{j \rightarrow i} P_{j}\right),-\right)^{*} \rightarrow 0
$$

Similarly to the above, we see that $\operatorname{Ext}^{1}\left(S_{P_{U} \subset Q_{U}}, S_{P_{i}=P_{i}}\right)$ is non-zero (and onedimensional in this case) if and only if $U \simeq \tau^{-1} S_{i}$. The theorem is proved.
6.2. Examples. We now give some examples of the quivers $\widehat{\mathcal{Q}}$ and of their representations $\widehat{M}$.

Example 6.2. Let $\mathcal{Q}$ be the equioriented quiver of type $A_{n}$. Then the quiver $\widehat{\mathcal{Q}}$ of $B_{\mathcal{Q}}$ is the Auslander-Reiten quiver of $k \mathcal{Q}$, and the algebra $B_{\mathcal{Q}}$ is given by imposing all commutativity relations, but no zero relations (see subsection 8.1 for more details). We want to stress that in general the quiver $\widehat{\mathcal{Q}}$ does not coincide with the AR quiver of $\mathcal{Q}$ and the algebra $B_{\mathcal{Q}}$ is not isomorphic to the Auslander algebra of $\mathcal{Q}$.

Example 6.3. Let $\mathcal{Q}$ be $1 \longrightarrow 2 \longrightarrow 3$, the equioriented quiver of type $A_{3}$. The algebra $B_{\mathcal{Q}}$ is given by the following quiver with one commutativity relation


Example 6.4. Let $\mathcal{Q}$ be a quiver $1 \longrightarrow 2 \ll 3$ of type $A_{3}$. The algebra $B_{\mathcal{Q}}$ is given by the following quiver of type $E_{6}$


Example 6.5. Let $\mathcal{Q}$ be

which is the "three subspaces" quiver of type $D_{4}$. The algebra $B_{\mathcal{Q}}$ is given by the following quiver with four mesh relations


We now give examples of the functor $\Lambda: \bmod k \mathcal{Q} \rightarrow \bmod B_{\mathcal{Q}}: M \mapsto \widehat{M}$.
Example 6.6. Let $M:=M_{1} \xrightarrow{f} M_{2} \xrightarrow{g} M_{3}$ be a (finite dimensional) representation of the equioriented quiver of type $A_{3}$. The algebra $B_{\mathcal{Q}}$ is shown in Example 6.3. The $B_{\mathcal{Q}}$-module $\widehat{M}$ is the following


Example 6.7. Let $M:=M_{1} \xrightarrow{f} M_{2} \stackrel{g}{\longleftrightarrow} M_{3}$ be a (finite dimensional) representation of the quiver $\mathcal{Q}:=1 \longrightarrow 2 \longleftarrow 3$. The algebra $B_{\mathcal{Q}}$ is shown in Example 6.4.

The $B_{\mathcal{Q}}$-module $\widehat{M}$ is the following

where $[f, g]: M_{1} \oplus M_{3} \rightarrow M_{2}:(v, w) \mapsto f(v)+g(w)$.
Example 6.8. Let $M:=$

$$
\begin{aligned}
& M_{1} \underset{I_{2}}{M_{2}} \underset{f_{1}}{\leftrightarrows} M_{4} \stackrel{f_{3}}{\leftrightarrows} M_{3}
\end{aligned}
$$

be a finite dimensional representation of the quiver of Example 6.5 . The $B_{\mathcal{Q}^{-}}$module $\widehat{M}$ is given by




In the picture above we use the following convention: for a linear map $f: V \rightarrow W$ we denote by $[f]:=\operatorname{Im} f \subset W$. For example $\left[\begin{array}{ccc}f_{1} & 0 & f_{3} \\ 0 & f_{2} & -f_{3}\end{array}\right]$ denotes the image of the linear map $\left[\begin{array}{ccc}f_{1} & 0 & f_{3} \\ 0 & f_{2} & -f_{3}\end{array}\right]: M_{1} \oplus M_{2} \oplus M_{3} \rightarrow M_{4} \oplus M_{4}$.
6.3. Comparison between $B_{\mathcal{Q}}$ and $A_{\mathcal{Q}}$. We discuss the relation between the algebra $B_{\mathcal{Q}}$ and the Auslander algebra $A_{\mathcal{Q}}=B(\bmod k \mathcal{Q})$ of $\bmod k \mathcal{Q}$. The equivalence $\mathcal{H}_{\mathcal{Q}} / \operatorname{Hom}^{\text {iso }}(\operatorname{proj} k \mathcal{Q}) \simeq \underline{\bmod } k \mathcal{Q}$ immediately identifies a quotient of $B_{\mathcal{Q}}$ with the subalgebra $\operatorname{End}\left(\bigoplus_{U} U\right)^{\mathrm{op}}$ of $A_{\mathcal{Q}}$, where the sum runs over all non-projective indecomposables of $\bmod k \mathcal{Q}$. Moreover, $A_{\mathcal{Q}}$ arises via tilting (see [1, VI.]) from $B_{\mathcal{Q}}$ :

Proposition 6.9. The direct sum $T=\bigoplus_{U} \widehat{U}$ over indecomposable modules $U$ in $\bmod k \mathcal{Q}$ is a tilting object in $\bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$, such that $\operatorname{End}(T)^{\mathrm{op}}$ is isomorphic to the Auslander algebra $A_{\mathcal{Q}}$ of $k \mathcal{Q}$.

Proof. Theorem 5.6 shows that $\operatorname{Ext}^{1}(T, T)=0$, and that $T$ has projective dimension at most 1. Rewriting the projective resolution of $\widehat{M}$ of the proof of Theorem 5.6 as

$$
0 \rightarrow \operatorname{Hom}(-,(P \subset Q)) \rightarrow \widehat{Q} \rightarrow \widehat{M} \rightarrow 0
$$

for a projective resolution $0 \rightarrow P \rightarrow Q \rightarrow M \rightarrow 0$, we see that all indecomposable projective objects in $\bmod \mathcal{H}_{\mathcal{Q}}^{\text {op }}$ admit a short coresolution by sums of direct summands of $T$, proving that $T$ is a tilting object. The functor $\Lambda$ being fully faithful, we see that

$$
\operatorname{End}(T)^{\mathrm{op}} \simeq \operatorname{End}\left(\bigoplus_{U} U\right)^{\mathrm{op}}=A_{\mathcal{Q}}
$$

The tilting $B_{\mathcal{Q}^{-}}$module $T$ induces a derived equivalence $F:=\operatorname{RHom}_{B_{\mathcal{Q}}}\left(T,,_{-}\right)$: $\mathcal{D}^{b}\left(\bmod -B_{\mathcal{Q}}\right) \rightarrow \mathcal{D}^{b}\left(\bmod -A_{\mathcal{Q}}\right)$ [16, Theorem 1.6]. The image $F\left(B_{\mathcal{Q}}\right)$ of $B_{\mathcal{Q}}$ under this functor is a tilting complex $T^{\prime}$ whose endomorphism ring is the algebra $B_{\mathcal{Q}}$. The next proposition shows this tilting complex explicitly. In order to state the result we use the following notation: under the isomorphism $\operatorname{End}_{B_{\mathcal{Q}}}(T)^{\mathrm{op}} \simeq A_{\mathcal{Q}}$, every direct summand $\widehat{M}$ for $M \in$ ind $k \mathcal{Q}$ of $T$ corresponds to an indecomposable projective $A_{\mathcal{Q}}$-module which we denote by $A_{M}$.

Proposition 6.10. The tilting complex $T^{\prime}$ in $\mathcal{D}^{b}\left(\bmod -A_{\mathcal{Q}}\right)$ is given as follows

$$
T^{\prime}=\bigoplus_{i \in \mathcal{Q}_{0}} A_{P_{i}} \oplus \bigoplus_{U \in \text { ind }} \bigoplus_{k \mathcal{Q} \backslash \text { proj } k \mathcal{Q}}\left(A_{Q_{U}} \rightarrow A_{U}\right)
$$

where $0 \rightarrow P_{U} \rightarrow Q_{U} \rightarrow U \rightarrow 0$ is the minimal projective resolution of $U$, the complex $A_{P_{i}}$ is concentrated in degree 0 , and the complex $\left(A_{Q_{U}} \rightarrow A_{U}\right)$ is concentrated in degrees 0 and 1.

Proof. We write $B_{\mathcal{Q}}=\bigoplus_{i} B_{i}$ as the sum of all the indecomposable projective $B_{\mathcal{Q}^{-}}$ modules. Recall that these modules correspond to the functors Hom $\left(-,\left(P_{i}=P_{i}\right)\right)$, $i \in \mathcal{Q}_{0}$ and $\operatorname{Hom}\left(-,\left(P_{U} \rightarrow Q_{U}\right)\right)$, for $U \in$ ind $k \mathcal{Q} \backslash \operatorname{proj} k \mathcal{Q}$. Since $\operatorname{Hom}\left(-,\left(P_{i}=\right.\right.$ $\left.\left.P_{i}\right)\right) \simeq \widehat{P}_{i}$, the corresponding $B_{i}$ is a summand of $T$ and hence $F\left(B_{i}\right)=A_{P_{i}}$ is an indecomposable projective $A_{\mathcal{Q}^{-}}$module. It remains to find the image of the remaining direct summands $B_{j}=\operatorname{Hom}\left(-,\left(P_{U} \rightarrow Q_{U}\right)\right)$ of $B$, for $U \in$ ind $k \mathcal{Q} \backslash$ proj $k \mathcal{Q}$. Every such projective $B_{j}$ arises in the projective resolution of $B_{\mathcal{Q}}$-modules

$$
0 \rightarrow B_{j} \rightarrow \widehat{Q_{U}} \rightarrow \widehat{U} \rightarrow 0
$$

This induces a triangle

$$
B_{j} \rightarrow \widehat{Q_{U}} \rightarrow \widehat{U} \rightarrow B_{j}[1]
$$

in $\mathcal{D}^{b}\left(B_{\mathcal{Q}}\right)$. We apply the triangle functor $F$ to this triangle and we get a triangle

$$
F\left(B_{j}\right) \rightarrow A_{Q_{U}} \rightarrow A_{U} \rightarrow F\left(B_{j}\right)[1]
$$

in $\mathcal{D}^{b}\left(A_{\mathcal{Q}}\right)$. From this triangle we conclude that $F\left(B_{j}\right)$ is isomorphic to the complex $\left(A_{Q_{U}} \rightarrow A_{U}\right)$ (in degrees 0 and 1 ), as desired.
6.4. Essential image of $\Lambda$. In Examples $6.6,6.7$ and 6.8 we see that all the linear maps of the $\widehat{\mathcal{Q}}$-representation $\widehat{M}$ are either injective or surjective. The next proposition shows that such properties hold in general, encoded in the vanishing of certain homomorphism spaces. In fact, we can give a characterization of the essential image of the functor $\Lambda$ as follows:

Proposition 6.11. A functor $F \in \bmod \mathcal{H}_{\mathcal{Q}}^{\mathrm{op}}$ is isomorphic to $\widehat{M}$ for some $M \in$ $\bmod k \mathcal{Q}$ if and only if $\operatorname{Hom}\left(S_{P_{U} \subset Q_{U}}, F\right)=0=\operatorname{Hom}\left(F, S_{P_{U} \subset Q_{U}}\right)$ for all nonprojective indecomposables $U \in \bmod k \mathcal{Q}$.

Proof. We have res $S_{P_{U} \subset Q_{U}}=0$ by definition. Lemma 5.3 implies

$$
\begin{aligned}
& \operatorname{Hom}\left(\widehat{M}, S_{P_{U} \subset Q_{U}}\right) \subset \operatorname{Hom}\left(M, \operatorname{res} S_{P_{U} \subset Q_{U}}\right)=0, \\
& \operatorname{Hom}\left(S_{P_{U} \subset Q_{U}}, \widehat{M}\right) \subset \operatorname{Hom}\left(\operatorname{res} S_{P_{U} \subset Q_{U}}, M\right)=0 .
\end{aligned}
$$

To prove the converse, assume that $\operatorname{Hom}\left(S_{P_{U} \subset Q_{U}}, F\right)=0=\operatorname{Hom}\left(F, S_{P_{U} \subset Q_{U}}\right)$ for all non-projective indecomposables $U \in \bmod k \mathcal{Q}$ for a functor $F$. We define $M=\operatorname{res} F$ and have to prove that $F \simeq \widehat{M}$. By definition, this amounts to proving the following: given an object $P \subset Q$ in $\mathcal{H}_{\mathcal{Q}}$, we have canonical maps $(P=P) \rightarrow$ $(P \subset Q) \rightarrow(Q=Q)$ in $\mathcal{H}_{\mathcal{Q}}$ inducing a sequence

$$
F(Q=Q) \rightarrow F(P \subset Q) \rightarrow F(P=P)
$$

Then we have to prove that the first map is surjective and the second map is injective. We prove injectivity of the second map; surjectivity of the first map is proved dually. First we can restrict to the case of $P \subset Q$ being indecomposable, thus $(P \subset Q)=\left(P_{U} \subset Q_{U}\right)$ for a non-projective indecomposable $U$. Assume that $U$ is such that there exists an element $0 \neq x \in F\left(P_{U} \subset Q_{U}\right)$ mapping to zero in $F\left(P_{U}=P_{U}\right)$. Without loss of generality, we can assume $U$ to be minimal with this property with respect to the ordering induced by irreducible maps. Using the description

$$
S_{P_{U} \subset Q_{U}} \simeq \operatorname{Hom}\left(-,\left(P_{U} \subset Q_{U}\right)\right) / \operatorname{rad} \operatorname{Hom}\left(-,\left(P_{U} \subset Q_{U}\right)\right),
$$

we can rewrite $\operatorname{Hom}\left(S_{P_{U} \subset Q_{U}}, F\right)$ as the intersection of the kernels of the maps $F(f)$ for $f$ ranging over the non-split maps $f:\left(P_{V} \subset Q_{V}\right) \rightarrow\left(P_{U} \subset Q_{U}\right)$ in $\mathcal{H}_{\mathcal{Q}}$. Since this intersection is zero by assumption, there exists an indecomposable object $\left(P_{V} \subset Q_{V}\right)$ and a non-split map $f:\left(P_{V} \subset Q_{V}\right) \rightarrow\left(P_{U} \subset Q_{U}\right)$ such that $F(f)(x) \neq 0$. We have a natural square

$$
\begin{array}{cccc}
\left(P_{V}=P_{V}\right) & \rightarrow & \left(P_{V} \subset Q_{V}\right) \\
\downarrow & & \downarrow \\
\left(P_{U}=P_{U}\right) & \rightarrow & \left(P_{U} \subset Q_{U}\right)
\end{array}
$$

inducing the square

\[

\]

The element $x$ mapping to zero under the lower horizontal map, we see that $F(f)(x) \neq 0$ maps to zero under the upper horizontal map, a contradiction to the minimality of $U$. The proposition is proved.

The following examples show the AR-quiver of some algebras $B_{\mathcal{Q}}$ of finite representation type. These pictures also illustrate the statement of the previous proposition.

Example 6.12. Let $\mathcal{Q}:=1 \longrightarrow 2 \longrightarrow 3$ be the quiver of type $A_{3}$ already considered in Examples 6.3 and 6.6. From the description of $B_{\mathcal{Q}}$ given in Example 6.3 , it follows that $B_{\mathcal{Q}}$ is of finite representation type. The following quiver is the AR-quiver of $B_{\mathcal{Q}}$.


In the picture above we denote by $\Lambda$ the vertices corresponding to the $B_{\mathcal{Q}}$-modules $\widehat{U}$, for $U \in$ ind $k \mathcal{Q}$. We denote by $S$ the vertices corresponding to the simple $B_{\mathcal{Q}^{-}}$modules $S_{P_{U} \subset Q_{U}}, U \in$ ind $k \mathcal{Q} \backslash \operatorname{proj} k \mathcal{Q}$.

Example 6.13. Let $\mathcal{Q}:=1 \longrightarrow 2 \longleftarrow 3$ be the quiver of type $A_{3}$ already considered in Examples 6.4 and 6.7. From the description of $B_{\mathcal{Q}}$ given in Example 6.4, it follows that $B_{\mathcal{Q}}$ is of finite representation type. The following quiver is the

AR-quiver of $B_{\mathcal{Q}}$ (which is of type $E_{6}$ ).


We use the notation $\Lambda$ and $S$ in the same way as in the previous example.

## 7. Construction of the desingularization

Now we assume $k$ to be algebraically closed.
Proposition 7.1. Let $\mathcal{Q}$ be a quiver (not necessarily of Dynkin type), let $M$ be a representation of $k \mathcal{Q}$ and let $\mathbf{e}$ be a dimension vector for $\mathcal{Q}$. Assume that $M$ is a representation for a quotient algebra $A=k \mathcal{Q} / I$, that is, the two-sided ideal $I$ annihilates $M$, such that the following holds: A has global dimension at most two, both the injective and the projective dimension of $M$ over $A$ are at most one, and $\operatorname{Ext}_{A}^{1}(M, M)=0$. Then the quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}(M)$ is smooth (and reduced), with irreducible and equidimensional connected components.

Proof. Let $\langle-,-\rangle_{A}$ be the homological Euler form of $A$, thus

$$
\operatorname{dim} \operatorname{Hom}_{A}(X, Y)-\operatorname{dim} \operatorname{Ext}_{A}^{1}(X, Y)+\operatorname{dim} \operatorname{Ext}_{A}^{2}(X, Y)=\langle\operatorname{dim} X, \operatorname{dim} Y\rangle_{A}
$$

for all representations $X$ and $Y$ of $A$. We first estimate the dimension of $\operatorname{Gr}_{\mathbf{e}}(M)$ by generalizing the arguments of [7, Section 2, Proposition 2.2]. For $\mathbf{d}$ the dimension vector of $M$, let $R_{\mathbf{d}}(A)$ be the closed subset of the representation variety $R_{\mathbf{d}}(\mathcal{Q})=$ $\prod_{\alpha: i \rightarrow j} \operatorname{Hom}\left(M_{i}, M_{j}\right)$ consisting of representations annihilated by $I$. We consider the product of ordinary Grassmannians $\operatorname{Gr}_{\mathbf{e}}(\mathbf{d})=\prod_{i \in \mathcal{Q}_{0}} \operatorname{Gr}_{e_{i}}\left(M_{i}\right)$ and define the universal quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}^{A}(\mathbf{d})$ as the closed subset of $\operatorname{Gr}_{\mathbf{e}}(\mathbf{d}) \times R_{\mathbf{d}}(A)$ consisting of pairs $\left(\left(U_{i}\right)_{i},\left(f_{\alpha}\right)_{\alpha}\right)$ such that $f_{\alpha}\left(U_{i}\right) \subset U_{j}$ for all arrows $\alpha: i \rightarrow j$ in $\mathcal{Q}$. Using the projection $p_{2}: \operatorname{Gr}_{\mathbf{e}}^{A}(\mathbf{d}) \rightarrow R_{\mathbf{d}}(A)$, we define the scheme-theoretic quiver Grassmannian $\mathcal{G} r_{\mathbf{e}}(M)=p_{2}^{-1}(M)$, thus by definition, $\operatorname{Gr}_{\mathbf{e}}(M)$ is isomorphic to $\mathcal{G} r_{\mathbf{e}}(M)$ endowed with the reduced structure. On the other hand, we consider the projection $p_{1}: \operatorname{Gr}_{\mathbf{e}}^{A}(\mathbf{d}) \rightarrow \mathrm{Gr}_{\mathbf{e}}(\mathbf{d})$. Its fibres can be identified with the subvariety $Z$ of $R_{\mathbf{d}}(A)$ consisting of representations in upper-triangular block form

$$
\left(\left[\begin{array}{rr}
g_{\alpha} & \zeta_{\alpha} \\
0 & h_{\alpha}
\end{array}\right]\right)_{\alpha} .
$$

As in [4, Section 2.1], we have a projection $q: Z \rightarrow R_{\mathbf{e}}(A) \times R_{\mathbf{d}-\mathbf{e}}(A)$ by restricting to the diagonal blocks, such that the fibre over a point of $R_{\mathbf{e}}(A) \times R_{\mathbf{d}-\mathbf{e}}(A)$ corresponding to a pair of representations $(N, Q)$ is a vector space of dimension

$$
\begin{gathered}
\sum_{i \in \mathcal{Q}_{0}} e_{i}\left(d_{i}-e_{i}\right)-\operatorname{dim} \operatorname{Hom}_{A}(Q, N)+\operatorname{dim} \operatorname{Ext}_{A}^{1}(Q, N)= \\
=\sum_{i} e_{i}\left(d_{i}-e_{i}\right)-\langle\mathbf{d}-\mathbf{e}, \mathbf{e}\rangle_{A}+\operatorname{dim} \operatorname{Ext}_{A}^{2}(Q, N)
\end{gathered}
$$

In particular, every fibre of $q$ has at least dimension $\sum_{i} e_{i}\left(d_{i}-e_{i}\right)-\langle\mathbf{d}-\mathbf{e}, \mathbf{e}\rangle_{A}$. By [2, Section 2.1], every irreducible component of the variety $R_{\mathbf{e}}(A)$ has at least dimension $\sum_{i \in \mathcal{Q}_{0}} e_{i}^{2}-\langle\mathbf{e}, \mathbf{e}\rangle_{A}$, and similarly for $R_{\mathbf{d}-\mathbf{e}}(A)$, yielding an estimate for
the dimension of $Z$. The resulting estimate for the dimension of the universal quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}^{A}(\mathbf{d})$ can be calculated as

$$
\sum_{i} d_{i}^{2}-\langle\mathbf{d}, \mathbf{d}\rangle_{A}+\langle\mathbf{e}, \mathbf{d}-\mathbf{e}\rangle_{A}
$$

By the assumptions on $M$, its corresponding orbit in $R_{\mathbf{d}}(A)$ is open of dimension $\sum_{i} d_{i}^{2}-\langle\mathbf{d}, \mathbf{d}\rangle_{A}$, and thus every irreducible component of the quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}(M)$ has at least dimension $\langle\mathbf{e}, \mathbf{d}-\mathbf{e}\rangle_{A}$.
Now we prove that the dimension of the tangent space $T_{N}\left(\mathcal{G} r_{\mathbf{e}}(M)\right)$ equals $\langle\mathbf{e}, \mathbf{d}-$ $\mathbf{e}\rangle_{A}$ for all subrepresentations $N$ of dimension vector $\mathbf{e}$, which, together with the above dimension estimate, proves reducedness, smoothness, equidimensionality and the fact that no two irreducible components intersect. The tangent space in question can be identified with $\operatorname{Hom}_{A}(N, M / N)$ by [7]. Using the formula

$$
\operatorname{dim} \operatorname{Hom}_{A}(N, M / N)-\operatorname{dim} \operatorname{Ext}_{A}^{1}(N, M / N)+\operatorname{dim} \operatorname{Ext}_{A}^{2}(N, M / N)=\langle\mathbf{e}, \mathbf{d}-\mathbf{e}\rangle_{A},
$$

we are thus finished once we can prove that $\operatorname{Ext}_{A}^{1}(N, M / N)=0=\operatorname{Ext}_{A}^{2}(N, M / N)$. Applying $\operatorname{Hom}_{A}\left(N,,_{-}\right)$to the exact sequence $0 \rightarrow N \rightarrow M \rightarrow M / N \rightarrow 0$ and working out the resulting long exact sequence, we see that

$$
0=\operatorname{Ext}_{A}^{2}(N, M) \rightarrow \operatorname{Ext}_{A}^{2}(N, M / N) \rightarrow \operatorname{Ext}_{A}^{3}(N, N)=0
$$

thus $\operatorname{Ext}_{A}^{2}(N, M / N)=0$. Working out various other long exact cohomology sequences, we get the following commutative diagram with exact rows and columns:


By assumption, all four corners of this square are zero, thus the central term is zero, proving $\operatorname{Ext}_{A}^{1}(N, M / N)=0$.

For a given representation $M$, a dimension vector $\mathbf{e}$ and an isomorphism class [ $N$ ] for a $\mathcal{Q}$, it is proved in [7, Section 2.3] that the subset $\mathcal{S}_{[N]}$ of $\operatorname{Gr}_{\mathbf{e}}(M)$, consisting of the subrepresentations which are isomorphic to $N$, is locally closed and irreducible of dimension $\operatorname{dim} \operatorname{Hom}(N, M)-\operatorname{dim} \operatorname{End}(N)$.
Proposition 7.2. Suppose that $\mathcal{S}_{[U]}$ has non-empty intersection with $\overline{\mathcal{S}_{[N]}}$. Then $\operatorname{dim} \widehat{U} \leq \operatorname{dim} \widehat{N}$ componentwise as dimension vectors of representations of $B_{\mathcal{Q}}$.
Proof. First we briefly recall the geometric definition of the above strata: we consider the variety $R_{\mathbf{e}}(\mathcal{Q})$ of representations of $\mathcal{Q}$ of dimension vector $\mathbf{e}$, with its standard base change action of the group $G_{\mathbf{e}}$, such that the orbits $\mathcal{O}_{[N]}$ correspond bijectively to the isomorphism classes [ $N$ ] of representations of $\mathcal{Q}$ of dimension vector $\mathbf{e}$. There exists a locally trivial $G_{\mathbf{e}}$-principal bundle $\pi: X_{\mathbf{e}}(M) \rightarrow \operatorname{Gr}_{\mathbf{e}}(M)$ which admits a $G_{\mathbf{e}}$-equivariant map $p: X_{\mathbf{e}}(M) \rightarrow R_{\mathbf{e}}(\mathcal{Q})$. The stratum $\mathcal{S}_{[N]}$ is then defined by $\pi\left(p^{-1}\left(\mathcal{O}_{[N]}\right)\right)$.

Now suppose that $\mathcal{S}_{[U]}$ has non-empty intersection with $\overline{\mathcal{S}_{[N]}}$. Using the above definitions and the fact that $\pi$ is a $G_{\mathrm{e}}$-principal bundle, this means that $\pi\left(p^{-1}\left(\mathcal{O}_{[U]}\right)\right)$ has non-empty intersection with

$$
\overline{\pi\left(p^{-1}\left(\mathcal{O}_{[N]}\right)\right)} \subset \pi\left(\overline{p^{-1}\left(\mathcal{O}_{[N]}\right)}\right) .
$$

Thus $p^{-1}\left(\mathcal{O}_{[U]}\right)$ has non-empty intersection with $\overline{p^{-1}\left(\mathcal{O}_{[N]}\right)}$, which implies that $\mathcal{O}_{[U]}=p\left(p^{-1}\left(\mathcal{O}_{[U]}\right)\right)$ has non-empty intersection with

$$
p\left(\overline{p^{-1}\left(\mathcal{O}_{[N]}\right)}\right) \subset p\left(p^{-1}\left(\overline{\mathcal{O}_{[N]}}\right)\right) \subset \overline{\mathcal{O}_{[N]}}
$$

and thus is already contained in $\overline{\mathcal{O}_{[N]}}$. This adherence relation $\mathcal{O}_{[U]} \subset \overline{\mathcal{O}_{[N]}}$ now implies that $\operatorname{dim} \operatorname{Hom}(P, U)=\operatorname{dim} \operatorname{Hom}(P, N)$ for all projective representations $P$, and $\operatorname{dim} \operatorname{Hom}(X, U) \geq \operatorname{dim} \operatorname{Hom}(X, N)$ for all non-projectives $X$ (see [3]). Now consider the dimension vector of $\widehat{U}$, resp. of $\widehat{N}$, as a representation of $B_{\mathcal{Q}}$, thus $(\operatorname{dim} \widehat{U})_{[X]}=\operatorname{dim} \widehat{U}\left(P_{X} \subset Q_{X}\right)$ and $(\operatorname{dim} \widehat{U})_{[i]}=\operatorname{dim} \widehat{U}\left(P_{i}=P_{i}\right)=(\operatorname{dim} U)_{i}$ as above. Using the exact sequence

$$
0 \rightarrow \operatorname{Hom}(X, U) \rightarrow \operatorname{Hom}\left(Q_{X}, U\right) \rightarrow \operatorname{Hom}\left(P_{X}, U\right)
$$

we can calculate

$$
\begin{aligned}
& \quad(\operatorname{dim} \widehat{U})_{[X]}=\operatorname{dim} \widehat{U}\left(P_{X} \subset Q_{X}\right)=\operatorname{dim} \operatorname{Im}\left(\operatorname{Hom}\left(Q_{X}, U\right) \rightarrow \operatorname{Hom}\left(P_{X}, U\right)\right)= \\
& =\operatorname{dim} \operatorname{Hom}\left(Q_{X}, U\right)-\operatorname{dim} \operatorname{Hom}(X, U) \leq \operatorname{dim} \operatorname{Hom}\left(Q_{X}, N\right)-\operatorname{dim} \operatorname{Hom}(X, N), \\
& \text { which in turn equals }(\operatorname{dim} \widehat{N})_{[X]} . \text { This proves } \operatorname{dim} \widehat{U} \leq \operatorname{dim} \widehat{N} \text { componentwise. }
\end{aligned}
$$

Definition 7.3. We call $[N]$ a generic subrepresentation type of $M$ of dimension vector $\mathbf{e}$ if the stratum $\mathcal{S}_{[N]}$ of $\operatorname{Gr}_{\mathbf{e}}(M)$ is open. Denote by $\operatorname{gsub}_{\mathbf{e}}(M)$ the set of all generic subrepresentation types.

In case $[N] \in \operatorname{gsub}_{\mathbf{e}}(M)$, the closure $\overline{\mathcal{S}_{[N]}}$ is an irreducible component of $\operatorname{Gr}_{\mathbf{e}}(M)$, and every irreducible component arises in this way.
For representations $M$ and $N$ of $\mathcal{Q}$, we now consider quiver Grassmannians for the quiver $\widehat{\mathcal{Q}}$ of the form $\mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$. Here $\operatorname{dim}$ denotes the dimension vector of $\widehat{N}$ as a representation of $\widehat{\mathcal{Q}}$, that is, $(\operatorname{dim} \widehat{N})_{[U]}=\operatorname{dim} \operatorname{Im}\left(\operatorname{Hom}\left(Q_{U}, N\right) \rightarrow \operatorname{Hom}\left(P_{U}, N\right)\right)$ for all non-projective indecomposables $U$, and $(\operatorname{dim} \widehat{N})_{[i]}=(\operatorname{dim} N)_{i}$ for all $i \in \mathcal{Q}_{0}$. For $[N] \in \operatorname{gsub}_{\mathbf{e}}(M)$, we consider the map

$$
\pi_{[N]}: \mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M}) \rightarrow \mathrm{Gr}_{\mathbf{e}}(M)
$$

given by $(F \subset \widehat{M}) \mapsto($ res $F \subset M)$. Our aim is to construct a desingularization of $\operatorname{Gr}_{\mathbf{e}}(M)$ using the maps $\pi_{[N]}$. We start with a description of the fibres of $\pi_{[N]}$ in terms of quiver Grassmannians.

Proposition 7.4. For $M$, e and $[N]$ as above and a point $(U \subset M)$ in $\operatorname{Gr}_{\mathbf{e}}(M)$, we have an isomorphism

$$
\pi_{[N]}^{-1}(U \subset M) \simeq \mathrm{Gr}_{\operatorname{dim} \widehat{N}-\operatorname{dim} \widehat{U}}(\widehat{M} / \widehat{U})
$$

Proof. More precisely, we prove that

$$
\pi_{[N]}^{-1}(U \subset M) \simeq\{F \subset \widehat{M}: \operatorname{dim} F=\operatorname{dim} \widehat{N}, \widehat{U} \subset F\}
$$

By definition of the map $\pi_{[N]}$, this immediately reduces to the following statement:
Suppose we are given a subrepresentation $U \subset M$ of dimension vector e and a subobject $F \subset \widehat{M}$ such that $\operatorname{dim} F=\operatorname{dim} \widehat{N}$. Then we have $\operatorname{res} F=U$ if and only if $\widehat{U} \subset F$.
So suppose $\operatorname{dim} F=\operatorname{dim} \widehat{N}$ and $\widehat{U} \subset F$. Then $U=\operatorname{res} \widehat{U} \subset$ res $F$ and

$$
\begin{gathered}
(\operatorname{dim} U)_{i}=\operatorname{dim} \operatorname{Hom}\left(P_{i}, U\right)=\operatorname{dim} \operatorname{Hom}\left(P_{i}, N\right)= \\
=\operatorname{dim} \widehat{N}\left(P_{i}=P_{i}\right)=\operatorname{dim} F\left(P_{i}=P_{i}\right)=(\operatorname{dim} \operatorname{res} F)_{i}
\end{gathered}
$$

and thus $U=\operatorname{res} F$.

Conversely, suppose that res $F=U$ and $F \subset \widehat{M}$. For an object $(P \subset Q)$ of $\mathcal{H}_{\mathcal{Q}}$, the canonical chain of maps $(P=P) \rightarrow(P \subset Q) \rightarrow(Q=Q)$ induces a diagram


The upper vertical maps being embeddings, and the map $\gamma$ being an embedding, we see that $\beta$ is an embedding. On the other hand, we have $\operatorname{dim} \operatorname{Hom}(Q, U)=$ $\operatorname{dim} \operatorname{Hom}(Q, N)=\operatorname{dim} F(Q=Q)$ and similarly $\operatorname{dim} \operatorname{Hom}(P, U)=\operatorname{dim} F(P=P)$, which yields a diagram

$$
\begin{array}{ccccc}
\operatorname{Hom}(Q, U) & \rightarrow & \operatorname{Im}(\operatorname{Hom}(Q, U) \rightarrow \operatorname{Hom}(P, U)) & \rightarrow & \operatorname{Hom}(P, U) \\
\| & & \| \\
F(Q=Q) & \xrightarrow{\alpha} & F(P \subset Q) & \xrightarrow{\beta} & F(P=P)
\end{array} .
$$

The upper middle term thus identifies with $\operatorname{Im}(\beta \alpha)$, whereas the lower middle term identifies with $\operatorname{Im}(\beta)$ since $\beta$ is an embedding. But then $\operatorname{Im}(\beta \alpha)$ naturally embeds into $\operatorname{Im}(\beta)$, thus we have compatible embeddings $\widehat{U}(P \subset Q) \subset F(P \subset Q)$, thus an embedding of functors $\widehat{U} \subset F$ as desired.

We can now easily derive the main general geometric properties of the map $\pi_{[N]}$ :
Theorem 7.5. For all $M$ and $\mathbf{e}$ as above and a generic subrepresentation type $[N] \in \operatorname{gsub}_{\mathbf{e}}(M)$, the following holds:
(i) The variety $\operatorname{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$ is smooth with irreducible equidimensional connected components,
(ii) the map $\pi_{[N]}$ is projective,
(iii) the image of $\pi_{[N]}$ is closed in $\operatorname{Gr}_{\mathbf{e}}(M)$ and contains $\overline{\mathcal{S}_{[N]}}$,
(iv) the map $\pi_{[N]}$ is one-to-one over $\mathcal{S}_{[N]}$.

Proof. We apply Proposition 7.1 to the quiver $\widehat{\mathcal{Q}}$, the factor algebra $B_{\mathcal{Q}}$ of $k \widehat{\mathcal{Q}}$ and the representation $\widehat{M}$ of $\widehat{\mathcal{Q}}$, resp. of $B_{\mathcal{Q}}$. Then the homological vanishing properties Theorem 4.2 and Theorem 5.6 imply that the assumptions of Proposition 7.1 hold, thus $\mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$ is smooth with irreducible and equidimensional connected components. The map $\pi_{[N]}$ is projective since $\operatorname{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$ is projective. Given a generic embedding $N \subset M$, we also have $\widehat{N} \subset \widehat{M}$ since $\Lambda$ is fully faithful, thus the fibre over $N \subset M$ is non-empty. We conclude that the image of $\pi_{[N]}$ contains $\mathcal{S}_{[N]}$, and thus $\overline{\mathcal{S}_{[N]}}$, its image being closed since it is proper. That the fibre over a point of $\mathcal{S}_{[N]}$ reduces to a single point is the special case $U=N$ of the previous proposition.

All ingredients for the construction of desingularizations are now at hand.
We first treat the case of an irreducible quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}(M)$. Note that in this case, by the definitions, there exists a unique generic subrepresentation type $[N]$, such that $\operatorname{Gr}_{\mathrm{e}}(M)=\overline{\mathcal{S}_{[N]}}$. The previous theorem immediately implies:

Corollary 7.6. For $M$ and $\mathbf{e}$ as above, suppose that the quiver Grassmannian $\mathrm{Gr}_{\mathbf{e}}(M)$ is irreducible, with unique generic subrepresentation type $N$. Then the map

$$
\pi_{[N]}: \mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M}) \rightarrow \operatorname{Gr}_{\mathbf{e}}(M)
$$

is a desingularization.

In the reducible case, we restrict the maps $\pi_{[N]}$ for generic subrepresentation types $[N]$ to the connected components of $\mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$ containing the embeddings of $\widehat{N}$ into $\widehat{M}$ :

Corollary 7.7. For arbitrary $M$ and $\mathbf{e}$ as above, the closure $\overline{\mathcal{S}_{[\widehat{N}]}}$ is an irreducible component of $\mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$, and the map

$$
\pi=\bigsqcup_{[N] \in \operatorname{gsub}_{\mathbf{e}}(M)} \pi_{[N]}: \bigsqcup_{[N] \in \operatorname{gsub}_{\mathbf{e}}(M)} \overline{\mathcal{S}_{[\widehat{N}]}} \rightarrow \operatorname{Gr}_{\mathbf{e}}(M)
$$

given by the restrictions of the $\pi_{[N]}$ to $\overline{\mathcal{S}_{[\widehat{N}]}}$ is a desingularization of $\operatorname{Gr}_{\mathbf{e}}(M)$.
Proof. The stratum $\mathcal{S}_{[\widehat{N}]}$ of $\mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$ is irreducible and locally closed, of dimension

$$
\operatorname{dim} \operatorname{Hom}(\widehat{N}, \widehat{M})-\operatorname{dim} \operatorname{End}(\widehat{N})=\operatorname{dim} \operatorname{Hom}(\widehat{N}, \widehat{M} / \widehat{N})=\operatorname{dim} \operatorname{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})
$$

as in the proof of Proposition 7.1 since $\operatorname{Ext}^{1}(\widehat{N}, \widehat{N})=0$, thus its closure is a connected (irreducible) component of $\mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$ and thus a smooth variety. The image of this component under $\pi_{[N]}$ is thus an irreducible closed subvariety of $\operatorname{Gr}_{\mathbf{e}}(M)$ containing its irreducible component $\overline{\mathcal{S}_{[N]}}$, and thus it equals $\overline{\mathcal{S}_{[N]}}$. Together with the other properties of the previous theorem, this implies that $\pi$ is a desingularization.
Remark 7.8. We conjecture that $\mathrm{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$ is actually irreducible. This would imply that the constructions of desingularizations of the two previous corollaries could be unified to the map

$$
\pi=\bigsqcup_{[N] \in \operatorname{gsub}_{\mathbf{e}}(M)} \pi_{[N]}: \bigsqcup_{[N] \in \operatorname{gsub}_{\mathbf{e}}(M)} \operatorname{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M}) \rightarrow \operatorname{Gr}_{\mathbf{e}}(M)
$$

being a desingularization.

## 8. Examples

8.1. Equioriented $A_{n}$ case. As the first example, we consider the equioriented type $A_{n}$ quiver $\mathcal{Q}$ given by $1 \rightarrow 2 \rightarrow \ldots \rightarrow n$. A representation $M$ is then given by a chain of linear maps

$$
M_{1} \xrightarrow{f_{1}} M_{2} \xrightarrow{f_{2}} \ldots \xrightarrow{f_{n-1}} M_{n} ;
$$

a dimension vector $\mathbf{e}$ is given by a tuple $\left(e_{1}, \ldots, e_{n}\right)$.
The indecomposable representations of $\mathcal{Q}$ are the $U_{i, j}$ for $1 \leq i \leq j \leq n$ of dimension vector $\operatorname{dim} U_{i, j}=(\overbrace{0, \ldots, 0}^{i-1}, \overbrace{1, \ldots, 1}^{j-i+1}, 0, \ldots, 0)$. In particular, we have $P_{i}=U_{i, n}$, $I_{i}=U_{1, i}$ and $S_{i}=U_{i, i}$. The quiver $\widehat{\mathcal{Q}}$ thus has vertices $[i, j]$ for $1 \leq i \leq j<n$ and [ $i$ ] for $1 \leq i \leq n$ and the following arrows:

- $[i, j] \rightarrow[i, j+1]$ for $1 \leq i \leq j<n-1$,
- $[i, j] \rightarrow[i+1, j]$ for $1 \leq i<j<n$,
- $[i] \rightarrow[i, i] \rightarrow[i+1]$ for $1 \leq i<n$.
(see Example 6.2 and Example 6.3 for the case $n=3$.) We have minimal projective resolutions

$$
0 \rightarrow P_{j+1} \rightarrow P_{i} \rightarrow U_{i, j} \rightarrow 0
$$

for all $1 \leq i \leq j<n$. Using the fact that all non-zero maps between the indecomposable projectives are scalar multiples of the natural embeddings induced by the chain $P_{n} \subset \ldots \subset P_{1}$, we can easily verify that the algebra $B_{\mathcal{Q}}$ is given as the path algebra of $\widehat{\mathcal{Q}}$ modulo all commutativity relations. The representation $\widehat{M}$ of $\widehat{\mathcal{Q}}$ is
given by $M_{[i]}=M_{i}$ for all $1 \leq i \leq n$ and $M_{[i, j]}=\operatorname{Im}\left(f_{j} \circ \ldots \circ f_{i}: M_{i} \rightarrow M_{j+1}\right)$ for $1 \leq i \leq j<n$. The maps representing the arrows of $\widehat{\mathcal{Q}}$ are either natural inclusions or induced by the maps $f_{i}$.
To explicitly write down the desingularization map, it is thus necessary to determine the generic subrepresentation types; no general formula is known for these (see however the case $A_{2}$ below). We restrict to a special case where $\operatorname{Gr}_{\mathbf{e}}(M)$ is known to be irreducible, namely the type $A_{n}$ degenerate flag variety of [7]. We define $M_{1}=\ldots=M_{n}=k^{n+1}$, in which we choose a basis $w_{1}, \ldots, w_{n+1}$, and define $f_{i}$ as the projection along $w_{i+1}$, that is, $f_{i}\left(w_{i+1}\right)=0$ for $i=1, \ldots, n-1$ and $f_{i}\left(w_{j}\right)=w_{j}$ for all $i=1, \ldots, n-1$ and $j=1, \ldots, n+1$ such that $j \neq i+1$. Then $M \simeq k \mathcal{Q} \oplus(k \mathcal{Q})^{*}$. We also define $e_{i}=i$ for $i=1, \ldots, n$. Then $\operatorname{Gr}_{\mathbf{e}}(M)$ is irreducible with only generic subrepresentation type being $N=k \mathcal{Q}$. It follows immediately from the above description of $\widehat{M}$ that the desingularization coincides with the one defined in [13], where this variety is proved to be a isomorphic to a tower of $\mathbf{P}^{1}$-bundles.
8.2. Smooth locus. In the second example, we show that, in general, our desingularization does not reduce to an isomorphism over the smooth locus, i.e. its fibres can be nontrivial even over smooth points. Namely, consider the quiver $\mathcal{Q}$ given by $1 \xrightarrow{\alpha} 2$ and the representation $M$ given by $M_{1}=\left\langle v_{1}, v_{2}, v_{3}\right\rangle, M_{2}=\left\langle w_{1}, w_{2}\right\rangle$, $M_{\alpha}\left(v_{1}\right)=w_{1}, M_{\alpha}\left(v_{2}\right)=w_{2}, M_{\alpha}\left(v_{3}\right)=0$, which is injective, hence exceptional. For $\mathbf{e}=(1,2)$, the quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}(M)$ is isomorphic to the projective plane, hence smooth and irreducible. The only generic subrepresentation type $N$ is a generic representation of dimension vector e. Calculating $\widehat{M}$ and $\widehat{N}$ as above, we see that $\widehat{M}$ is given by $M_{1} \xrightarrow{M_{\alpha}} M_{2} \xrightarrow{\text { id }} M_{2}$, and $\operatorname{dim} \widehat{N}=(1,1,2)$. Now $\operatorname{Gr}_{\operatorname{dim} \widehat{N}}(\widehat{M})$ is easily seen to be isomorphic to the blowup of the projective plane in a single point, corresponding to a non-generic subrepresentation of $M$. Note, however, that the desingularization is an isomorphism over the smooth locus in the case of the degenerate flag variety discussed above, as is proved in [8].
8.3. $A_{2}$ case. Now we give a complete analysis of the $A_{2}$ case. We start with a general remark on how to approach the description of the $\operatorname{Aut}(M)$-orbits in $\mathrm{Gr}_{\mathbf{e}}(M)$ in small cases. Consider the quiver $\mathcal{Q} \times A_{2}$ with vertices $i$ and $i^{\prime}$ for all $i \in \mathcal{Q}_{0}$ and with arrows $\alpha: i \rightarrow j, \alpha^{\prime}: i^{\prime} \rightarrow j^{\prime}$ for all $\alpha: i \rightarrow j$ in $\mathcal{Q}$ and $\iota_{i}: i^{\prime} \rightarrow i$ for all $i \in \mathcal{Q}_{0}$. We consider the algebra $k \mathcal{Q} \otimes k A_{2}$ which is the quotient of the path algebra $k\left(\mathcal{Q} \times A_{2}\right)$ modulo the ideal generated by all commutativity relations $\alpha \iota_{i}=\iota_{j} \alpha^{\prime}$ for all $\alpha: i \rightarrow j$ in $\mathcal{Q}$. Given $M$ and $\mathbf{e}$ as before, we consider the dimension vector $\mathbf{f}$ for $\mathcal{Q} \times A_{2}$ given by $f_{i}=d_{i}$ and $f_{i^{\prime}}=e_{i}$. The variety $R_{\mathbf{f}}\left(\mathcal{Q} \times A_{2}\right)$ of representations of $\mathcal{Q} \times A_{2}$ of dimension vector $\mathbf{f}$ admits a projection map to $R_{\mathbf{d}}(\mathcal{Q})$ by restricting to the vertices $i$. Inside $R_{\mathbf{f}}\left(\mathcal{Q} \times A_{2}\right)$, we consider the locally closed subset $Y$ consisting of representations of $k \mathcal{Q} \otimes k A_{2}$ such that all arrows $\iota_{i}$ are represented by injections. By the definitions, the induced projection $p: Y \rightarrow R_{\mathbf{d}}(\mathcal{Q})$ is isomorphic to the universal quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}^{\mathcal{Q}}(\mathbf{d}) \rightarrow R_{\mathbf{d}}(\mathcal{Q})$ of $[7]$, thus $p^{-1}\left(\mathcal{O}_{M}\right)$ is isomorphic to the variety $X_{\mathbf{e}}(M)$ of the proof of Proposition 7.2 , that is, it is a $G_{\mathbf{e}^{-}}$ principal bundle over $\operatorname{Gr}_{\mathbf{e}}(M)$. This immediately yields a correspondence between Aut $(M)$-orbits in $\operatorname{Gr}_{\mathbf{e}}(M)$ and $G_{\mathbf{f}}$-orbits in $p^{-1}\left(\mathcal{O}_{M}\right)$, respecting orbit closure relations, types of singularities, etc.. Furthermore, the latter orbits are in natural bijection to the isomorphism classes of representations $V$ of $k \mathcal{Q} \otimes k A_{2}$ of dimension vector $\mathbf{f}$ such that $V$ identifies with $M$ under restriction to the vertices $i$, and such that all $V_{\iota_{i}}$ are represented by injections.
This approach to the study of $\operatorname{Gr}_{\mathbf{e}}(M)$ is only efficient once the class of representations $V$ above is well-understood, but the algebra $k \mathcal{Q} \otimes k A_{2}$ is wild in general.

Here we only consider the case of the quiver $\mathcal{Q}$ given by $1 \xrightarrow{\alpha} 2$. We fix a representation $M$ of $\mathcal{Q}$ of dimension vector $\mathbf{d}=\left(d_{1}, d_{2}\right)$, which is thus determined by the rank $r \leq \min \left(d_{1}, d_{2}\right)$ of the map representing the single arrow, and a dimension vector $\mathbf{e}=\left(e_{1}, e_{2}\right)$ such that $e_{1} \leq d_{1}$ and $e_{2} \leq d_{2}$. The quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}(M)$ is thus given as the variety of pairs of subspaces $\left(U_{1}, U_{2}\right) \in \operatorname{Gr}_{e_{1}}\left(M_{1}\right) \times \operatorname{Gr}_{e_{2}}\left(M_{2}\right)$ such that $M_{\alpha}\left(U_{1}\right) \subset U_{2}$.
Proposition 8.1. The quiver Grassmannian $\operatorname{Gr}_{\mathbf{e}}(M)$ for type $A_{2}$ has the following geometric properties:
(i) It is non-empty if and only if $r \leq d_{1}-e_{1}+e_{2}$.
(ii) It is reduced and connected.
(iii) The $\operatorname{Aut}(M)$-orbits $\mathcal{O}\left(r^{\prime}, r^{\prime \prime}\right)$ in $\mathrm{Gr}_{\mathbf{e}}(M)$ are uniquely determined by the ranks $r^{\prime}$ resp. $r^{\prime \prime}$ of the induced maps $M_{\alpha}: U_{1} \rightarrow U_{2}$ and $M_{\alpha}: M_{1} / U_{1} \rightarrow$ $M_{2} / U_{2}$.
(iv) If $r \geq e_{1}-e_{2}+d_{2}$, it is irreducible of dimension $\langle\mathbf{e}, \mathbf{d}-\mathbf{e}\rangle$.
(v) If $r<e_{1}-e_{2}+d_{2}$, the irreducible components $I(a)$ of $\operatorname{Gr}_{\mathbf{e}}(M)$ are parameterized by the a such that $\max \left(0, r+e_{1}-d_{1}, r-d_{2}+e_{2}\right) \leq a \leq \min \left(e_{1}, e_{2}, r\right)$, namely, $I(a)$ consists of all pairs $\left(U_{1}, U_{2}\right)$ such that the ranks $r^{\prime}$, $r^{\prime \prime}$ fulfill $r^{\prime} \leq a$ and $r^{\prime \prime} \leq r-a$.
(vi) If $e_{1}=0$ or $e_{2}=d_{2}$ or $r=\min \left(d_{1}, d_{2}\right)$ the variety $\operatorname{Gr}_{\mathbf{e}}(M)$ is smooth.
(vii) If $r \geq e_{1}-e_{2}+d_{2}$, the smooth locus consists of all $\left(U_{1}, U_{2}\right)$ such that $r^{\prime}=e_{1}$ or $r^{\prime \prime}=d_{2}-e_{2}$.
(viii) If $r<e_{1}-e_{2}+d_{2}$, and the conditions of (vi) are not fulfilled, the smooth locus consists of all $\left(U_{1}, U_{2}\right)$ such that $r^{\prime}=a$ and $r^{\prime \prime}=r-a$ for one of the integers a as in (v).
Proof. The algebra $k A_{2} \otimes k A_{2}$ is of finite representation type; the Auslander-Reiten quiver of the subcategory $\mathcal{D}$ of representations with the arrows $\iota_{i}$ being represented by injections is of the form


A representation in $\mathcal{D}$ is thus completely determined up to isomorphism by the system

$p_{1}$|  | $p_{2}$ |  | $p_{5}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $p_{4}$ |  | $p_{7}$ |

of multiplicities of the above indecomposables. A short calculation shows that the representations $V\left(r^{\prime}, r^{\prime \prime}\right)$ in $\mathcal{D}$ of dimension vector $\begin{array}{lll}d_{1} & d_{2} \\ e_{1} & e_{2}\end{array}$ restricting to $M$ are given by the multiplicities

$$
\begin{aligned}
& p_{1}=d_{2}-e_{2}-r^{\prime \prime} \\
& p_{2}=r^{\prime \prime} \\
& p_{3}=e_{2}-r+r^{\prime \prime} \\
& p_{4}=r-r^{\prime}-r^{\prime \prime} \\
& p_{5}=r^{\prime} \\
& p_{6}=d_{1}-e_{1}-r+r^{\prime} \\
& p_{7}=e_{1}-r^{\prime \prime}
\end{aligned}
$$

in terms of parameters $r^{\prime}, r^{\prime \prime}$, which thus have to fulfill the inequalities

$$
\begin{array}{cc}
\max \left(0, r+e_{1}-d_{1}\right) & \leq \quad r^{\prime} \leq e_{1} \\
\max \left(0, r-e_{2}\right) & \leq \quad r^{\prime \prime} \leq d_{2}-e_{2} \\
r^{\prime}+r^{\prime \prime} & \leq r ;
\end{array}
$$

we denote by $R$ the subset of $\mathbf{N}^{2}$ of pairs $\left(r^{\prime}, r^{\prime \prime}\right)$ fulfilling these inequalities.
Thus the $\operatorname{Aut}(M)$-orbits $\mathcal{O}\left(r^{\prime}, r^{\prime \prime}\right)$ in $\operatorname{Gr}_{\mathbf{e}}(M)$ are naturally indexed by these parameters. Moreover, the parameters $r^{\prime}, r^{\prime \prime}$ are chosen in such a way that a subrepresentation $U \in \mathcal{O}\left(r^{\prime}, r^{\prime \prime}\right)$ is a representation of dimension vector $\mathbf{e}$, with the map representing the unique arrow of $\mathcal{Q}$ being of rank $r^{\prime}$, and the corresponding factor representation $M / U$ is of dimension vector $\mathbf{d}-\mathbf{e}$, with the map representing the unique arrow of $\mathcal{Q}$ being of rank $r^{\prime \prime}$. This proves claim (iii). Moreover, working out the condition for non-emptyness of $R$, we arrive at claim (i).
We can also work out the orbit closure relation using the description of degenerations of representations of $k \mathcal{Q} \otimes k A_{2}$ (which is a representation directed algebra) in terms of the so-called Hom-ordering [3]. A straightforward calculation yields the following criterion:

$$
\text { We have } \mathcal{O}\left(r_{1}^{\prime}, r_{1}^{\prime \prime}\right) \subset \overline{\mathcal{O}\left(r_{2}^{\prime}, r_{2}^{\prime \prime}\right)} \text { if and only if } r_{1}^{\prime} \leq r_{2}^{\prime} \text { and } r_{1}^{\prime \prime} \leq r_{2}^{\prime \prime}
$$

With the aid of this criterion, we can determine the irreducible components of $\operatorname{Gr}_{\mathbf{e}}(M)$ as the closures of the maximal (with respect to orbit closure inclusion) orbits, yielding claim (v) and the first half of claim (iv). Since any two different irreducible components $I(a), I\left(a^{\prime}\right)$ intersect, namely in the closure of the orbit $\mathcal{O}\left(a, r-a^{\prime}\right)$, we have proved the second half of claim (ii).

By computing the dimension of the endomorphism ring of the representation $V\left(r^{\prime}, r^{\prime \prime}\right)$, we can determine the dimension of the orbit $\mathcal{O}\left(r^{\prime}, r^{\prime \prime}\right)$ as
$e_{1}\left(d_{1}-e_{1}\right)+e_{2}\left(d_{2}-e_{2}\right)-\left(d_{2}-e_{2}+e_{1}\right) r+\left(e_{1}+r\right) r^{\prime}+\left(d_{2}-e_{2}+r\right) r^{\prime \prime}-r^{\prime 2}-r^{\prime} r^{\prime \prime}-r^{\prime \prime 2}$.
This yields the second half of claim (iv).
The dimension of the tangent space to a point $U \in \mathcal{O}\left(r^{\prime}, r^{\prime \prime}\right)$ can be computed, using the formula $\operatorname{dim} T_{U}\left(\operatorname{Gr}_{\mathbf{e}}(M)\right)=\operatorname{dim} \operatorname{Hom}(U, M / U)$, as

$$
e_{1}\left(d_{1}-e_{1}\right)+e_{2}\left(d_{2}-e_{2}\right)-\left(d_{2}-e_{2}\right) r^{\prime}-e_{1} r^{\prime \prime}+r^{\prime} r^{\prime \prime}
$$

This yields claim (vii), as well as claim (viii) using that all all non-maximal orbits belong to the intersection of at least two irreducible components in this case. Finally, the first half of claim (ii) follows.

Specializing the general properties of the desingularization in the present case, we arrive at:

Corollary 8.2. The following properties of the desingularization of $\operatorname{Gr}_{\mathbf{e}}(M)$ hold:
(i) If $r \geq e_{1}-e_{2}+d_{2}$, the fibre of the desingularization over a point of $\mathcal{O}\left(r^{\prime}, r^{\prime \prime}\right)$ is isomorphic to the Grassmannian $\mathrm{Gr}_{e_{1}-r^{\prime}}\left(k^{r-r^{\prime}-r^{\prime \prime}}\right)$.
(ii) If $r \geq e_{1}-e_{2}+d_{2}$, the desingularization is one to one over the smooth locus if and only if $r=e_{1}+d_{2}-e_{2}$.
(iii) In this case, it is even small.
(iv) If $r<e_{1}-e_{2}+d_{2}$, the fibre of the desingularization over a point of $\mathcal{O}\left(r^{\prime}, r^{\prime \prime}\right)$ is isomorphic to the disjoint union of the Grassmannians $\operatorname{Gr}_{a-r^{\prime}}\left(k^{r-r^{\prime}-r^{\prime \prime}}\right)$ for $\max \left(0, r+e_{1}-d_{1}, r-d_{2}+e_{2}, r^{\prime}\right) \leq a \leq \min \left(e_{1}, e_{2}, r, r-r^{\prime \prime}\right)$.
(v) In this case, unless $e_{1}=0$ or $e_{2}=d_{2}$ or $r=\min \left(d_{1}, d_{2}\right)$, the desingularization is one to one over the smooth locus.

Concluding the discussion of the $A_{2}$ case, we remark that the case $r=e_{1}+e_{2}-d_{2}$ is precisely the case of quiver Grassmannians of the form $\mathrm{Gr}_{\operatorname{dim} P}(P \oplus I)$ for $P$ a projective and $I$ and injective representation studied in [7]. An open question is whether the desingularization is one to one over the smooth locus in this case for arbitrary Dynkin quivers.
8.4. Del Pezzo surface. Now we consider the quiver $\mathcal{Q}$ given by $1 \rightarrow 2 \leftarrow 3$ and the quiver Grassmannian $X=\operatorname{Gr}_{\operatorname{dim} k \mathcal{Q}}\left(k \mathcal{Q} \oplus k \mathcal{Q}^{*}\right)$, which is thus a generalized degenerate flag variety in the sense of [7]. Choosing appropriate basis, the representation $k \mathcal{Q} \oplus k \mathcal{Q}^{*}$ can be written as

$$
k^{3} \xrightarrow{\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)} k^{4} \xlongequal{\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)} k^{3}
$$

The dimension vector $\operatorname{dim} k \mathcal{Q}$ equals $(1,3,1)$, thus, identifying $\mathrm{Gr}_{3}\left(k^{4}\right)$ with $\mathbf{P}^{3}$, the quiver Grassmannian $X$ can be realized as

$$
\left\{((a: b: c),(d: e: f),(n: p: q: r)) \in \mathbf{P}^{2} \times \mathbf{P}^{2} \times \mathbf{P}^{3}: a n+b p=0, d p+e q=0\right\}
$$

which is a singular projective variety of dimension five. We work out the desingularization $Y$ in this specific case. The quiver $\widehat{\mathcal{Q}}$ is of type $E_{6}$ and it is shown in Example 6.4. The representation $k \widehat{\mathcal{Q} \oplus k} \mathcal{Q}^{*}$ of $\widehat{\mathcal{Q}}$ admits the following explicit form:

$$
\begin{aligned}
& \left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right)^{4} \\
& k^{3} \xrightarrow{\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)} k^{2} \xrightarrow{\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right)} k^{3} \stackrel{\left(\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right)}{<} k^{2} \stackrel{\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)}{\longleftarrow} k^{3}
\end{aligned}
$$

The only generic subrepresentation type being $N=k \mathcal{Q}$, we thus have to consider subrepresentations of dimension vector
$\begin{array}{lllll}1 & 1 & 2 & 1\end{array}$
of this representation. Again identifying $\operatorname{Gr}_{2}\left(k^{3}\right)$ with $\mathbf{P}^{2}$, we arrive at the following realization of $Y$ :

$$
\begin{gathered}
\{((a: b: c),(d: e: f),(g: h),(i: j),(k: l: m),(n: p: q: r)) \\
\in \mathbf{P}^{2} \times \mathbf{P}^{2} \times \mathbf{P}^{1} \times \mathbf{P}^{1} \times \mathbf{P}^{2} \times \mathbf{P}^{3}: \\
a h=b g, d j=e i, k p=l n, k q=m n, l q=m p, g k+h l=0, i l+j m=0\}
\end{gathered}
$$

with the desingularization map being the projection to the first, second and sixth component. Defining $Z$ as

$$
\left\{((g: h),(i: j),(k: l: m)) \in \mathbf{P}^{1} \times \mathbf{P}^{1} \times \mathbf{P}^{2}: g k+h l=0, i l+j m=0\right\}
$$

we can view $Y$ as a closed subvariety of $X \times Z$, with the desingularization map being the first projection.
The structure of $Z$ is easily analysed by considering the projection to $\mathbf{P}^{2}$; namely, this proves that $Z$ is isomorphic to a Del Pezzo surface, namely $\mathbf{P}^{2}$ blown up in two distinct points. By a straightforward analysis of the projection from $Y$ to $Z$, we can see that $Y$ is a three-fold tower of $\mathbf{P}^{1}$-fibrations over $Z$. Thus, the Poincaré polynomial of $Y$ (in $l$-adic cohomology for an arbitrary algebraically closed field $k$ ) equals $\left(1+3 t^{2}+t^{4}\right)\left(1+t^{2}\right)^{3}$.

The only two-dimensional fibre of the desingularization map is the one over the point $((0: 0: 1),(0: 0: 1),(0: 0: 0: 1))$, namely, it is isomorphic to the Del Pezzo surface $Z$. If $(a, b) \neq 0$ or $(d, e) \neq 0$ or $(n, p, q) \neq 0$, the fibre is trivial, thus the locus of points of $X$ with positive dimensional fibre is of codimension at least three (compare this to the general result of [8] that $X$ is regular in codimension two), proving smallness of the desingularization map. Consequently, we also know the Poincaré polynomial of the ( $l$-adic) intersection cohomology of $X$.
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