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asymptotic formula (38), and the fact that k must be divisible by 4 also follows
because if k ≡ 2 (mod 4) then Bk is positive and therefore the right-hand side
of (38) tends to −∞ as k →∞, contradicting RQ(n) ≥ 0.

The first statement of Proposition 12 is purely algebraic, and purely alge-
braic proofs are known, but they are not as simple or as elegant as the modu-
lar proof just given. No non-modular proof of the asymptotic formula (38) is
known.
Before continuing with the theory, we look at some examples, starting in

rank 8. Define the lattice Λ8 ⊂ R
8 to be the set of vectors belonging to either

Z8 or (Z+ 1
2 )8 for which the sum of the coordinates is even. This is unimodular

because the lattice Z8 ∪ (Z + 1
2 )8 contains both it and Z8 with the same

index 2, and is even because x2
i ≡ xi (mod 2) for xi ∈ Z and x2

i ≡
1
4 (mod 2)

for xi ∈ Z + 1
2 . The lattice Λ8 is sometimes denoted E8 because, if we choose

the Z-basis ui = ei− ei+1 (1 ≤ i ≤ 6), u7 = e6 + e7, u8 = − 1
2 (e1 + · · ·+ e8) of

Λ8, then every ui has length 2 and (ui, uj) for i 6= j equals −1 or 0 according
whether the ith and jth vertices (in a standard numbering) of the “E8” Dynkin
diagram in the theory of Lie algebras are adjacent or not. The theta series of
Λ8 is a modular form of weight 4 on SL(2,Z) whose Fourier expansion begins
with 1, so it is necessarily equal to E4(z), and we get “for free” the information
that for every integer n ≥ 1 there are exactly 240 σ3(n) vectors x in the E8

lattice with (x, x) = 2n.
From the uniqueness of the modular form E4 ∈M4(Γ1) we in fact get that

rQ(n) = 240σ3(n) for any even unimodular quadratic form or lattice of rank 8,
but here this is not so interesting because the known classification in this rank
says that Λ8 is, in fact, the only such lattice up to isomorphism. However, in
rank 16 one knows that there are two non-equivalent lattices: the direct sum
Λ8 ⊕ Λ8 and a second lattice Λ16 which is not decomposable. Since the theta
series of both lattices are modular forms of weight 8 on the full modular group
with Fourier expansions beginning with 1, they are both equal to the Eisen-
stein series E8(z), so we have rΛ8⊕Λ8

(n) = rΛ16
(n) = 480 σ7(n) for all n ≥ 1,

even though the two lattices in question are distinct. (Their distinctness, and
a great deal of further information about the relative positions of vectors of
various lengths in these or in any other lattices, can be obtained by using the
theory of Jacobi forms which was mentioned briefly in §3.1 rather than just
the theory of modular forms.)
In rank 24, things become more interesting, because now dimM12(Γ1) = 2

and we no longer have uniqueness. The even unimodular lattices of this rank
were classified completely by Niemeyer in 1973. There are exactly 24 of them
up to isomorphism. Some of them have the same theta series and hence the
same number of vectors of any given length (an obvious such pair of lattices
being Λ8⊕Λ8⊕Λ8 and Λ8⊕Λ16), but not all of them do. In particular, exactly
one of the 24 lattices has the property that it has no vectors of length 2.
This is the famous Leech lattice (famous among other reasons because it has
a huge group of automorphisms, closely related to the monster group and
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other sporadic simple groups). Its theta series is the unique modular form of
weight 12 on Γ1 with Fourier expansion starting 1+0q+ · · · , so it must equal
E12(z) −

21736
691 ∆(z), i.e., the number rLeech(n) of vectors of length 2n in the

Leech lattice equals 21736
691

(

σ11(n) − τ(n)
)

for every positive integer n. This
gives another proof and an interpretation of Ramanujan’s congruence (28).
In rank 32, things become even more interesting: here the complete clas-

sification is not known, and we know that we cannot expect it very soon,
because there are more than 80 million isomorphism classes! This, too, is
a consequence of the theory of modular forms, but of a much more sophisti-
cated part than we are presenting here. Specifically, there is a fundamental
theorem of Siegel saying that the average value of the theta series associated
to the quadratic forms in a single genus (we omit the definition) is always an
Eisenstein series. Specialized to the particular case of even unimodular forms
of rank m = 2k ≡ 0 (mod 8), which form a single genus, this theorem says
that there are only finitely many such forms up to equivalence for each k and
that, if we number them Q1, . . . , QI , then we have the relation

I
∑

i=1

1

wi
ΘQi

(z) = mk Ek(z) , (39)

where wi is the number of automorphisms of the form Qi (i.e., the number of
matrices γ ∈ SL(m,Z) such that Qi(γx) = Qi(x) for all x ∈ Zm) and mk is
the positive rational number given by the formula

mk =
Bk
2k

B2

4

B4

8
· · ·

B2k−2

4k − 4
,

where Bi denotes the ith Bernoulli number. In particular, by comparing
the constant terms on the left- and right-hand sides of (39), we see that
∑I

i=1 1/wi = mk, the Minkowski-Siegel mass formula. The numbers m4 ≈
1.44 × 10−9, m8 ≈ 2.49 × 10−18 and m12 ≈ 7, 94 × 10−15 are small, but
m16 ≈ 4, 03 × 107 (the next two values are m20 ≈ 4.39 × 1051 and m24 ≈
1.53 × 10121), and since wi ≥ 2 for every i (one has at the very least the
automorphisms ± Idm ), this shows that I > 80000000 for m = 32 as as-
serted.
A further consequence of the fact that ΘQ ∈ Mk(Γ1) for Q even and

unimodular of rank m = 2k is that the minimal value of Q(x) for non-zero
x ∈ Λ is bounded by r = dimMk(Γ1) = [k/12] + 1. The lattice L is called
extremal if this bound is attained. The three lattices of rank 8 and 16 are
extremal for trivial reasons. (Here r = 1.) For m = 24 we have r = 2 and the
only extremal lattice is the Leech lattice. Extremal unimodular lattices are
also known to exist for m = 32, 40, 48, 56, 64 and 80, while the case m = 72
is open. Surprisingly, however, there are no examples of large rank:

Theorem (Mallows–Odlyzko–Sloane). There are only finitely many non-

isomorphic extremal even unimodular lattices.
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We should not leave this section without mentioning at least briefly that
there is an important generalization of the theta series (36) in which each term
qQ(x1,...,xm) is weighted by a polynomial P (x1, . . . , xm). If this polynomial
is homogeneous of degree d and is spherical with respect to Q (this means
that ∆P = 0, where ∆ is the Laplace operator with respect to a system of
coordinates in which Q(x1, . . . , xm) is simply x2

1 + · · · + x2
m), then the theta

series ΘQ,P (z) =
∑

x P (x)qQ(x) is a modular form of weight m/2 + d (on the
same group and with respect to the same character as in the case P = 1),
and is a cusp form if d is strictly positive. The possibility of putting non-
trivial weights into theta series in this way considerably enlarges their range
of applications, both in coding theory and elsewhere.

4 Hecke Eigenforms and L-series

In this section we give a brief sketch of Hecke’s fundamental discoveries that
the space of modular forms is spanned by modular forms with multiplicative
Fourier coefficients and that one can associate to these forms Dirichlet series
which have Euler products and functional equations. These facts are at the
basis of most of the higher developments of the theory: the relations of modular
forms to arithmetic algebraic geometry and to the theory of motives, and the
adelic theory of automorphic forms. The last two subsections describe some
basic examples of these higher connections.

4.1 Hecke Theory

For each integer m ≥ 1 there is a linear operator Tm, the mth Hecke operator,
acting on modular forms of any given weight k. In terms of the description
of modular forms as homogeneous functions on lattices which was given in
§1.1, the definition of Tm is very simple: it sends a homogeneous function F
of degree −k on lattices Λ ⊂ C to the function TmF defined (up to a suitable
normalizing constant) by TmF (Λ) =

∑

F (Λ′), where the sum runs over all
sublattices Λ′ ⊂ Λ of index m. The sum is finite and obviously still homoge-
neous in Λ of the same degree −k. Translating from the language of lattices to
that of functions in the upper half-plane by the usual formula f(z) = F (Λz),
we find that the action of Tm is given by

Tmf(z) = mk−1
∑

(

a b
c d

)

∈Γ1\Mm

(cz + d)−k f

(

az + b

cz + d

)

(z ∈ H) , (40)

where Mm denotes the set of 2 × 2 integral matrices of determinant m and
where the normalizing constant mk−1 has been introduced for later conve-
nience (Tm normalized in this way will send forms with integral Fourier co-
efficients to forms with integral Fourier coefficients). The sum makes sense
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because the transformation law (2) of f implies that the summand associated
to a matrix M =

(

a b
c d

)

∈ Mm is indeed unchanged if M is replaced by γM
with γ ∈ Γ1, and from (40) one also easily sees that Tmf is holomorphic
in H and satisfies the same transformation law and growth properties as f ,
so Tm indeed maps Mk(Γ1) to Mk(Γ1). Finally, to calculate the effect of Tm
on Fourier developments, we note that a set of representatives of Γ1\Mm is
given by the upper triangular matrices

(

a b
0 d

)

with ad = m and 0 ≤ b < d
(this is an easy exercise), so

Tmf(z) = mk−1
∑

ad=m
a, d>0

1

dk

∑

b (mod d)

f

(

az + b

d

)

. (41)

If f(z) has the Fourier development (3), then a further calculation with (41),
again left to the reader, shows that the function Tmf(z) has the Fourier ex-
pansion

Tmf(z) =
∑

d|m
d>0

(m/d)k−1
∑

n≥0
d|n

an q
mn/d2

=
∑

n≥0

(

∑

r|(m,n)
r>0

rk−1 amn/r2

)

qn .

(42)
An easy but important consequence of this formula is that the operators Tm
(m ∈ N) all commute.
Let us consider some examples. The expansion (42) begins σk−1(m)a0 +

amq + · · · , so if f is a cusp form (i.e., a0 = 0), then so is Tmf . In particular,
since the space S12(Γ1) of cusp forms of weight 12 is 1-dimensional, spanned
by ∆(z), it follows that Tm∆ is a multiple of ∆ for every m ≥ 1. Since the
Fourier expansion of ∆ begins q + · · · and that of Tm∆ begins τ(m)q + · · · ,
the eigenvalue is necessarily τ(m), so Tm∆ = τ(m)∆ and (42) gives

τ(m) τ(n) =
∑

r|(m,n)

r11 τ
(mn

r2

)

for all m, n ≥ 1 ,

proving Ramanujan’s multiplicativity observations mentioned in §2.4. By the
same argument, if f ∈ Mk(Γ1) is any simultaneous eigenfunction of all of
the Tm, with eigenvalues λm, then am = λma1 for all m. We therefore have
a1 6= 0 if f is not identically 0, and if we normalize f by a1 = 1 (such an
f is called a normalized Hecke eigenform, or Hecke form for short) then we
have

Tmf = am f , am an =
∑

r|(m,n)

rk−1 amn/r2 (m, n ≥ 1) . (43)

Examples of this besides ∆(z) are the unique normalized cusp forms f(z) =
∆(z)Ek−12(z) in the five further weights where dimSk(Γ1) = 1 (viz. k = 16,
18, 20, 22 and 26) and the function Gk(z) for all k ≥ 4, for which we have
TmGk = σk−1(m)Gk, σk−1(m)σk−1(n) =

∑

r|(m,n) r
k−1σk−1(mn/r

2). (This
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was the reason for the normalization of Gk chosen in §2.2.) In fact, a theorem
of Hecke asserts that Mk(Γ1) has a basis of normalized simultaneous eigen-
forms for all k, and that this basis is unique. We omit the proof, though it
is not difficult (one introduces a scalar product on the space of cusp forms
of weight k, shows that the Tm are self-adjoint with respect to this scalar
product, and appeals to a general result of linear algebra saying that com-
muting self-adjoint operators can always be simultaneously diagonalized), and
content ourselves instead with one further example, also due to Hecke. Con-
sider k = 24, the first weight where dimSk(Γ1) is greater than 1. Here Sk is
2-dimensional, spanned by ∆E3

4 = q+ 696q2 + · · · and ∆2 = q2 − 48q3 + . . . .
Computing the first two Fourier expansions of the images under T2 of these
two functions by (42), we find that T2(∆E

3
4 ) = 696 ∆E3

4 + 20736000 ∆2

and T2(∆
2) = ∆E3

4
+ 384 ∆2. The matrix

(

696 20736000
1 384

)

has distinct eigen-

values λ1 = 540 + 12
√

144169 and λ2 = 540 − 12
√

144169, so there are
precisely two normalized eigenfunctions of T2 in S24(Γ1), namely the func-
tions f1 = ∆E3

4
− (156 − 12

√
144169)∆2 = q + λ1q

2 + · · · and f2 =
∆E3

4
− (156 + 12

√
144169)∆2 = q + λ2q

2 + · · · , with T2fi = λifi for i = 1, 2.
The uniqueness of these eigenfunctions and the fact that Tm commutes with
T2 for allm ≥ 1 then implies that Tmfi is a multiple of fi for allm ≥ 1, so G24,
f1 and f2 give the desired unique basis of M24(Γ1) consisting of normalized
Hecke eigenforms.
Finally, we mention without giving any details that Hecke’s theory gen-

eralizes to congruence groups of SL(2,Z) like the group Γ0(N) of matrices
(

a b
c d

)

∈ Γ1 with c ≡ 0 (mod N), the main differences being that the defi-
nition of Tm must be modified somewhat if m and N are not coprime and
that the statement about the existence of a unique base of Hecke forms be-
comes more complicated: the space Mk(Γ0(N)) is the direct sum of the space
spanned by all functions f(dz) where f ∈ Mk(Γ0(N

′)) for some proper di-
visor N ′ of N and d divides N/N ′ (the so-called “old forms”) and a space
of “new forms” which is again uniquely spanned by normalized eigenforms of
all Hecke operators Tm with (m,N) = 1. The details can be found in any
standard textbook.

4.2 L-series of Eigenforms

Let us return to the full modular group. We have seen that Mk(Γ1) contains,
and is in fact spanned by, normalized Hecke eigenforms f =

∑

amq
m satisfy-

ing (43). Specializing this equation to the two cases whenm and n are coprime
and when m = pν and n = p for some prime p gives the two equations (which
together are equivalent to (43))

amn = am an if (m,n) = 1 , apν+1 = ap apν − pk−1 apν−1 (p prime, ν ≥ 1) .

The first says that the coefficients an are multiplicative and hence that the

Dirichlet series L(f, s) =
∞
∑

n=1

an

ns
, called the Hecke L-series of f , has an Eu-
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 !"#$%&'( #$ %&'&( S ∈ Sym (n; Z) )(* ℓ ≥ 1+ ,!(( -'./ &0 &'( U ∈ GL(n; Z) 012'&
α1, . . . , αr ∈ Z )(*  !/3'4&( A1, . . . , As ∈ Mat(2; Z) 5'/ *&3 6'-&(0
8!9/

S[U ] ≡ [α1, . . . , αr, A1, . . . , As] (mod 2ℓ) , r + 2s = n.

:$ 60 -'./ -&(!) *!(( &'(& -&3!*&  !/3'; S ∈ Sym (n; Z) 5'/ detS = 1< 2&(( n ≡ 0(mod 4)+
=$ %&' S ∈ Sym (n; Z) -&3!*& 5'/ )(-&3!*&3 ,&/&35'(!(/&+ ,!(( '0/ n = 2k -&3!*& )(* &0
-'./ &'( U ∈ GL(n; Z) 5'/ *&3 6'-&(0
8!9/

S[U ] ≡ [D1, . . . , Dk] (mod 4) , Dj =

(

0 1
1 0

)

,

(

2 1
1 2

)

, j = 1, . . . , k.

>$ %&' S ∈ Sym (n; Z) , n = 2k< -&3!*& 5'/ )(-&3!*&3 ,&/&35'(!(/&+ ,!(( -'./ &0 22k−1+2k−1

?&@/13&( g ∈ Z
n (mod 2) 5'/ S[g] ≡ 0(mod 4) )(* 22k−1 − 2k−1 ?&@/13&( g ∈ Z

n (mod 2)
5'/ S[g] ≡ 2(mod 4)+
A$ %&' S ∈ Sym (n; Z) , n = 2k< -&3!*& 5'/ )(-&3!*&3 ,&/&35'(!(/&+ a2(S) .&4&'
8(& *'&
B(4!8C *&3 D'(@0(&.&(@C!00&( HUn 5'/ | detH | = 2k< 01 *!00 1

2
S[H ] -&3!*& '0/+

!$ 60 -'C/

a2(S) = a(2, k) =

k−1
∏

j=0

(2j + 1).


