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1 DSP, preprojecitve algebras & middle convolu-
tions

1.1 The Deligne Simpson Problem
In the following we let k = C.

Problem. Given conjugacy classes C1, . . . , Ck in Gln(C), decide whether or
not there is an irreducible solution to

A1 · · ·Ak = I

with Ai ∈ Ci. In this context irreducibility means that no non-trivial proper
subspace of Cn is stabilized by all Ai simultaneously.

Example. Given C1, C2, C3 in Gl2(C) there is an irreducible solution iff

• none of the conjugacy classes is {λ · I}

• the product of all 6 eigenvalues for the Ci is 1

• the product of 3 eigenvalues, one for each Ci, is never 1.

Exercise. Suppose ABC = I is an irreducible solution with 2× 2-matrices.
Assume that λ, µ, ν are eigenvalues of A,B,C with λµν = 1.

(i) Show that no two of A,B,C can have a common eigenvector

(ii) Let x, y, z be eigenvectors for λ, µ, ν. Show that z = x + y after suitable
rescaling.

(iii) Show that (A− λ)Bz = −(B − µ)(λx)

(iv) Show that Im(A− λ) = Im(B − µ) and that this is an invariant subspace,
which is a contradiction to irreducibility.

Therefore note that irreducibility implies λµν 6= 1.

Different authors obtained various results:

Deligne. If there is an irreducible solution then∑
i

dimCi ≥ 2n2 − 2

with equality iff the solution is rigid (i.e. unique up to simultanious conjugation)

Simpson (1992). Studied case when Ci have generic eigenvalues one with dis-
tinct eigenvalues.
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Katz (1996) “Rigid local systems”, “Middle convolution”
Algorithm for computing all rigid irreducible solutions

Kostov Coined the name DSP, but he also wanted a construction of all ir-
reducible solutions. He introduced the additive version A1 + . . .+Ak = 0 of the
DSP and obtained many partial results.

Crawley-Boevey (CB) Found the link to root systems, obtained solution
in the additive case and, together with Shaw, a sufficient condition for solutions
in the multiplicative case. He also worked out the necessity, which has not been
published yet.

1.2 Deformed preprojective algebras
Let Q be a quiver with vertex set I. We denote by kQ its path algebra.

Example.

Then kQ has basis a, b, ba, e1, e2, e3

The double of Q looks as follows and is denoted by Q̄.

We extend ? to an involution on Q̄ by (a?)? = a. Let

ε(c) =

{
1 c in Q
−1 c? in Q

Definition. (CB+Holland)
Let λ = (λi)i∈I ∈ kI
The deformed preprojective algebra is defined by .

Πλ(Q) := kQ̄/(r)

with r =
∑
a∈Q[a, a?] −

∑
i∈I λiei =

∑
a∈Q(aa? − a?a) −

∑
i∈I λiei =∑

a∈Q̄ ε(a)aa? −
∑
i∈I λiei.

Remark. The classical definition of the non-deformed case with λ = 0 is
due to Gelfand+Ponomarev.
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1.3 Multiplicative preprojective algebra
Let kQ̄ → LQ be the universal localization of kQ̄ obtained by adjoining an
inverse for

1 + aa? ∈ kQ̄
for all a ∈ Q̄.

Definition. (CB+Shaw)
Fix an ordering a1 < a2 < . . . < am on the arrows of Q̄. Fix a tuple of

invertible elements q = (qi) ∈ (k×)I .
The multiplicative preprojective algebra is defined by Λq := LQ/(s) with

s =
→∏
a∈Q̄

(1 + aa?)ε(a) −
∑
i∈I

qiei

where we denote by
→∏

the directed product induced by “<”.

1.4 Representations
Definition. A representation of Q is given by vector spaces Xi (i ∈ I) and
linear maps Xa : Xi → Xj ∀a : i→ j in Q .

Representations of Q ⇐⇒ kQ-modules:
“⇐”: Given a kQ-module X define Xi = eiX, i ∈ I and the linear maps Xa

is given by multipliplication with a.
“⇒”: (Xi, Xa) −→

⊕
i∈I Xi, the kQ-action is given by the maps Xa.

Πλ(Q)-modules ←→Representations of Q̄ by vector spaces Xi and linear maps
Xa (a ∈ Q̄) satisfying ∑

a ∈ Q̄
h(a) = i

ε(a)XaXa? = λiidXi
∀i ∈ I

which we rewrite as∑
a ∈ Q
h(a) = i

XaXa? −
∑
a ∈ Q
t(a) = i

Xa?Xa = λiidXi

Λq-modules ←→ Representations with :
(idXh(a) +XaXa?) is invertible ∀a in Q̄ and for all i ∈ I:

→∏
a ∈ Q̄
h(a) = i

(idXi
+XaXa?)ε(a) = qiidXi
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1.5 Lemma
(i) If there is a representation of Πλ(Q) of dimension vector α = (αi) ∈ ZI

(αi = dimXi), then λ.α :=
∑
i∈I λiαi is zero

(ii) If there is a representation of Λq(Q) of dimension vector α = (αi) ∈ ZI
(αi = dimXi), then qα :=

∏
i q
αi
i is 1.

Proof. (i)

0 =
∑
a∈Q

tr(XaXa?)−
∑
a∈Q

tr(Xa?Xa)

=
∑
i∈I

tr(λiidXi) =
∑
i∈I

λi dim(Xi)

(ii) Since
∏

a ∈ Q̄
h(a) = i

det((idXi +XaXa?)ε(a)) = qi and det(id+θφ) = det(id +

φθ) for arbitrary endomorphisms φ, θ, (ii) is obtained analogously to (i).

�

1.6 Link to the DSP
Given C1, . . . , Ck in Gln(k). Let wi be the degree of the minimal polynomial
for Ci and ξi,1, . . . , ξi,wi

be its roots.
Let Q be

Consider the following dimension vector α ∈ ZI

and the following q ∈ kI

Lemma.
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(i) There is a solution to A1 · . . . · Ak = I, Ai ∈ C̄i, where C̄i denotes the
closure of the conjugacy class Ci, iff there exists a representation of Λq of
dimension α.

(ii) There is a solution to A1 · . . . · Ak = I, Ai ∈ Ci iff there exists a “strict”
representation of Λq of dimension α, i.e. all Xa, Xa? have maximal rank.

(iii) There is an irreducible solution to A1 · . . . ·Ak = I, Ai ∈ C̄i iff there exists
a simple representation of Λq of dimension α.

Similar results hold for solutions of A1 + · · · + Ak = 0 and representations of
Πλ, for suitable λ.

1.7 Reflection functors
If Q is a quiver, we denote by (·, ·) the bilinear form on ZIgiven by

(α, β) :=
∑
i∈I

2αiβi −
∑
a ∈ Q
a : i→ j

αiβj

If there is no loop at i, then we define si : ZI → ZI by

si(α) = α− (α, ε[i])ε[i]

where ε[i] is given by ε[i]j = δi,j . The Weyl group is the subgroup of the auto-
morphism group generated by the si.

Theorem (CB+Holland, Rump). If i is loop free and λi 6= 0, then there
exists an equivalence:

Πλ(Q)-modules ↔Πri(λ)(Q)-modules

which acts as si on dimension vectors where ri is given by the formula

ri(λ).β := λ.si(β)

Theorem (Dettweiler+Reiter, CB+Shaw). If i is loop free and qi 6= 1, there
exists an equivalence

Λq(Q)-modules ↔Λui(q)(Q)-modules

which acts as si on dimension vectors where ui is given by the formula

ui(q)β := qsi(β)
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1.8 Katz’s Algorithm
We start with two lemmas which, in the setting of the DSP, were known to Katz.

Lemma. The simple modules for Λq(Q) of dimension vector α are parametrized
by a variety of dimension 2− (α, α) (perhaps empty or disconnected).

If qi = 1 then Λq(Q) has a simple S[i] of dimension ε[i].

Lemma. If there is a simple for Λq(Q) of dimension vector α, then
α = ε[i] or qi 6= 1 or (α, ε[i]) < 0 .

Katz’s algorithm. Any rigid simple for Λq(Q) can be reduced by a sequence
of reflection functors to a simple S[i] for some Λq

′
(Q) for some i and q′.

1.9 Roots
Definition. Let Q be a quiver with vertex set I. We define a subset F ⊂ NI
by

F =
{
α ∈ NI : α 6= 0, (α, ε[i]) ≤ 0 ∀i, α has connected support

}
Then the roots are given by

{w(ε[i]) : i loop free vertex, w ∈W} ∪ {±wα : α ∈ F,w ∈W}

where the first set gives the real roots (p(α) = 0) and the second one the imag-
inary roots (p(α) > 0), where p(α) := 1− 1

2 (α, α). We remark that the ε[i] and
F form fundamental regions for the real and imaginary roots, respectively.

Theorem. If there is a simple Λq(Q) of dimension α, then α is a root.

Theorem.

Multiplicative version: There is a rigid simple for Λq(Q) of dimension α iff

• α is a real root

• qα = 1

• There is no decomposition α = β+ γ+ . . . as a sum of positive roots with
qβ = qγ = . . . = 1

Additive version: There is a rigid simple for Πλ(Q) of dimension α iff

• α is a real root

• qα = 1

• There is no decomposition α = β+ γ+ . . . as a sum of positive roots with
λ.β = λ.γ = . . . = 0.
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2 Lifting, Riemann-Hilbert, parabolic bundles
Hereditary abelian category Doubled version

kQ-modules lifting−→ Πλ(Q)-modules↔additive DSP
bad
6−→ Λq(Q)-modules ↔DSP

parabolic bundles, or coherent sheaves −→ parabolic bundles + compatible ζ-connection
on a weighted projective line → DSP, via. Riemann-Hilbert

2.1 Lifting representations
Theorem. A representation X of Q lifts to a representation of Πλ(Q) iff every
indecomposable summand Y of X has λ.dimY = 0.

Moreover, if it does lift, then the possible lifts are parametrized byDExt1kQ(X,X).

Proof. “⇒” Take θ to be the projection onto Y and apply exercise 4 on the
problem sheet.

“⇐”: It suffices to show that if X is indecomposable and λ.dimX = 0, then
X lifts. Consider

0→
⊕
a:i→j

kQej ⊗k eiX →
⊕
i

kQei ⊗k eiX → X → 0

where we set P1 =
⊕

a:i→j kQej ⊗k eiX, P0 =
⊕

i kQei ⊗k eiX
Apply HomkQ(·, X). This gives

0→ EndkQ(X)→ HomkQ(P0, X)→ HomkQ(P1, X)→ Ext1kQ(X,X)→ 0

with HomkQ(P0, X) = ⊕iEndk(Xi), HomkQ(P1, X) = ⊕a:i→jHomk(Xi, Xj).
Also note thatHomkQ(kQei ⊗ Z,X) ' Homk(Z, eiX). Now dualize and use
that DHomk(U, V ) ' Homk(V,U) via trace pairing. We obtain

0→ DExt1(X,X)→
⊕
a:i→j

Hom(Xj , Xi)
ρ→
⊕
i

Endk(Xi)
τ→ DEndkQ(X)→ X → 0

ρ : (Ψa : Xj → Xi) 7→ (
∑
h(a)=iXaΨa−

∑
t(a)=i ΨaXa)i, τ : θ = (θi) 7→ fθ with

fθ(Φ) =
∑
i tr(θiΦi).

Now consider λ ∈ kI as an element in ⊕iEndk(Xi). Obviously fθ is zero
on nilpotent elements and by construction also on multiples of the identity due
to the assumption λ.dimY = 0 for all indecomposable summands Y of X. By
splitting the endomorphism ring into its nilpotent and identity part, fθ equals
0, so that the theorem follows.

�
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2.2 Application of Kac’s Theorem
Corollary. There is a representation of Πλ(Q) of dimension α iff α = β+γ+. . .
for some positive roots β, γ, . . . with λ.β = λ.γ = . . . = 0.

Consequence. Given C1, . . . , Ck one can determine whether or not there is
a solution to A1 + . . .+Ak = 0 with Ai ∈ C̄i.

2.3 Hilberts 21st problem
Let X = CP1(Riemann’s sphere). Let D = {a1, . . . , ak} ⊂ X. Consider a
system of 1st order linear ordinary differential equations

d

dx

 f1(x)
...

fn(x)

 = A(x)

 f1(x)
...

fn(x)


with A(x) ∈Mn(C(x)) nonsingular outside D.

We obtain a monochromy repr. ρ : Π1(X −D)→ Gln(C).

Problem. Can you get any representation ρ from some Fuchsian system (i.e.
A(x) has at worst simple poles at the ai)?

For many years it was thought that work of Plemelj (1908) implied that the
answer was yes. But Bolibruch (1989) discovered that the answer was actually
no.

2.4 Riemann-Hilbert correspondence
Let X = CP1, D = {a1, . . . , ak}, as above. Let E be a vector bundle on X.
The notion of a Fuchsian system generalizes to that of a logarithmic (flat or
integrable) connection on E:

∇ : E → Ω1(logD)⊗ E

with E the sheaf sections of E and D the sheaf of differential 1-forms f(x)dx
where f(x) has at worst simple poles at the ai. Check that∇(fe) = df⊗e+f∇(e)
for f ∈ Ox(U), e ∈ E(U). Since dimC X = 1, X is automatically flat!

Residues Resai
∇ ∈ Endk(Eai

), where Eai
denotes the fibre of E at ai, corre-

sponds to ResX=aiA(x):

Theorem. Let T = {x ∈ C : Re x ∈ [0, 1)}, or any other transversal to Z in C.
Then monodromy gives an equivalence from the category of pairs (E ,∇), such
that all eigenvalues of all Resai

∇ are in T , to the representations ρ of Π1(X−D).

10



Note that Π1(X −D) = 〈g1, . . . , gk : g1 · . . . · gk = 1〉, so ρ(g1) · . . . · ρ(gk) = 1.
In this non-resonant case ρ(gi) is conjugate to e2π

√
−1Resai

∇. We want to know
about the existence of (E ,∇) with Resai

∇ prescribed up to conjugacy.

2.5 Parabolic bundles
Definition. A weighted projective line X consists of

• X = CP1,

• D = (a1, . . . , ak), ai distinct points and

• w = (w1, . . . , wk), wi positive integers , where wi = 1 is the same as ai
unweighted

Definition. The category of (quasi) parabolic bundles on X has objects E =
(E,Eij) where E is a vector bundle and the Ei,j are flags of subspaces

Eai = Ei,0 ⊃ Ei,1 ⊃ . . . ⊃ Ei,wi = 0

The morphisms are given by vector bundle homomorphisms compatible with
flags. Then one can draw an associated quiver

where the dimension vector α of E is given by

and the dimension type of E is α+ (degE)δ ∈ ZI ⊕ Zδ.

2.6 ζ-connections and lifting
Definition. Let X be a weighted projective line, X = CP1, D = (a1, . . . , ak)
and w = (w1, . . . , wk). Let E = (E,Eij) be a parabolic bundle on X. Let
ζ = (ζij) with ζij ∈ C for 1 ≤ i ≤ k, 1 ≤ j ≤ wi.

A ζ-connection on E is a logarithmic connection on E with

(Resai
∇− ζij)(Ei,j−1) ⊂ Ei,j ∀i, j
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Lifting Theorem (cf. Weil, 1938). E has a ζ-connection iff the dimension type
α+ dδ of any indecomposable summand of E satisfies d+ ζ ? [α] = 0 with

ζ ? [α] :=
∑
i

ζijαji +
∑
i,j

(ζi,j+1 − ζi,j)αi,j

Analogue of Kac’s Theorem. The dimension types of indecomposable
parabolic bundles are exactly the α + dδ where α is a “strict” positive root,
i.e. decreasing on the arms. Then given conjugacy classes C1, . . . , Ck, there
exists a solution to A1 · . . . ·Ak = I, Ai ∈ C̄i

Riemann-Hilbert⇐⇒ there exists (E,∇) with Resai∇ ∈ C̄ ′i for suitable C ′i,
⇐⇒ there exists a parabolic bundle of dimension vector α and with a ζ

connection ∇ for suitable α, ζ.

⇐⇒there exists a decomposition α = β+ γ+ . . . with β, γ, . . . positive roots
with ζ ? [β], ζ ? [γ], . . . ∈ Z.
That way we have also transformed the multiplicative version of the DSP into
a problem which contains roots only.

3 Homological algebra and geometry for repre-
sentations and a sufficient condition for exis-
tence of simples

The following strategy and arguments work for Πλ as well as Λq. In the following
we consider only Πλ. For Λq one can use the published argument in [4].

3.1 Bimodule resolution
Lemma. For Π = Πλ(Q) there is an exact sequence of bimodules

P2
f→ P1

g→ P0
mult. &add−→ Π→ 0

where P2 = P0 = ⊕i∈IΠei⊗eiΠ and P1 = ⊕ a ∈ Q̄
a : i→ j

Πej⊗eiΠ and we define

f and g by

f((p⊗ q)i) =
∑
a ∈ Q̄
h(a) = i

ε(a)(pa? ⊗ q)a −
∑
a ∈ Q̄
t(a) = i

ε(a)(p⊗ a?q)a

g((p⊗ q)a:i→j) = (pa⊗ q)i − (p⊗ aq)j

12



respectively. It is easily checked that g ◦ f = 0.

The Koszul property For Q a non-Dynkin quiver f is injective for Π = Π0(Q).
In the case with no oriented cycles one adds the projective resolution of a

simple kQ-module

0→ 0→
⊕
a ∈ Q
a : i→ j

P [j]→ P [i]→ S[i]→ 0

and the Auslander-Reiten-sequences

0→ τ−nP [i]→
⊕
a ∈ Q
a : i→ j

τ−(n+1)P [j]⊕
⊕

a ∈ Q̄\Q
a : i→ j

τ−nP [j]→ τ−(n+1)P [i]→ 0→ 0

which exist and are exact for all n > 0 since Q is non-Dynkin, to give a projective
resolution of the simple Π-module

0→ Πei →
⊕
a ∈ Q̄
a : i→ j

Πej → Πei → S[i]→ 0

From these one can easily deduce that f is injective. The genaral case was
described by Malkin, Ostrik and Vybornov.

3.2 The Calabi-Yau 2-property
Lemma. There exists an exact sequence

P1 ' HomΠe(P1,Πe)
Hom(f,Πe)−→ HomΠe(P2,Πe) ' P0 → Π→ 0

Theorem.

(i) For Π = Π0(Q), Q a non-Dynkin quiver,

Extn(M,N) ' DExt2n(N,M)

for any finite dimensional Π-modules M , N .

(ii) In the general case we have

dimHom(M,N)− dimExt1(M,N) + dimHom(N,M) = (dimM, dimN)

13



3.3 The variety of representations
For a quiverQ with vertex set I and α ∈ NI let Rep(Q̄, α) =

⊕
a : i→ j
in Q̄

Hom(kαi , kαj ),

Gl(α) =
∏
i∈I Gl(k

αi) and End(α) = Lie Gl(α) = ⊕i∈IEnd(kαi). We define
µ : Rep(Q̄, α)→ End(α) by

x 7→ (
∑
a ∈ Q̄
h(a) = i

ε(a)xaxa?)i

Then the image of µ is obviously contained in End(α)0 := {(θi) ∈ End(α)|
∑
tr(θi) = 0}.

Given λ ∈ kI , consider it as (λ · id) ∈ End(α) .

Lemma. Rep(Πλ, α) := µ−1(λ) is an affine variety. Every irreducible com-
ponent has dimension at least

dimRep(Q̄, α)− dimEnd(α)0 = g + 2p(α)

where g = dimEnd(α)0 = dimPGl(α) = α · α− 1.

3.4 The moment map property
If x ∈ Rep(Q̄, α) then you get

with DEnd(α) ' End(α) via trace pairing and DRep(Q̄, α) ' Rep(Q̄, α) by
using ω with

ω(x, y) :=
∑
a∈Q̄

ε(a)tr(xaya?)

We remark that the lower map is explicitly given by ϕ : θ = (θi) 7→ (θjxa −
xaθi)a:i→j in Q̄.

Lemma. The simples form a smooth open subset of Rep(Πλ, α) of dimen-
sion g + 2p(α) (but possibly empty or disconnected).

Proof. Let X be simple, so End(X) = k. Thus dimKer(ϕ) = 1, so by trace
pairing dµx is onto End(α)0 and therefore µ is smooth at x as a map to End(α)0.

�
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3.5 Moduli space
Let N(λ, α) = Rep(Πλ, α)//Gl(α) = µ−1(λ)//Gl(α), which can also be written
as Rep(Q̄, x)////λGl(α). This classifies semi-simple Πλ-modules up to isomor-
phism. Consider the map Rep(Πλ, α)

q−→ N(λ, α).

Lemma. The simples in N(λ, α) form a smooth open subset of dimension
2p(α) (possibly empty or disconnected).

We remark that this lemma is used by Katz’s Algorithm.

Definition. (Le Bruyn+Procesi) A semi-simple representation is of type (k1, β
1, k2, β

2, . . .)
if it is isomorphic to

S1 ⊕ . . .⊕ S1︸ ︷︷ ︸
k1

⊕S2 ⊕ . . . S2︸ ︷︷ ︸
k2

⊕ . . .

where the Si are the non-isomorphic simples with dimension vectors βi.

Theorem. The semi-simples of type (k1, β
1, . . .) form a locally closed subset of

N(λ, α) (maybe empty, etc.) of dimension 2p(β1) + 2p(β2) + . . . .

3.6 Fibres of the quotient map
In the following we consider the canonical quotient map q : Rep(Πλ, α) −→
N(λ, α).

Theorem. If x ∈ N(λ, α) has type (k1, β
1, k2, β

2, . . .) then

dim q−1(x) ≤ g + p(α)−
∑
t

p(βt)

Idea. Induction, formula for dimExt1, and the following

Lemma. Let M,N be finite dimensional modules for Πλ. Let α = dimM +
dimN . Then{

(x, θ, φ) : x ∈ Rep(Πλ, α), 0→ N
θ→ X

φ→M → 0 exact
}

is a variety of dimension dimGl(α) + dimExt1(M,N)− dimHom(M,N).

Idea. Take the universal extension via the pushout
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where l := dimExt1(M,N) and a vector ξ ∈ kl. Then choose basis for X, which
is of dimension dimGl(α) .

3.7 Sufficient condition for simples
Theorem. If α is apositive root with λ.α = 0, p(α) > p(β) + p(γ) + . . .
for any decomposition α = β + γ + . . . of positive roots β, γ, . . . with and
λ.β = λ.γ = . . . = 0, then there exists a simple for Πλ of dimension α.

In the following we denote the condition of the theorem by †. By lifting
Rep(λ, α) 6= ∅. It has dimension ≥ g + 2p(α). However

dim q−1(stratum of type (k1, β
1, . . .)) ≤ (g + p(α)−

∑
p(βt)) +

∑
2p(βt)

< g + 2p(α)

which is too small to fill up all the compositions so that under this hypothesis
we obtain that Rep(Πλ, α) is irreducible.

4 Perpendicular categories and the necessity of
the condition for simples

In this paragraph we show that the condition † follows from the existence of a
simple Πλ-module of dimension α.

Given matrices C1, . . . , Ck, we let wi be the degree of their minimal poly-
nomials with roots ξi,j . We have to construct Q and α for a given simple
Πλ-module.

Theorem.

(i) In the additive version we have that there exists a positive root α with
ξ?[α] = 0 and p(α) > p(β)+p(γ)+. . . for all decompositons α = β+γ+. . .
of positive roots β, γ, . . . with ξ?[β] = . . . = 0 iff there exists an irreducible
solution to A1 + . . .+Ak = 0, Ai ∈ Ci.

(ii) In the multiplicative version we have that there exists a positive root α with
ξ[α] = 1 and p(α) > p(β)+p(γ)+ . . . for all decompositons α = β+γ+ . . .
of positive roots β, γ, . . . with ξ[β] = . . . = 0 iff there exists an irreducible
solution to A1 · . . . ·Ak = I, Ai ∈ Ci.

The notation ξ ? [α] was introduced in section 2.6. The notation ξ[α] is the
analogous expression involving products and powers.

4.1 Combinatorial part
Given a quiver Q with vertex set I consider the pairs (λ, α) ∈ kI × ZI and the
equivalence relation “∼” generated by (λ, α) ∼ (riλ, siα), whenever i is a loop
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free vertex with λi 6= 0 and ri is given by the formula

riλ.β = λ.siβ

Thus if (λ, α) ∼ (λ′, α′), then there is a composition of reflection functors Πλ-
mod −→Πλ′

-mod , sending modules of dimension vector α to modules of di-
mension vector α′ .

Definition. Given λ ∈ kI , we define

Fλ =
{
α ∈ ZI : α positive root with λ.α = 0 such that for (λ, α) ∼ (λ′, α′),
i loopfree vertex with λi = 0 then (α′, ε[i]) ≤ 0}

F0 is the fundamental region defined above.

Lemma. If there is a simple for Πλof dimension vector α, then either α ∈ Fλ
or (λ, α) ' (λ′, ε[i]) for some loopfree vertex i.

In the latter case S is a rigid simple obtained from the simple S[i] for Πλ

by a sequence of reflection functors.

Theorem. Suppose α ∈ Fλ, but † fails. Then after passing to an equiva-
lent pair (λ, α), and passing to the support quiver of α, one of the following
cases holds:

(I) Q is an extended Dynkin quiver with minimal positive imaginary root δ and
λ.δ = 0 and α = mδ for some m ≥ 2.

(II) I = T ∪̇K with only one arrow a : j → k from T to K linking the two parts
of Q.

and αj = αk = 1,
∑
i∈T λiαi = 0.

(III) I = J∪̇Kwith a : j → k. Q|K is an extended quiver of Dynkin type with
minimal positive imaginary root δ, δK = 1, α|K = mδ (m ≥ 2), α|J = 1
and

∑
i∈K λiδi = 0.

4.2 Special and almost special cases
In the following we use Kostov’s terminology. To prove the necessity of † it
suffices to show there is no simple in cases (I),(II) and (III). (II) is easily
checked by applying the trace function to Xa?Xa, where a is the only edge from
T to K.

17



Similarly, in order to show that there is no simple of type (III), it suffices to
show that there is none of type (III’), where J is replaced by a one element set
J = {j}.

4.3 Perpendicular categories
Definition (Geigle+Lenzing, Schofield). Let C be a hereditary abelian cate-
gory, M an object in C. The perpendicular category M⊥ is the full subcategory
of C with objects X ∈ C such that Hom(M,X) = Ext1(M,X) = 0.

We remark that M⊥ is closed under kernels, images, cokernels, extensions, so
it is itself a hereditary abelian category. If in addition C has finite dimensional
Hom spaces and Ext1(M,M) = 0, then the inclusionM⊥ ↪→ C has a left adjoint
l : C →M⊥.

If C = kQ-mod, Ext1(M,M) = 0 then M⊥ ' kQ′-mod for some quiver Q′.

Example. If Q is given by

and we take M to be the indecomposable kQ-module of dimension vector

then the Auslander-Reiten-quiver looks as follows:

Therefore for the AR-quiver of M⊥remains
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and Q′ is given by

In the general case, if Q is of extended Dynkin type and M a regular simple,
then M⊥ has tubular structure, with one wide tube made smaller and Q′ is still
of extended Dynkin type with one vertex less.

4.4 The multiplicative case
As seen above, for this case we need to lift from parabolic bundles on X, which
generalize to coherent sheaves on X, defined by Geigle and Lenzing. We briefly
mention the following theorem:

Theorem (Hübner+Lenzing). If M is an indecomposable parabolic bundle
and Ext1(M,M) = 0 then M⊥ ' kQ-mod for some quiver Q.

4.5 Preprojective Algebras
There is an abstract version of Πλ(Q) defined by Πa(A) := TADer(A,A ⊗
A)/(∆− a) with ∆(x) = x⊗ 1− 1⊗ x and a ∈ A. Using this one can show:

Theorem. Suppose M is a module for kQ and M⊥ ' kQ′-mod. Then{
X module for Πλ(Q),kQX ∈M⊥

}
' Πλ′

(Q′)

for some λ′.

Theorem. SupposeM is an indecomposable bundle in X with Ext1(M,M) = 0
so that M⊥ ' kQ′-mod.

Assume Q′ has no connected component of shape

Then{
(E ,∇), E a coherent sheaf on X, E ∈M⊥, ∇ζ − connection on E

}
' Πλ′

(Q′)-mod

for some λ′.

4.6 The Case (III’)
In this section we prove there is no simple in the case (III’). We denote the
quiver given by the component K by Q′.

Consider

Rep(Πλ(Q), α)
ρ−→ Rep(Q,α) σ−→ Rep(Q̃,mδ)

Step 1 Rep(Πλ(Q), α) has m+ 1 irreducible components and all of them dom-
inate Rep(Q̃,mδ).
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Step 2 Choose a regular simple module M for kQ̃. Then M⊥ defines an
open subset of Rep(Q̃,mδ). Thus, if there is a simple for Πλ(Q) of di-
mension vector α, there is one whose image is in Rep(Q̃,mδ). Then
kQS ' (kQM)⊥, so S corresponds to a simple for Πλ′

(Q′) for some smaller
quiver Q̃′.

If one keeps shrinking by Step 1 and 2, one eventually obtains for Π0:

In this quiver such simples do not exist as one checks the following:

Lemma. If A,B are m × m matrices, m ≥ 2, and rk(AB − BA) ≤ 1 then
A and B have a common invariant subspace.
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