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A few words on quasirandomness



Quasirandom objects

Intuitively, quasirandom objects are those that behave like a random
object of the same type.

Main idea: We first identify the most important characteristics of a
random mathematical object, and then define a quasirandom object
of this type as one which shares these same characteristics.

This characteristic is usually related to the lack of correlation
between distinct sub-parts of the object considered, which gives it
strong uniformity properties.



Quasirandom objects

Motivation: Random objects are usually much easier to analyze, as
their properties are highly concentrated around their mean (which is
simple to compute).

In general, there are several decomposition theorems which allow us
to decompose any object into a highly structured component and a
quasirandom component (with possibly a small error term).

This is known in combinatorics as the dichotomy between structure
and randomness, and is an essential ingredient to prove several very
general results.



Asymptotic equivalence

We will show many natural “quasirandom properties” are roughly
equivalent, in the following sense:

Definition: We say a property P, = P;(c;) is asymptotically equivalent
to a property P, = P,(cy) if:

- Ve > 03¢ > 0: Py(cy) = Pi(cr)
- Ve, > 03¢ > 0: Pi(cr) = Py(c))
Example: Consider Py: (x —2)? < crand P, : [X* — 4| < ¢

- Py and P, are asymptotically equivalent for x € Rxg

- Py and P, are not asymptotically equivalent for x e R



General notation

We write x =a £ b to denotethata—b <x<a+b.

We use the expected value to denote average over a finite set, i.e.

]EXEX[]C G |X| Zf

xex

We usually identify a set with its indicator function: given a set A, we

write
1 if A
A =4 7S
0 ifx¢A



Quasirandom graphs



Introduction

First and most well-known quasirandomness concept in combinato-
rics, which formally introduced the notion of quasirandom objects
and motivated its study in other settings.

It was first introduced by Chung, Graham and Wilson in 1989, when
they showed that several different-looking properties usually
satisfied by random graphs are actually all roughly equivalent.

Intuition: A graph is quasirandom if its edge distribution resembles
the one of a truly random graph with the same edge density.



Random graphs

The basic model of random graphs with edge density p is the
Erdos-Rényi random graph G(n, p):

A graph on n vertices where every pair of vertices has probability
p of being an edge, all choices independent.

Important property: The edges are distributed very uniformly.

Definition: Given a graph G and two sets A, B C V(G), we define the
cut between A and B in G as

Ec(A,B) :={(x,y) e Ax B: xy € E(G)}



Random graphs

For the Erdos-Rényi random graph G = G(n, p):

Each one of the |A||B| pairs (x,y) € A x B has probability p of
being in G(n, p), so the expected size of E¢(A, B) is

E[ZZG(X)/] >N P (G(x,y) =1) = plAllB|

XEA yeB X€EA yeB

The actual number of edges in this cut is highly concentrated
around their mean p|A||B|, with error o(n?).

If a graph satisfies this uniform distribution of edges over all cuts, we
say it is quasirandom.

Notation: For a graph G, we denote its number of edges by |G| and
its number of vertices by v(G).



Quasirandom graphs

Theorem (Chung, Graham, Wilson):
Let G be a graph with n vertices and edge density p. Then the
following statements are asymptotically equivalent:

(i) For any two subsets A, B C V(G), the size of the cut Eg(A, B)
differs from p|A||B| by at most ¢n?

(i) The number of labelled copies of any given graph F in G differs
from p!fIn"(F) by at most ¢,|F|n“(")

(iii) The number of labelled 4-cycles in G is at most (p* + c3)n*

(iv) The largest eigenvalue of the adjacency matrix of G is (p # ¢,)n,
and all other eigenvalues are at most ¢,n in absolute value



These properties are all satisfied by the Erdos-Rényi random graph
with high probability:

- As discussed, the size of the cut Eg(A, B) is highly concentrated
around its mean p|A||B|.

- There are n"() ways of choosing in the vertices for a copy of F in
G(n, p), and each of the |F| edges have probability p of being in
G(n, p). The expected number of copies of F is then p!fIn“(", and
it will be very close to the mean with high probability.

- Item (iv) is a well-known property of random symmetric
matrices, and for graphs it is related to the spectral properties
of edge expansion we have seen earlier in the course.



Intuition: The cut norm measures the discrepancy of the edge
distribution of the graph, that is, how far from uniform the edge
distribution is.

For graphs: It measures how much the size of a cut Eg(A, B) can
deviate from its “expected” value p|A||B|, over all sets A,B C V-

WATB%XVHEG(A, B)| — plA||Bl|

It is convenient to first “balance” the graph by subtracting its density,
considering instead of the graph G its balanced function fs := G — p.

1



Definition: Given a function f: V x V — R, its cut norm is

1
f O = 755 Mmax f)(’y
Il V2 Ay XGZAyEZB (x,y)
= max |Exyev LX) 1a(x)16(¥) ]|
Remark: For any functions u,v: V — [0, 1] we have that

[Exyev [0 Y)uCvN < [l fllc

With this notation, item (i) becomes ||G — p||g < ¢1.



Homomorphism densities

Homomorphism densities are a convenient way of counting copies of
small graphs inside large graphs.

Definition: The homomorphism density of a graph Fin a graph G,
denoted t(F, G), is the probability that a randomly chosen map
¢ : V(F) — V(G) preserves edges:

t(F, G) = Py,... x€(G) (xix; € E(G) whenever ij € E(F))

.....

=E,, ., [H GXHX,]

jEE(F)

With this notation, items (ii) and (i) become t(F, G) = p!fl £ ¢,|F| and
t(Cs, G) < p* + c3, respectively.



Quasirandom graphs (again)

Theorem (Chung, Graham, Wilson):

Let G be a graph with n vertices and edge density p. Then the
following statements are asymptotically equivalent:

(i) G has low discrepancy: ||G — pllo < ¢

(i) G correctly counts all graphs: t(F,G) = plfl £ ¢,|F| for all F

(iii) G has few 4-cycles: t(Cy,G) < p* + c3
)

(iv) Only the first eigenvalue matters: Ay = (p & c,)n, |A2] < cun

14



Uniformity and quasirandomness
in additive groups



Additive groups

Another fruitful setting for studying quasirandomness is subsets of
additive groups, which are the main object of study in additive
combinatorics.

Definition: An additive group is any Abelian group G with group
operation +.

Remark: All additive groups we consider here will be finite.
While perhaps the most important additive group is Z, it can be
studied by analyzing Zy for N large enough.

Intuition: Quasirandom sets are those which have many of the same
properties as a randomly chosen set of the same density.

An interesting way of measuring this is using the Fourier transform.



Fourier analysis on additive groups

Quick recap:

- The characters of an additive group G are the group homo-
morphisms from G to C* (the complex multiplicative group).

- They form a group (with pointwise multiplication) called the
dual group of G, and denoted by G.

- They also form an orthonormal basis of C¢, with inner product

given by (f, 9)i26) := Exec[f(X)g(x) ]

Definition: Given a function f: G — C, we define its Fourier
transform f: G — C by

F(7) == (7 )i2(6) = Exes f)7(X) ]

16



Fourier analysis on additive groups

Example: If G = Z,, we have the usual discrete Fourier transform. In
this case:

- The characters are y; : X — e2™™/1 forr e Z,
- The Fourier transform is given by f(x,) = Exez, [f(x)e=27™/n]

Remark: Together with the fundamental theorem of finite Abelian
groups, this example gives an explicit formula for the characters and
the Fourier transform in any additive group G. However, we will not
need such an explicit description here.



Fourier analysis on additive groups

While G and G are isomorphic, it is convenient to use different
measures on them:

- For G we use the normalized measure Eycg, and denote the
associated Euclidean space C° by L%(G).

- For G we use the counting measure Zyeé' and denote the

associated Euclidean space ct by 62(@).
This way, the Fourier transform is an isometry from L2(G) to £2(G).

Since the characters form an orthonormal basis of L%(G), we have

flx) = ZU’Y 12(6)Y(X Zf

~€6 'yeG



Quasirandomness and uniformity

Connection to quasirandomness:

The Fourier transform of a function f evaluated at a character « gives
how much f correlates with ~.

As the characters of G encode the additive structure of the group,
correlation with a (non-trivial) character is a good measure of how
much additive structure a given function or set has.

Definition: A function f: G — R is said to be linear e-uniform if
[f(v)| <eforally e G\ {1}. Aset A C Gis linear e-uniform if its
indicator function is.

19



Uniform subsets of G

Theorem (Chung, Graham):
Let G be an additive group of order n and let A C G be a set of size
|A| = an. Then the following are asymptotically equivalent:

(i) Fourier coefficients: |A(y)| < ¢; for all non-trivial characters

(i) Additive quadruples: There are at most (a* + ¢;)n® solutions in A
of the equationx+y=z+w

(iii) Strong translation: For all sets B C G, all but at most c3n
elements x € G satisfy AN (B+ x)| = a|B| £ ¢3n

(iv) Weak translation: All but at most c,n elements x € G satisfy
JAN(A+X)| =a?n+cun

20



The U? uniformity norm

For the proof of the theorem it is useful to introduce a new norm
which measures the uniformity of a function:

Definition: Given a real function f: G — R, we define its U? norm by
1F 126y = Exn e LFOOFX + h)f(x + ha)f(x + ha + )]

Note: This is the weighted count of additive quadruples x+y = z+ w.

Connection to the Fourier transform:
For all real functions f: G — R, we have || fl,2) = ||f||€4(6).

The proof is a simple application of the orthogonality relations of
characters: Exeg [y(X)] = 1y=13, 22,5 7(X) = |61 {x=03-

21



The U? uniformity norm

[ Flle(sy = Exhi,hoec FOOfX + ha)f(x + h2)f(x + hy + hy)]"*

Analogously to Euclidean spaces, we can define an inner product of
second order by

(f1:12, 3 fu ) e 6) = Bxohy e [ACOR2(X 4+ hi)s(X + ha)fu(x + hy + ha) ],

and with this inner product we have || f[| ) <ffff>”4

Lemma (Gowers-Cauchy-Schwarz inequality):
For any functions f1,f>,f3,fs : G — R we have

(fi,f2, 3, fa vy < A lweoll f2 lwee)ll 13 T | fa lleze)

22



Uniform subsets of G (again)

Theorem (Chung, Graham):
Let G be an additive group of order n and let A C G be a set of size
|A| = an. Then the following are asymptotically equivalent:

(i) Fourier coefficients: |A(y)| < ¢; for all non-trivial characters

(i) Additive quadruples: There are at most (a* + ¢;)n® solutions in A
of the equation x+y =z +w, or HAHﬁz(@ <a*4 6

(iii) Strong translation: For all sets B C G, all but at most c3n
elements x € G satisfy AN (B+ x)| = a|B| £ ¢3n

(iv) Weak translation: All but at most c,n elements x € G satisfy
JAN(A+X)| =a?n+cun

23



Cayley graphs

Definition: Given a subset A C G, we define its Cayley graph 4 by

V(Ta) =G, E(Ta)={xy:x+yecA}

Remark: This is slightly different from the usual definition of a
Cayley graph, but is more convenient for us.

Lemma: A set A C Gis linear uniform if and only if its Cayley graph
I, is quasirandom.

24



Counting linear patterns in A

We have seen that linear uniformity suffices for us to count additive
quadruples in A:

If Ais linear e-uniform, then it contains between «*n° and
(a* + €2)n® solutions to the equation x +y =z + w.

What other linear patterns can we count in A by knowing it is linear
uniform?

Lemma: Let G be an additive group of odd order and suppose A C G
is linear e-uniform. Then there are between (a® — €)n? and (o + €)n?
3-term arithmetic progressions in A.

25



Higher degree uniformity and Gowers norms

For more complicated patterns, we need to define stronger norms
which control a stronger form of quasirandomness:

Linear uniformity:

1l sy = Exymacs LFOOFOX 4+ Mf(X + h2)f(x + h1 + hy)]

Counts the (weighted) number of additive quadruples, or squares.
Quadratic uniformity:

11556 = Exchonn,hoecLFONX + h)f(X + h2)f(X + hy + ha)
% f(x 4+ h3)f(x + hy + h3)f(x + hy + h3)f(x + by + hy + h3)]

Counts the weighted number of parallelepipeds.

26



Higher degree uniformity and Gowers norms

In general, for every k > 2 we can define the uniformity norm of
degree k by

”f”uk(g Exhi,..., hkeG[ H f(X+W'h)]7

we{0,1}k

where w - h := wihy + -+ - + wihy.
Remark: If A C G is a set, then
k
1ARZs(6) = B,.mes (X + {0, 1} (..., i) C A)

is the proportion of parallelepipeds of dimension k contained in A.
By Cauchy-Schwarz, this value is at least o

27



Higher degree uniformity and Gowers norms

Quadratic uniformity suffices to count how many 4-term arithmetic
progressions (X, X + r,x 4+ 2r,x + 3r) are contained in A:

Exrea [AQANX + NAKX+20AX +31)] = o £4[|A = o[ )

In general, uniformity of degree k is sufficient to count (k + 2)-term
arithmetic progressions in A, as well as several other linear patterns
said to have complexity at most k.

Application: Green and Tao used such a result to compute the
asymptotic number of solutions to systems of linear equations
inside the first n primes.

Linear equations in primes (Annals of Mathematics, 2010)

28



Quasirandomness in hypergraphs




Hypergraphs

Hypergraphs are the natural generalization of graphs where edges
can contain more than two vertices.

Definition: For k > 2, a k-uniform hypergraph (or k-graph) H is given
by a vertex set V(H) and an edge set E(H) C (") (i.e. the k-element
subsets of V(H)). We usually identify H with its edge set E(H), and
denote the number of vertices of H by v(H).

As with graphs, quasirandom hypergraphs are those whose edge
distribution resembles the one of a truly random hypergraph of the
same edge density.

29



Random hypergraphs

First of all, how do we “naturally” choose a random hypergraph?
And what would be a good measure of quasirandomness?
For graphs (2-uniform hypergraphs):

- Model of random graph G(n, p): n vertices, each pair of vertices
has probability p of being an edge

- For a two-variable function f: V x V — R we define the cut norm
1l = ma [Exye [, ACBO)]|

- A graph G with edge density p is e-quasirandom if |G — p||g < e
(meaning the edges are uniformly distributed inside all cuts)

- If G is quasirandom, then it contains about n“(Aplfl copies of any
graph F as a subgraph

30



Random hypergraphs

Let us then try to generalize these notions to higher hypergraphs:

For 3-uniform hypergraphs:

- Model of random hypergraphs: n vertices, each triple of vertices
has probability p of being an edge

- For a three-variable function f: V x V x V — R define

IFllo; =, max [Exyzev [f(x,¥, )AX)B)CD)]]

- Let us say that a 3-uniform hypergraph H with edge density p is
e-quasirandom if |[H — p||m: < €

- Then the random hypergraph defined is very quasirandom w.h.p,
and it contains about n"(Aplfl copies of any hypergraph F

31



Random hypergraphs

There is another natural way of choosing a random 3-uniform

hypergraph, which is by making random choices at the second level
instead of the third:

First pick a random graph G = G(n,1/2), then let H be the
hypergraph corresponding to the triangles in G.

This random hypergraph H will indeed be very quasirandom by our
earlier definition, but the counting lemma does not hold!

Example: Let F be the 3-uniform hypergraph on four vertices with
two edges. Then the number of copies of F we would expect to find
in H is about n*/64, while its true number is about n*/32.

32



Random hypergraphs

The problem: The hypergraph F considered has edges intersecting at
two vertices, while the cut norm used measures correlation with
functions of one vertex at a time.

If we consider only linear hypergraphs, i.e. those where any two
edges share at most one vertex, then this issue does not happen.

In order to control the number of copies of all 3-graphs, we need to
consider the following stronger norm to measure quasirandomness:

I1Flles =, e [Exze %,y A0 VB 2. 2)

33



Random hypergraphs

In general, to choose a random k-graph H we can make random
choices at any level 2 < j < k, or any subset of them:

Randomness at level j:
Pick each j-setf e ( )) at random with probability p;, and let
e c (}") be an edge iff all its j-subsets f € (§) were chosen.

Example: To choose a random 3-graph H on the vertex set V, pick:
- A random subset G® C (g) of all pairs of vertices (each being in
G with probability p,);
- A random subset G® C (Y) of all triples of vertices (each being
in GO) with probability p3).
Then {x,y,z} € (%) is an edge of H iff {x,y,z} € G® and each pair
Xy}, {x,z},{y,z} is in GO,

34



Quasirandom hypergraphs

For each level of randomness in the choice of a random k-graph
there is an associated notion of quasirandomness.

Intuition: For1<d < k—1, we say a k-graph H is quasirandom of
order d + 1if it does not correlate with any structure of order d.

Definition: Given a function f: VIl - R and an integer1<d <k—1,
we define the (R, d)-cut norm of f by

Il = max Evevia | fX) T us(xs)

up:ve—[0,1], vBe (1) se(1)
d

Notation: Given a k-tuple x € VIl and a subset B C [k], we denote by
Xg := (X : | € B) the projection of x into its B-coordinates.

35



Quasirandom hypergraphs

Il = max Evevia | f) [ us(xs)

up:v8—[0,1], vBe (1) Be(1)
d

We say that a k-graph H of edge density p is e-quasirandom of order
d+1 if||H—p||DZ <e

For random hypergraphs:

If all levels of randomness involved in the choosing of a random
hypergraph H are > d, then H will be quasirandom of order d w.h.p.

If there is a non-trivial level of randomness smaller than d, then H
will not be quasirandom of order d.

36



Counting subhypergraphs

What kind of information can we obtain from quasirandomness?

Definition: Let H and F be two k-uniform hypergraphs. The homo-
morphism density of Fin H is the probability that a randomly chosen
map ¢ : V(F) — V(H) preserves edges:

t(F,H) =Py,

.....

e {Her]

ecE(F

xevery (1 1 € e} € E(H) for all e € E(F))

Remark: This is essentially the (normalized) number of copies of F
inside H.

37



d-linear hypergraphs

As noted before, quasirandomness of order 2 suffices to control the
number of linear hypergraphs. In general, quasirandomness of order
d + 1 suffices to control the number of d-linear hypergraphs:

Definition: Let d < k be positive integers. We say that a k-graph H is
d-linear if every pair of edges intersect in at most d vertices.

We denote the set of all d-linear k-graphs by Eff).

Counting lemma for quasirandomness of order d + 1:

For any k-uniform hypergraph H and any 0 < p < 1, we have that

R
tF,H)=pf £ |F-|[H=pllg VFeLd

38



Necessity of d-linearity

We can generalize our previous example to show the assumption of
d-linearity is necessary for the counting lemma:

Example: For2 < d < k—1, let F be the connected k-graph on 2k — d
vertices and two edges. Note that F is d-linear.

Choose a random subset G(9) C (Z) of all d-tuples of vertices, each
being in G(9) with probability 1/2, and let H be the random k-graph
on Vwhere {x,..., X} € (‘é) is an edge of H iff all its d-element
subsets are in G(9.

Then with high probability H will be o(1)-quasirandom of order d and
have density p = 2-() + o(1), but

t(F, H) = 226+ 1 0(1) ~ 2pF!
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Quasirandomness of order d + 1

Theorem (Towsner):
Let H be a k-uniform hypergraph with edge density p. Then the
following statements are asymptotically equivalent:

(i) His quasirandom of orderd +1: ||H — Pl < ¢
(ii) H correctly counts all d-linear hypergraphs:

t(F,H) = pfl £ c|F]  vFeLl

(iii) H correctly counts M(f): t(Mff), H) = p\M(f)\ + 3

Here Mff) is a specific d-linear hypergraph on k2("") vertices and 2(%)
edges, constructed to model the applications of Cauchy-Schwarz

needed in the proof that (ii) implies (i).

40



Strong quasirandomness

In order to control the number of every subhypergraph F in a k-graph
H, we need H to be quasirandom of order k.

We say that such hypergraphs are strongly quasirandom.

Example: The random k-graph chosen by picking each k-tuple of
vertices to be an edge independently with probability p will be
strongly quasirandom with high probability.

Kohayakawa, Rodl and Skokan showed that a k-graph being strongly
quasirandom is asymptotically equivalent to it having the almost
minimal number of copies of the k-octahedron Oct™®:

V= {00, 0 Xy Ef{{xf” ,‘..,xg““}:we{o,w}k}

41



Strong quasirandomness

Theorem (Kohayakawa, Rodl, Skokan):
Let H be a k-uniform hypergraph with edge density p. Then the
following statements are asymptotically equivalent:

(i) His strongly quasirandom: ||H — p||D£_1 <
(ii) H correctly counts all hypergraphs:
t(F,H) = !l £ ¢;|F|  for all k-hypergraphs F

(ili) H has few octahedra:  t(0cT™ H) < p?" + 5

42



Octahedral norms

Definition: Given f: Vf — R, we define its octahedral norm by

1/2F
I Fllocr —E){ 11 f(x(‘“))] ,

we{0,1}k
where we write x() := (Xf“”)),»e[k].
Note that || f|2_, = t(0ct®™, ) is the weighted count of k-octahedra.
It has an associated inner product of order k, denoted (-)q+, Which

we define for functions f,, : VF — R, w € {0,1}*, by

<(fw)we{0,1}**>OCT’* = Exw),x“)e\/** H faJ(X(w))

we{0,1}k

43



Octahedral norms

<(fw)w€{0,1}**>OCT” =K x(0) x(1) e\/’*[ H fw ]

we{0,1}k

With this inner product, we have ||f||20kCT,? =1 .o

Lemma (Gowers-Cauchy-Schwarz inequality):

For any collection of functions f,, : Vf = R, w € {0,1}* we have

<(fw)we{o,1}*?>0cﬂ*§ H Il feo ”oa’*

we{0,1}k

Corollary: For all f: V¥ — R we have that ||]CHD£_1 < I llocre-

I



Comparing quasirandomness in
additive groups and in
hypergraphs




Cayley hypergraphs

Goal: To understand how the notions of quasirandomness for
additive groups and for hypergraphs relate to each other.

Definition: For a subset A C G of an additive group G, define the
k-uniform Cayley hypergraph H®A by:

V=G, E—{{xw,...,xk}e (i) : xw+~-~+xheA}

Remark: More generally, we can define a “Cayley-like hypergraph” for
any linear form ¢ : GF — G, or any system of such linear forms.

The theory is very similar, but with a heavier notation.
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Cayley hypergraphs

We have already seen a strong connection between linear uniform
sets and their associated Cayley graphs:

Lemma: A set A C Gis linear uniform if and only if its Cayley graph
I, is quasirandom.

Today we will generalize this result and obtain a similar connection
between uniform sets of degree d and quasirandomness of order d
of their Cayley hypergraphs.

We will also see that such a condition gives a stronger control on the
count of subhypergraphs than what we have in general quasirandom
hypergraphs.
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Recap: Quasirandomness in hypergraphs

There are many different notions of quasirandomness associated
with k-uniform hypergraphs.

Intuition: For1<d < k—1, we say a k-graph H is quasirandom of
order d + 1 if it does not correlate with any structure of order d.

Definition: Given a function f: VI — R and an integer1<d < k—1,

we define the (k, d)-cut norm of f by

Il = max Eevia | fX) T us(xs)

ug:VE—[0,1], vBe (19) Be (™)
d

We say that a k-graph H of edge density p is e-quasirandom of order
d+1if[H=plmy <e
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Recap: Octahedral norms

There is another norm which measures (strong) quasirandomness,
called the octahedral norm.

Definition: Given f: V* — R, we define its octahedral norm by

w€e{0,1}k

1/2F
||fHOCTk = Ex(o),x“)€w |: H f(X(w))] )

where we write x(@) := (X,(M))/'G[M

Note that the product is along all edges of the k-octahedron, so
IF12.. = t(0ct™™, f) is the weighted count of k-octahedra.

Example: When k = 2 the octahedron is the 4-cycle:
V(OCT(z)) = {X(O)’X“)7 y(0)7y(1)}
E(OCT(Z)) — {{X(O),y(o)}, {X(O),y“)}, {X(U’y(o)}, {XU)’y(U}}
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Recap: Octahedral norms

There is another norm which measures (strong) quasirandomness,
called the octahedral norm.

Definition: Given f: V* — R, we define its octahedral norm by
1/2%

[ fllocr = By x0eve H f(x(w))

w€e{0,1}k

where we write x(@) := (X,(M))/'G[M

Note that the product is along all edges of the k-octahedron, so
IF12.. = t(0ct™™, f) is the weighted count of k-octahedra.
Example: When k = 3 the octahedron is given by:
VOT®) = (x(O xD 0 1) 7O Ay
E(OCT®) = {{xt) ylw2) 2V ) wy ws € {0,1}}
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Recap: Octahedral norms

This norm has an associated inner product of order k, defined for 2%
functions f, : VK = R, w € {0,1}%, by

<(fw)w€{0,1}’*>OCT” = Ex(f)),x“)e\/** H fw(x(w))

we{0,1}k

With this inner product, we have ||f||2h ={fif,- Do

octk

Lemma (Gowers-Cauchy-Schwarz inequality):

For any collection of functions f,, : VF = R, w € {0,1}*, we have

<(fw)we{o,1}”>0cﬂ*§ H ”fw ”OCT’*

we{0,1}k

Corollary: For all f: V¥ — R we have that ||]‘HD£_1 < S llocre-
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Recap: Quasirandomness in additive groups

Definition: Let G be an additive group and k > 2. Given f: G — R, we
define its uniformity norm of degree k by

1/2"
I fllye := Ex,hq,...,hkeG [ H fx+w- h):|

we{0,1}k
where w - h := wihy + - - - + wrhyp.
A'set A C G of density a is e-uniform of degree R if ||A — a ||y < e
Note: This is the weighted count of k-dimensional parallelepipeds.
Example: Linear uniformity (k = 2):

1F Il = Ex i noeaLFOOFOX+ )X+ ha)f(X + 1 + hy)]
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Recap: Quasirandomness in additive groups

Definition: Let G be an additive group and k > 2. Given f: G — R, we
define its uniformity norm of degree k by

1/2"
I fllye := Ex,hq,...,hkeG [ H fx+w- h):|

we{0,1}k
where w - h :=wihy + -+ + wghy.
Aset A C G of density « is e-uniform of degree R if ||A — a ||y < e

Note: This is the weighted count of k-dimensional parallelepipeds.

Example: Quadratic uniformity (k = 3):

£ 15 = Ex o, hs e LA+ )f(X + h2)f(x + h1 + h)
x f(x + h3)f(x + h1 + h3)f(x + hy + h3)f(x + h1 4+ hy + h3) ]

50



Connecting the uniformity and octahedral norms

Definition: Given an integer k and an additive group G, we denote by
s : Gk — G its summing operator

S(X1,X27...,Xk) =X X+ Xp

Remark: The indicator function of the Cayley hypergraph H®A can
be written as Ao s on G~.

Lemma (Relationship between the U* and OcT® norms):

For every real function f: G — R, we have that || fo S |oer = || f ] e

From this it easily follows that H®A is e-quasirandom of order k — 1
whenever A is e-uniform of degree k — 1.
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Connecting quasirandomness and uniformity

Theorem:
Let G be a finite additive group and A C G be a subset.

a) If Ais e-uniform of degree d, then for all k > d + 1 the Cayley
hypergraph H(®A is e-quasirandom of order d.

b) Conversely, if H@tDA is e-quasirandom of order d, then A is
2¢/2"" uniform of degree d.

The proof of the theorem relies on the translation invariance of the
properties considered:

Definition: Given a € G, we define the translation operator T% on R°®
by T(x) := f(x + a).

Claim: [HOTA — af|gy = [HOA — allgy, and | T [y = IIflue.
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Counting subhypergraphs

From this theorem and the counting lemma proven last lecture, we
can count all d-linear hypergraphs inside Cayley hypergraphs of sets
that are uniform of degree d.

The extra symmetries satisfied by Cayley hypergraphs imply that
actually more is true.

Definition: Given 1 < d < k, we say that a k-graph Fis (d + 1)-simple
if the following is true: for every edge e € F, there exists a set of d + 1
vertices {vi,...,Vge1} € e which is not contained in any other edge
of F (i.e. {v1,...,vgq} € & Ve’ € F\ {e}).

We denote the set of all (d + 1)-simple k-graphs by S(SZ)T
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(d + 1)-simple hypergraphs

Recall a k-graph Fis (d + 1)-simple if: for every edge e € F, there
exists a set of d + 1 vertices not contained in any other edge of F.

All d-linear hypergraphs are (d + 1)-simple, but the converse is false.
Examples:

- Let F be the connected k-graph on 2k — d vertices and two edges
(considered last lecture). Then Fis only d-linear, but is 1-simple.

- The squashed octahedron OCTS?) is defined by:
V= {XgO)a X$1)7 °oog X((jO)v X((;;); Yi, oo yk—d}

£ = {{XEM), Sony X((;’Jd)7 A9 coog yk_d} Twe {O,T}d}
Itis only (R — 1)-linear, but is d-simple.
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Quasirandom Cayley hypergraphs

Theorem:

Let A C G be a set of density « in G. Then for every k > d + 1 the
following statements are asymptotically equivalent:

(i) Ais uniform of degree d:  ||A — a|yer < €
(i) H®A correctly counts all (d + 1)-simple k-graphs:

t(F,H®A) = ol £ oF|  vFe S,

(iii) H®A correctly counts OCTgif

(0T, HWA) = o + 3
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Final remarks

The ability to count all hypergraphs in 83?1 is due to some extra
symmetries satisfied by Cayley hypergraphs.

It can be shown that these (approximate) symmetries are in fact
necessary and sufficient for a large hypergraph to have the “correct”
count of all (d + 1)-simple hypergraphs, or even only of OCTEQT
We can similarly study other hypergraphs associated to additive sets
by systems of linear equations. Our methods then allow us to count
the number of solutions to such systems inside the set considered.

The methods and results showed can be used to analyze arbitrary
objects, by the application of decomposition theorems.
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