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Abstract. In this paper we introduce the notion of a geometric associative r-
matrix attached to a genus one fibration with a section and irreducible fibres. It
allows us to study degenerations of solutions of the classical Yang–Baxter equa-
tion using the approach of Polishchuk. We also calculate certain solutions of the
classical, quantum and associative Yang–Baxter equations obtained from moduli
spaces of (semi-)stable vector bundles on Weierstraß cubic curves.

1. Introduction

There are many indications (for example from homological mirror symmetry) that
the formalism of derived categories provides a compact way to formulate and solve
complicated non-linear analytical problems. However, one would like to have more
concrete examples, in which one can follow the full path starting from a categorical
set-up and ending with an analytical output. In this article we study the interplay
between the theory of the associative, classical and quantum Yang–Baxter equa-
tions and properties of vector bundles on projective curves of arithmetic genus one,
following the approach of Polishchuk [56].

Let g be the Lie algebra sln(C) and A = U(g) its universal enveloping algebra.
The classical Yang–Baxter equation (CYBE) is

[r12(x), r13(x+ y)] + [r13(x+ y), r23(y)] + [r12(x), r23(y)] = 0,

where r(z) is the germ of a meromorphic function of one variable in a neighbourhood
of 0 taking values in g ⊗ g. The upper indices in this equation indicate various
embeddings of g⊗ g into A⊗ A⊗ A. For example, the function r13 is defined as

r13 : C
r−→ g⊗ g

τ13−→ A⊗ A⊗ A,
where τ13(x⊗ y) = x⊗ 1⊗ y. Two other maps r12 and r23 have a similar meaning.

In the physical literature, solutions of (CYBE) are frequently called r–matrices.
They play an important role in mathematical physics, representation theory, inte-
grable systems and statistical mechanics.

By a famous result of Belavin and Drinfeld [8], there exist exactly three types
of non-degenerate solutions of the classical Yang–Baxter equation: elliptic (two-
periodic), trigonometric (one-periodic) and rational. This trichotomy corresponds
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to three models in statistical mechanics: XYZ (elliptic), XXZ (trigonometric) and
XXX (rational), see [7].

Belavin and Drinfeld have also obtained a complete classification of elliptic and
trigonometric solutions, see [8, Proposition 5.1 and Theorem 6.1]. A certain classi-
fication of rational solutions was given by Stolin [62, Theorem 1.1].

This article is devoted to a study of degenerations of elliptic r-matrices into
trigonometric and then into rational ones. We hope that this sort of questions
will be interesting from the point of view of applications in mathematical physics.
In order to attack this problem we use a construction of Polishchuk [56]. After
certain modifications of his original presentation, the core of this method can be
described as follows.

Let E be a Weierstraß cubic curve, Ĕ ⊂ E the open subset of smooth points,

M = M
(n,d)
E the moduli space of stable bundles of rank n and degree d, assumed

to be coprime. Let P = P(n, d) ∈ VB(E ×M) be a universal family of the moduli

functor M
(n,d)
E . For a point v ∈M we denote by V = P|E×v the corresponding vector

bundle on E. Consider the following data:

• two distinct points v1, v2 ∈M in the moduli space;
• two distinct points y1, y2 ∈ Ĕ such that V1(y2) 6∼= V2(y1).

Using Serre Duality, the triple Massey product

HomE(V1,Cy1)⊗ Ext1E(Cy1 ,V2)⊗ HomE(V2,Cy2) −→ HomE(V1,Cy2),

induces a linear map

rV1,V2
y1,y2

: HomE(V1,Cy1)⊗ HomE(V2,Cy2) −→ HomE(V2,Cy1)⊗ HomE(V1,Cy2)

and satisfying the so-called associative Yang–Baxter equation (AYBE)
(
rV3,V2
y1,y2

)12 (
rV1,V3
y1,y3

)13 −
(
rV1,V3
y2,y3

)23 (
rV1,V2
y1,y2

)12
+
(
rV1,V2
y1,y3

)13 (
rV2,V3
y2,y3

)23
= 0

viewed as a map

HomE(V1,Cy1)⊗ HomE(V2,Cy2)⊗ HomE(V3,Cy3) −→
−→ HomE(V2,Cy1)⊗ HomE(V3,Cy2)⊗ HomE(V1,Cy3).

This map can be rewritten as the germ of a tensor-valued meromorphic function in
four variables, defined in a neighbourhood of a smooth point o of the moduli space
M ×M × E × E (the choice of o will be explained in Corollary 6.13)

r(V1,V2; y1, y2) : (C2×C2, 0) ∼=
(
(M×M)×(E×E), o

)
−→ Matn×n(C)⊗Matn×n(C).

Since the complex manifold M
(n,d)
E is a homogeneous space over the algebraic

group J = Pic0(E), it turns out that

r(v1, v2; y1, y2) ∼ r(v1 − v2; y1, y2) = r(v; y1, y2),
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with respect to a certain equivalence relation on the set of solutions. We show that
this equivalence relation corresponds to a change of a trivialization of the universal
family P .

Let e be the neutral element of J . It was shown by Polishchuk [56, Lemma 1.2]
that the function of two variables

r̄(y1, y2) = lim
v→e

(pr⊗ pr)r(v; y1, y2) ∈ sln(C)⊗ sln(C)

is a non-degenerate unitary solution of the classical Yang–Baxter equation. More-
over, under certain restrictions (which are always fulfilled at least for elliptic curves
and Kodaira cycles of projective lines), for any fixed value g 6= e from a small
neighbourhood Ue ⊆ J of e, the tensor-valued function

r :
(
{g} × E × E, e

)
−→ Matn×n(C)⊗Matn×n(C)

satisfies the quantum Yang–Baxter equation, see [57, Theorem 1.4]. Hence, this
approach gives an explicit method to quantize some known solutions of the classical
Yang–Baxter equation.

Moreover, as was pointed out by Kirillov [38], a solution r(v; y1, y2) of the associa-
tive Yang–Baxter equation defines an interesting family of pairwise commuting first
order differential operators, generalizing Dunkl operators studied by Buchstaber,
Felder and Veselov [15], see Proposition 2.9.

The aim of our article is to study a relative version of Polishchuk’s construction.
Although most of the results can be generalized to the case of arbitrary reduced
projective curves of arithmetic genus one having trivial dualizing sheaf, in this article
we shall concentrate mainly on the case of irreducible curves.

Let E be a Weierstraß cubic curve, i.e. a plane projective curve given by the
equation zy2 = 4x3 − g2xz

2 − g3z
3. It is singular if any only if ∆ := g3

2 − 27g2
3 = 0.
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Unless g2 = g3 = 0, the singularity is a node, whereas for g2 = g3 = 0 it is a cusp.

A connection between the theory of vector bundles on cubic curves and exactly
solvable models of mathematical physics was observed a long time ago, see for ex-
ample [45, Chapter 13] and [48] for a link with KdV equation, [23] for applications
to integrable systems and [10] for an interplay with Calogero-Moser systems. In
particular, the correspondence
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elliptic elliptic
trigonometric nodal
rational cuspidal

was discovered at the very beginning of the algebraic theory of completely integrable
systems.

In this article we follow another strategy. Instead of looking at each curve of
arithmetic genus one individually, we consider the relative case, so that all solutions
will be considered as specializations of one universal solution. Our main result can
be stated as follows.

Let E → T be a genus one fibration with a section having reduced and irreducible

fibres, M = M
(n,d)
E/T the moduli space of relatively stable vector bundles of rank n and

degree d. We construct a meromorphic function

r : (M ×T ×M ×T E ×T E, o) −→ Matn×n(C)⊗Matn×n(C)

in a neighbourhood of a smooth point o of M ×T ×M ×T E ×T E, which satisfies
the associative Yang–Baxter equation for each fixed value t ∈ T and (v1, v2, y1, y2) ∈(
(MEt

×MEt
)× (Et × Et), o

)
. Moreover, rt(v1, v2, y1, y2) depends analytically on t,

is compatible with base change of the given family E → T and the corresponding
solution of the classical Yang–Baxter equation r̄t(y) is

• elliptic if Et is smooth;
• trigonometric if Et is nodal;
• rational if Et is cuspidal.

We also carry out explicit calculations for vector bundles of rank two and degree
one on irreducible Weierstraß cubic curves. In the case of an elliptic curve E = Eτ

the corresponding solution is

rell(v; y) =
θ′1(0|τ)
θ1(y|τ)

[
θ1(y + v|τ)
θ1(v|τ)

1⊗ 1 +
θ2(y + v|τ)
θ2(v|τ)

h⊗ h+

+
θ3(y + v|τ)
θ3(v|τ)

σ ⊗ σ +
θ4(y + v|τ)
θ4(v|τ)

γ ⊗ γ
]
,

where 1 = e11 + e22, h = e11 − e22, σ = i(e21 − e12) and γ = e21 + e12.

In the case of a nodal cubic curve we get

rtrg(v; y) =
sin(y + v)

sin(y) sin(v)
(e11 ⊗ e11 + e22 ⊗ e22) +

1

sin(v)
(e11 ⊗ e22 + e22 ⊗ e11)+

+
1

sin(y)
(e12 ⊗ e21 + e21 ⊗ e12) + sin(y + v)e21 ⊗ e21
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and in the case of a cuspidal cubic curve, the associative r–matrix is

rrat(v; y1, y2) =
1

v
1⊗ 1 +

2

y2 − y1

(e11 ⊗ e11 + e22 ⊗ e22 + e12 ⊗ e21 + e21 ⊗ e12)+

+ (v − y1)e21 ⊗ h+ (v + y2)h⊗ e21 − v(v − y1)(v + y2)e21 ⊗ e21.
Our results imply that up to a gauge transformation the trigonometric and rational
solutions rtrg(v; y) and rrat(v; y1, y2) are degenerations of rell(v; y), which seems to
be difficult to show by a direct computation.

Moreover, for a generic v the tensors rell(v; y), rtrg(v; y) and rrat(v; y1, y2) satisfy
the quantum Yang–Baxter equation and are quantizations of the following classical
r–matrices:

• Elliptic solution found and studied by Baxter, Belavin and Sklyanin:

r̄ell(y) =
cn(y)

sn(y)
h⊗h+

1 + dn(y)

sn(y)
(e12⊗e21+e21⊗e12)+

1− dn(y)

sn(y)
(e12⊗e12+e21⊗e21).

• Trigonometric solution of Cherednik:

r̄trg(y) =
1

2
cot(y)h⊗ h+

1

sin(y)
(e12 ⊗ e21 + e21 ⊗ e12) + sin(y)e21 ⊗ e21.

• Rational solution

r̄rat(y) =
1

y

(1

2
h⊗ h+ e12 ⊗ e21 + e21 ⊗ e12

)
+ y(e21 ⊗ h+ h⊗ e21)− y3e21 ⊗ e21,

which is gauge equivalent to a solution found by Stolin [62].
This paper is organized as follows. In Section 2 we collect some results about

the associative Yang–Baxter equation and its relations with Dunkl operators as
well as with the classical and quantum Yang–Baxter equations. Section 3 gives a
short introduction into a construction of Polishchuk which provides a method to
obtain solutions of Yang–Baxter equations from triple Massey products in a derived
category.

In order to be able to calculate solutions explicitly, this construction has to be
translated into another language, involving residue maps. In Section 4 we explain
the corresponding result of Polishchuk whereby we provide some details which are
only implicit in [56]. The understanding of these details is crucial for the study
of the relative case, which is carried out in Sections 5 and 6. Theorem 6.13 is
the main result of this article. It states that for any genus one fibration E → T
satisfying certain restrictions and any pair of coprime integers 0 < d < r one can
attach a family of solutions of the associative Yang-Baxter equation rξ(v1, v2; y1, y2)
depending analytically on the parameter of the basis and functorial with respect to
the base change. This solutions actually depend on the choice of a trivialization
ξ of the universal family P(n, d) of stable vector bundles of rank n and degree d.
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However, in Proposition 6.12 we show that a choice of another trivialization ζ leads
to a gauge equivalent solution rζ(v1, v2; y1, y2)

In Section 7 we prove that in the case of a Weierstraß cubic curve E there exists a
trivialization ξ of the universal family P(n, d) such that the corresponding solution
rξ(v1, v2; y1, y2) is invariant under simultaneous shifts v1 7→ v1 + v, v2 7→ v2 + v. In
other words, the solution rξ(v1, v2; y1, y2), also called geometric associative r-matrix,
depends on the difference v2 − v1 of the first pair of spectral parameters. Hence,
the obtained solution rξ(v; y1, y2) also satisfies the quantum Yang–Baxter equation
and defines an interesting quantum integrable system. The key point of the proof
is to show equivariance of triple Massey products with respect to the action of the

Jacobian J on the moduli space M
(n,d)
E .

Since it is indispensable for carrying out explicit calculations of r–matrices, in the
following sections we elaborate foundations of the theory of vector bundles on genus
one curves. In Section 8 we recall some classical results about holomorphic vector
bundles on a smooth elliptic curve. Using the methods described before, we explic-
itly compute the solution of the associative Yang–Baxter equation and the classical
r–matrix corresponding to a universal family of stable vector bundles of rank two
and degree one. These solutions were obtained by Polishchuk in [56, Section 2] us-
ing homological mirror symmetry and formulas for higher products in the Fukaya
category of an elliptic curve. Our direct computation, however, is independent of
homological mirror symmetry. We are lead directly to express the resulting associa-
tive r–matrix in terms of Jacobi’s theta-functions and the corresponding classical
r–matrix in terms of the elliptic functions sn(z), cn(z) and dn(z).

Sections 9 and 10 are devoted to similar calculations for nodal and cuspidal Weier-
straß curves. Our computations are based on the description of vector bundles on
singular genus one curves in terms of so-called matrix problems, which was given by
Drozd and Greuel [25] and Burban [16]. We show that their description of canonical
forms of matrix problems corresponds precisely to a very explicit presentation of uni-
versal families of stable vector bundles. We explicitly compute geometric r–matrices
coming from universal families of stable vector bundles of rank two and degree one
on a nodal and cuspidal cubic curves and the r–matrix coming from the universal
family of semi–stable vector bundles of rank two and degree zero on a nodal cubic
curve.

This article is concluded with a brief summary of analytical results in Section 11.

Notation. Throughout this paper we work in the category of analytic spaces over
the field of complex numbers C, see [54]. However, most of the results remain
valid in the category of algebraic varieties over an algebraically closed field k of
characteristic zero. If V,W are two complex vector spaces, Lin(V,W ) denotes the
vector space of complex linear maps from V to W . For an additive category C,

a pair of objects X,Y ∈ C and a pair of isomorphisms X
f−→ X ′ and Y

g−→ Y ′
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we denote cnj(f, g) the morphism of abelian groups HomC(X,Y ) −→ HomC(X ′, Y ′)
mapping a morphism h to the composition g ◦ h ◦ f−1.

If X is a complex projective variety, we denote by Coh(X) the category of coherent
OX-modules and by VB(X) its full subcategory of locally free sheaves (holomorphic
vector bundles). The torsion sheaf of length one, supported at a closed point y ∈
X, is always denoted by Cy. By Db

coh(X) we denote the full subcategory of the
derived category of the abelian category of all OX-modules whose objects are those
complexes which have bounded and coherent cohomology. The notation Perf(X) is
used for the full subcategory of Db

coh(X) whose objects are isomorphic to bounded

complexes of locally free sheaves. For a morphism of reduced complex spaces E
p−→

T we denote by Ĕ the regular locus of p.
A Weierstraß curve is a plane cubic curve given in homogeneous coordinates by

an equation zy2 = 4x3 − g2xz
2 − g3z

3, where g1, g2 ∈ C. Such a curve is always
irreducible. It is a smooth elliptic curve if and only if ∆(g2, g3) = g3

2 − 27g2
3 6= 0.
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2. Yang–Baxter equations

In this section we are going to recall some standard results about Yang–Baxter
equations. Let g be a simple complex Lie algebra (throughout this paper g = sln(C)),
〈 , 〉 : g× g→ C the Killing form. The classical Yang–Baxter equation is

(1) [r12(y1, y2), r
23(y2, y3)] + [r12(y1, y2), r

13(y1, y3)] + [r13(y1, y3), r
23(y2, y3)] = 0,

where r(x, y) is the germ of a meromorphic function of two complex variables in a
neighbourhood of 0, taking values in g⊗ g. A solution of (1) is called unitary if

r12(y1, y2) = −r21(y2, y1)

and non-degenerate if r(y1, y2) ∈ g ⊗ g ∼= g∗ ⊗ g ∼= End(g) is invertible for generic
(y1, y2). On the set of solutions of (1) there exists a natural action of the group of
holomorphic function germs φ : (C, 0) −→ Aut(g) given by the rule

(2) r(y1, y2) 7→
(
φ(y1)⊗ φ(y2)

)
r(y1, y2).

Proposition 2.1 (see [9]). Modulo the equivalence relation (2) any non-degenerate
unitary solution of the equation (1) is equivalent to a solution r(u, v) = r(u − v)
depending on the difference (or the quotient) of spectral parameters only.

This means that equation (1) is essentially equivalent to the equation

(3) [r12(x), r13(x+ y)] + [r13(x+ y), r23(y)] + [r12(x), r23(y)] = 0.

Although the classical Yang–Baxter equation with one spectral parameter is better
adapted for applications in mathematical physics, it seems that from a geometric
point of view equation (1) is more natural.

Let m = dim(g), e1, e2, . . . , em be a basis of g and e1, e2, . . . , em be the dual basis
of g with respect to the Killing form 〈 , 〉. Then Ω =

∑m
i=1 e

i ⊗ ei ∈ g ⊗ g is
independent of the choice of a basis and is called the Casimir element.

Theorem 2.2 (see Proposition 2.1 and Proposition 4.1 in [8]). Let r(y) be a non-
constant non-degenerate solution of (3). Then the tensor r(y)

• has a simple pole at 0 and resy=0

(
r(y)

)
= αΩ ∈ g⊗ g, α ∈ C∗;

• is automatically unitary, i.e. r12(y) = −r21(−y).
As it was already mentioned in the introduction, there is the following classifica-

tion of non-degenerate solutions of (CYBE) due to Belavin and Drinfeld.

Theorem 2.3 (see Proposition 4.5 and Proposition 4.7 in [8]). There are three
types of non-degenerate solutions of the classical Yang–Baxter equation (3): elliptic,
trigonometric and rational.

Let us now consider some examples. Fix the following basis

h =

(
1 0
0 −1

)
, e12 =

(
0 1
0 0

)
, e21 =

(
0 0
1 0

)
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of the Lie algebra g = sl2(C). Note that Ω =
1

2
h ⊗ h + e12 ⊗ e21 + e21 ⊗ e12 is the

Casimir element of sl2(C).

• Historically, the first solution ever found was the rational solution of Yang

rrat(y) =
1

y

(
1

2
h⊗ h+ e12 ⊗ e21 + e21 ⊗ e12

)
.

• A few years later, Baxter discovered the trigonometric solution

rtrg(y) =
1

2
cot(y)h⊗ h+

1

sin(y)
(e12 ⊗ e21 + e21 ⊗ e12).

• The following solution of elliptic type was found and studied by Baxter, Belavin
and Sklyanin:

rell(y) =
cn(y)

sn(y)
h⊗h+

1 + dn(y)

sn(y)
(e12⊗e21+e21⊗e12)+

1− dn(y)

sn(y)
(e12⊗e12+e21⊗e21),

where cn(y), sn(y) and dn(y) are doubly periodic meromorphic functions on C with
periods 2 and 2τ . These functions also satisfy identities of the form f(y+1) = εf(y)
and f(y + τ) = εf(y) with ε = ±1.

At first glance, all these solutions seem to be completely different. However, it is
easy to see that

lim
t→∞

1

t
rtrg

(y
t

)
= rrat(y),

hence the solution of Yang is a degeneration of Baxter’s solution. Moreover, there
exist degenerations dn(y) → 1, cn(y) → cos(y) and sn(y) → sin(y), when the
imaginary period τ tends to infinity, see for example [42, Section 2.6]. Hence, both
solutions of Baxter and Yang are degenerations of the elliptic solution. However, as
we shall see later, the theory of degenerations of r–matrices is more complicated as
it might look like at first sight.

In this article we deal with a new type of Yang–Baxter equation, called associative
Yang–Baxter equation (AYBE). It appeared for the first time in a paper of Fomin
and Kirillov [28]. Later, it was studied by Aguiar [1] in the framework of the theory
of infinitesimal Hopf algebras. The following version of the associative Yang–Baxter
equation with spectral parameters is due to Polishchuk [56]. A special case of this
equation was also considered by Odesski and Sokolov [53].

Definition 2.4. An associative r-matrix is the germ of a meromorphic function in
four variables

r :
(
C4

(v1,v2;y1,y2), 0
)
−→ Matn×n(C)⊗Matn×n(C)

holomorphic on
(
C4 \ V

(
(y1 − y2)(v1 − v2)

)
, 0
)

and satisfying the equation
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(4) r(v1, v2; y1, y2)
12r(v1, v3; y2, y3)

23 = r(v1, v3; y1, y3)
13r(v3, v2; y1, y2)

12+

+r(v2, v3; y2, y3)
23r(v1, v2; y1, y3)

13.

Such a matrix is called unitary if

(5) r(v1, v2; y1, y2)
12 = −r(v2, v1; y2, y1)

21.

On the set of solutions of the equation (4) there exists a natural equivalence relation.

Definition 2.5 (see section 1.2 in [56]). Let φ : (C2, 0)→ GLn(C) be the germ of a
holomorphic function and r(v1, v2; y1, y2) be a solution of (AYBE) then

(6) r′(v1, v2; y1, y2) =
(
φ(v1; y1)⊗φ(v2; y2)

)
r(v1, v2; y1, y2)

(
φ(v2; y1)

−1⊗φ(v1; y2)
−1
)

is again a solution of (4). Two such tensors r and r′ are called gauge equivalent.
Note that if the matrix r is unitary then r′ is unitary, too.

Example 2.6. Let r(v1, v2; y1, y2) ∈ Matn×n(C) ⊗Matn×n(C) be a solution of (4),
c ∈ C and φ = exp(cvy) · 1 : (C2, 0) −→ GLn(C) be a gauge transformation. Then
exp
(
c(v2 − v1)(y2 − y1)

)
r(v1, v2; y1, y2) is a gauge equivalent solution of (AYBE).

Lemma 2.7. Let r(v1, v2; y1, y2) be a unitary solution of the associative Yang–Baxter
equation (4). Then r also satisfies the “dual” equation

(7) r(v2, v3; y2, y3)
23r(v1, v3; y1, y2)

12 = r(v1, v2; y1, y2)
12r(v2, v3; y1, y3)

13+

+r(v1, v3; y1, y3)
13r(v2, v1; y2, y3)

23.

Proof. Let τ be the linear automorphism of Matn×n(C) ⊗ Matn×n(C) defined by
τ(a⊗ b) = b⊗ a. Applying the operator τ ⊗ 1 to the equation (4), we obtain:

r(v1, v2; y1, y2)
21r(v1, v3; y2, y3)

13 = r(v1, v3; y1, y3)
23r(v3, v2; y1, y2)

21+

+r(v2, v3; y2, y3)
13r(v1, v2; y1, y3)

23.

Using the unitarity condition (5) we get:

−r(v2, v1; y2, y1)
12r(v1, v3; y2, y3)

13 = −r(v1, v3; y1, y3)
23r(v2, v3; y2, y1)

12+

+r(v2, v3; y2, y3)
13r(v1, v2; y1, y3)

23.

After the change of variables v1 ↔ v2, v3 ↔ v3 and y1 ↔ y2, y3 ↔ y3, we obtain the
equation (7). �

Assume a unitary solution r(v1, v2; y1, y2) of the associative Yang–Baxter equation
(4) depends on the difference v = v1 − v2 of the first pair of spectral parameters
only. For the sake of simplicity, we shall use the notation: r(v1, v2; y1, y2) = r(v1 −
v2; y1, y2) = r(v; y1, y2). Then the equation (4) can be rewritten as
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(8) r(u; y1, y2)
12r(u+ v; y2, y3)

23 = r(u+ v; y1, y3)
13r(−v; y1, y2)

12

+r(v; y2, y3)
23r(u; y1, y3)

13.

Remark 2.8. It will be shown in Theorem 7.5 that any solution r of the associative
Yang–Baxter equation (4) obtained from a universal family of stable vector bundles
on an irreducible genus one curve, is gauge equivalent to a solution r′ depending on
the difference v1 − v2 only.

Let A be the algebra of germs of meromorphic functions f :
(
C4

(v1,v2;w1,w2), 0
)
−→ C

holomorphic on
(
C4 \ V

(
(v1 − v2)(w1 − w2)

)
, 0
)
. A solution of the equation (8)

defines an element

r ∈ Matn×n(A)⊗A Matn×n(A) ∼= A⊗C Matn×n(C)⊗C Matn×n(C).

In a similar way, for any integer m ≥ 3 denote by B the algebra of germs of mero-
morphic functions f :

(
C2m

(x1,...,xm;y1,...,ym), 0
)
−→ C holomorphic on

(
C2m \ D, 0

)
,

where D is the divisor

D = V

(
∏

i6=j

(xi − xj)(yi − yj)

)
.

Next, for any pair of indices 1 ≤ i 6= j ≤ m we have

• a ring homomorphism ψij : A −→ B which sends a function f(v1, v2;w1, w2)
to f(xi, xj; yi, yj);
• a ring homomorphism kij : B −→ B defined as

f(. . . , xi, . . . , xj, . . . ; y) 7→ f(. . . , xj, . . . , xi, . . . ; y);

• a morphism ̺ij : Matn×n(C)⊗2 −→ Matn×n(C)⊗m mapping a simple tensor
a ⊗ b to 1 ⊗ . . . 1 ⊗ a ⊗ 1 ⊗ . . . 1 ⊗ b ⊗ 1 ⊗ · · · ⊗ 1, where a and b belong to
the i-th and j-th components respectively.

In these notations, consider

Ψij := ψij ⊗ ̺ij : A⊗C Matn×n(C)⊗2 −→ B ⊗C Matn×n(C)⊗m.

For example Ψ13
(
f(v1, v2;w1, w2) ⊗ a ⊗ b

)
= f(x1, x3; y1, y3) ⊗ a ⊗ 1 ⊗ b. Next, we

set rij := Ψij(r) ∈ B ⊗C Matn×n(C)⊗m and

Kij = kij ⊗ 1 : B ⊗C Matn×n(C)⊗m −→ B ⊗C Matn×n(C)⊗m.

Consider the linear operator

r̃ij = rij ◦Kij : B ⊗C Matn×n(C)⊗m −→ B ⊗C Matn×n(C)⊗m,



VECTOR BUNDLES AND YANG–BAXTER EQUATIONS 13

which is the composition of Kij and the multiplication with the element rij. For
any 1 ≤ i ≤ m consider the differential operator

∂i =
∂

∂xi

⊗ 1 : B ⊗C Matn×n(C)⊗m −→ B ⊗C Matn×n(C)⊗m.

Next, for any κ ∈ C let

θi := κ∂i +
∑

j 6=i

r̃ij : B ⊗C Matn×n(C)⊗m −→ B ⊗C Matn×n(C)⊗m

be the Dunkl operator of level κ. The following result was explained to the first-
named author by Anatoly Kirillov, see also [38].

Proposition 2.9. Let r(v; y1, y2) ∈ Matn×n(A)⊗A Matn×n(A) be a unitary solution
of the equation (8), κ ∈ C be a scalar and θi be the Dunkl operator of level κ defined
above. Then for all 1 ≤ i, j ≤ m we have:

[
θi, θj

]
= 0.

Proof. First note that we have:

( ∂

∂xi

+
∂

∂xj

)
r(xi − xj; yi, yj) = 0,

which implies the equality
[
∂i + ∂j, r̃

ij
]

= 0. Next, the Yang–Baxter relations (4)
and (7) yield that for any triple of mutually different indices 1 ≤ i < j < k ≤ m we
have:

r̃ij r̃jk = r̃jkr̃ik + r̃ikr̃ij and r̃jkr̃ij = r̃ikr̃jk + r̃ij r̃ik.

From the unitarity of r it follows that r̃ij = −r̃ji for all 1 ≤ i 6= j ≤ m. Finally, the
following two equalities are obvious:

[
r̃ij, r̃kl

]
= 0,

[
∂i, r̃

kl
]

= 0

where 1 ≤ i, j, k, l ≤ m are mutually distinct. Combining these equalities together,
we obtain the claim. �

Remark 2.10. The above proposition means that to any unitary solution of the
associative Yang–Baxter equation (8) one can attach a very interesting second order
differential operator

H = θ2
1 + θ2

2 + · · ·+ θ2
m : B ⊗C Matn×n(C)⊗m −→ B ⊗C Matn×n(C)⊗m.

These operators are “matrix versions” of the Hamiltonians considered in the work
of Buchstaber, Felder and Veselov [15].

Another motivation to study solutions of the equation (8) is provided by their close
connection with the theory of the classical Yang–Baxter equation.
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Lemma 2.11 (see Lemma 1.2 in [56]). Let r(v; y1, y2) be a unitary solution of the
associative Yang–Baxter equation (8) and pr : Matn×n(C)→ sln(C) be the projection

along the scalar matrices, i.e. pr(A) = A− tr(A)
n ·1. Assume that (pr⊗pr)r(v; y1, y2)

has a limit as v → 0. Then

r̄(y1, y2) := lim
v→0

(pr⊗ pr)r(v; y1, y2)

is a unitary solution of the classical Yang–Baxter equation (1).

Proof. First note that (7) implies the equality

r(v; y2, y3)
23r(u+ v; y1, y2)

12 = r(u; y1, y2)
12r(v; y1, y3)

13+

+r(u+ v; y1, y3)
13r(−u; y2, y3)

23.

Using the change of variables u 7→ −v and v 7→ u+ v, we obtain the relation

r(u+ v; y2, y3)
23r(u; y1, y2)

12 = r(−v; y1, y2)
12r(u+ v; y1, y3)

13+

+r(u; y1, y3)
13r(v; y2, y3)

23.

Subtracting this equation from (8) we get

(9) [r(−v; y1, y2)
12, r(u+ v; y1, y3)

13] + [r(u; y1, y2)
12, r(u+ v; y2, y3)

23]+

+[r(u; y1, y3)
13, r(v; y2, y3)

23] = 0.

By definition, the function r(v; y1, y2) is meromorphic, hence we can write its Laurent
expansion: r(v; y1, y2) =

∑
α∈Z

rα(y1, y2)v
α, where rα(y1, y2) are meromorphic and

rα = 0 for α ≪ 0. Since we have assumed that (pr ⊗ pr)r(v; y1, y2) is regular with
respect to v in a neighbourhood of v = 0, we have: (pr ⊗ pr)rα(y1, y2) = 0 for all
α ≤ −1. This implies, if α ≤ −1, that

rα(y1, y2) = sα(y1, y2)⊗ 1 + 1⊗ tα(y1, y2)

for some matrix-valued functions sα(y1, y2) and tα(y1, y2). Hence,

(pr⊗ pr⊗ pr)
[
rij
α , r

lk
β

]
= 0

for arbitrary permutations (ij) 6= (lk) and all indices α ≤ −1 and β ∈ Z. The claim
of Lemma 2.11 follows by applying pr⊗ pr⊗ pr to the equation (9) and taking the
limit u, v → 0. �

The statement of Lemma 2.11 leads to the following question. Let r = r(v; y1, y2)
be a unitary solution of the associative Yang–Baxter equation (8) satisfying the
conditions of Lemma 2.11 and s = s(v; y1, y2) be an equivalent solution in the
sense of Definition 2.5. Are the corresponding solutions r̄(y1, y2) and s̄(y1, y2) of the
classical Yang–Baxter equation also gauge equivalent?

The answer on this question is affirmative, if one imposes an additional restriction
on the function r. Namely, we assume that the Laurent expansion of r has the form:

(10) r(v; y1, y2) =
1⊗ 1
v

+ r0(y1, y2) + vr1(y1, y2) + v2r2(y1, y2) + . . .
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Then the following proposition is true.

Proposition 2.12. Let r : (C3
(v;y1,y2), 0) → Matn×n(C) ⊗ Matn×n(C) be a unitary

solution of the associative Yang–Baxter equation (8) having a Laurent expansion
of the form (10) and r̄0(y1, y2) be the corresponding solution of the classical Yang–
Baxter equation. If φ : (C2

(v;y), 0) → GLn(C) is the germ of a holomorphic function
such that

(11) s(v1, v2; y1, y2) :=
(
φ(v1; y1)⊗ φ(v2; y2)

)
r(v; y1, y2)

(
φ(v2; y1)

−1 ⊗ φ(v1; y2)
−1
)

is again a function of v = v2 − v1, then we have

s(v; y1, y2) =
1

v
1⊗ 1 + s0(y1, y2) + vs1(y1, y2) + v2s2(y1, y2) + . . .

and moreover, r̄0(y1, y2) and s̄0(y1, y2) are equivalent in the sense of the relation (2).

Proof. We denote v = v1 − v2 and h = v2. Then v1 = v + h and using the Taylor
expansion of φ with respect to v, we may rewrite (11) in the form
(
φ(h; y1) + vφ′(h; y1) +

v2

2
φ′′(h; y1) + . . .

)
⊗ φ(h; y2)·

·
(1⊗ 1

v
+ r0(y1, y2) + vr1(y1, y2) + . . .

)

=

(
∑

i∈Z

si(y1, y2)v
i

)
·
(
φ(h; y1)⊗

(
φ(h; y2) + vφ′(h; y2) +

v2

2
φ′′(h; y2) + . . .

))
,

where φ′(v; y) and φ′′(v; y) are the partial derivatives of ϕ(v; y) of the first and the
second order with respect to v. This equality implies that si(y1, y2) = 0 for i ≤ −2
and s−1(y1, y2) = 1⊗ 1. Moreover, we have:

(
φ(h; y1)⊗ φ(h; y2)

)
· r0(y1, y2) ·

(
φ(h; y1)

−1 ⊗ φ(h; y2)
−1
)

=

= s0(y1, y2) + 1⊗ φ′(h; y2)φ(h; y2)
−1 − φ′(h; y1)φ(h; y1)

−1 ⊗ 1.
Let φ̄(y) := φ(0; y). Applying the operator pr⊗ pr to the last equality and putting
h = 0 we obtain:

s̄0(y1, y2) =
(
φ̄(y1)⊗ φ̄(y2)

)
· r̄0(y1, y2) ·

(
φ̄(y1)

−1 ⊗ φ̄(y2)
−1
)
.

This implies the claim. �

Remark 2.13. It was proven by Polishchuk [56, Theorem 2] that all solutions of
the associative Yang–Baxter equation (8) arising from a universal family of stable
vector bundles on an (irreducible) projective cubic curve satisfy the conditions of
Lemma 2.11. However, we do not know a conceptual explanation of the fact that
all these solutions have a Laurent expansion of the form (10), although in turns out
to be so in all the examples known so far. Later, we shall see that the equation (8)
has many solutions r(v; y1, y2) with higher order poles with respect to v. Some of
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them can be obtained by the same geometric method, applied to certain families of
semi-stable vector bundles, see Subsection 10.4. However, they do not project to a
solution of the classical Yang–Baxter equation.

Finally, assume that a solution of (4) has the form r(v1, v2; y1, y2) = r(v2−v1; y2−y1).
Then the associative Yang–Baxter equation can be rewritten as

(12) r(u;x)12r(u+ v; y)23 = r(u+ v;x+ y)13r(−v;x)12 + r(v; y)23r(u;x+ y)13.

This is the form of the associative Yang–Baxter equation introduced and studied by
Polishchuk in [56] and [57].

Definition 2.14. A solution r(y) of the classical Yang–Baxter equation (3) has an
infinitesimal symmetry, if there exists an element a ∈ g such that

[
r(y), a⊗ 1 + 1⊗ a] = 0.

For example, let r(y) = rrat(y) = 1
yΩ be Yang’s solution for sl2(C), then

[r(y), a⊗ 1 + 1⊗ a] = 0

for any a ∈ g.
An important reason to study unitary solutions of the equation (12) satisfying

(10) is explained by the following theorem.

Theorem 2.15 (see Theorem 1.4 of [57] and Theorem 6 of [56]). Let r(v; y) be a
non-degenerate unitary solution of the associative Yang–Baxter equation (12) with
Laurent expansion of the form (10). Then we have:
• The function r̄0(y) := (pr⊗ pr)

(
r0(y)

)
is a non-degenerate unitary solution of the

classical Yang–Baxter equation (3).
• If r̄0(y) is either periodic (elliptic or trigonometric), or without infinitesimal sym-
metries, then for a fixed v = v0 the tensor r(v0; y) satisfies the quantum Yang–
Baxter equation:

(13) r(v0;x)
12r(v0;x+ y)13r(v0; y)

23 = r(v0; y)
23r(v0;x+ y)13r(v0;x)

12

• If r̄0(y) does not have infinitesimal symmetries and if s(v; y) is another solution
of (12) of the form (10) and such that r̄0(y) =

(
pr ⊗ pr

)
(s0(y)), then there exist

α1 ∈ C∗ and α2 ∈ C such that s(v; y) = α1 exp(α2vy)r(v; y). In other words,
under these conditions, a solution of the associative Yang–Baxter equation r(v; y)
is uniquely determined by the corresponding solution of the classical Yang–Baxter
equation r̄0(y) up a gauge transformation described in Example 2.6 and rescaling.

Remark 2.16. Theorem 2.15 gives an explicit recipe to lift a non-degenerate solu-
tion of the classical Yang–Baxter equation to a solution of the quantum Yang–Baxter
equation. Existence of such quantization is known due to a result of Etingof and
Kazhdan [27]. Moreover, it was proven by Polishchuk in [56] that any elliptic so-
lution of the classical Yang–Baxter equation (3) can be lifted to a solution of (12)
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having a Laurent expansion of the form (10). However, Schedler showed in [59] that
there exist trigonometric solutions of (CYBE), which can not be lifted to a solution
of the associative Yang–Baxter equation (12) of the form (10).

3. Polishchuk’s construction

Let X be a connected projective Gorenstein variety of dimension n over a field k

and Perf(X) be the triangulated category of perfect complexes, i.e. a full subcategory
of the derived category D(X) = Db

coh(X) consisting of complexes quasi-isomorphic
to bounded complexes of locally free OX–modules.

We denote by ωX the dualizing sheaf on X. This means (see for example [34,
Section III.7]) that we have an isomorphism t : Hn(ωX) → k, also called a trace
map, such that for any coherent sheaf F ∈ Coh(X) the pairing

Hn(F)× HomX(F , ωX) −→ Hn(ωX)
t→ k

is non-degenerate.

Remark 3.1. Such a map t is defined only up to a non-zero constant. However,
it will be explained later that in the case of reduced projective Gorenstein curves
with trivial canonical sheaf there exists a “canonical” choice for t, see subsection
4.3, directly after Theorem 4.16.

Let S : Db
coh(X) −→ Db

coh(X) be the functor given by the rule S(F) = F
L

⊗ ωX [n].
For a perfect complex F , let trF : HomD(X)

(
F ,S(F)

)
→ k be the morphism

HomD(X)(F ,F
L

⊗ ωX [n])
∼=−→ HomD(X)(O,F∨ L

⊗ F
L

⊗ ωX [n]) −→ Hn(ωX)
t−→ k,

where the first arrow is a canonical isomorphism and the second is induced by the

canonical evaluation morphism F∨ L

⊗ F −→ O.
The following theorem seems to be well-known, however we were not able to find

its proof in the literature and therefore sketch it here.

Theorem 3.2. Let p : X → Y = Spec(k) be a connected projective Gorenstein
variety of dimension n over a field k. Then for any F ∈ Perf(X) and G ∈ Db

coh(X)
the pairing

〈 , 〉F ,G : HomD(X)(F ,G)× HomD(X)

(
G,S(F)

)
−→ k,

given by the formula 〈f, g〉F ,G := trF(gf), is non-degenerate.1 Moreover, if the
complex G is also perfect, we have: trF(gf) = trG

(
S(f)g

)
.

Proof. Recall that by the Grothendieck duality the functor Rp∗ : Db
coh(X)→ Db

coh(Y )
has a right adjoint p! : Db

coh(Y )→ Db
coh(X), see [33, 51, 24]. Moreover, p!(k) ∼= ωX [n]

1We thank Amnon Neeman for helping us at this place.
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and the adjunction morphism t̃ : Rp∗p!(k)→ k coincides up to a non-zero constant
with the morphism

Rp∗p
!(k)

can−→ H0
(
Rp∗p

!(k)
) ∼= Hn(ωX)

t−→ k,

see the proof of [24, Theorem 5.12]). Next, we have the following canonical isomor-
phisms:

HomD(X)

(
G,F

L

⊗ p!(k)
) ∼= HomD(X)

(
F∨ L

⊗ G, p!(k)
) ∼=

∼= HomD(X)

(
RHomX(F ,G), p!(k)

) ∼= HomD(Y )

(
Rp∗(RHomX(F ,G)),k

) ∼=
∼= HomY

(
H0
(
Rp∗(RHomX(F ,G))

)
,k
)
∼= HomD(X)(F ,G)∗.

One can check that the image of a morphism g ∈ HomD(X)

(
G,S(F)

)
under this

chain of isomorphisms is the functional trF(g ◦ −) : HomD(X)

(
F ,G

)
→ k up to a

constant not depending on f . This implies that the bilinear form 〈 , 〉F ,G is non-
degenerate. In particular, S is a Serre functor of the category Perf(X) and the
equality trF(gf) = trG

(
S(f)g

)
is automatically true, see [58, Lemma I.1.1]. �

Corollary 3.3. Let X be a connected projective Gorenstein variety over k of di-
mension n such that its dualizing sheaf is trivial. Let ω ∈ H0(ωX) be a non-
zero global section of ωX . Then for any pair of perfect complexes F ,G on X the
pairing 〈 , 〉ωF ,G : HomD(X)(F ,G) × HomD(X)(G,F [n]) −→ HomD(X)(F ,F [n])

ω∗−→
HomD(X)

(
F ,S(F)

) trF−→ k is non-degenerate.

Let X be a reduced Gorenstein curve over the field C. By [3, Chapter VIII] or
by [24, Appendix B] the dualising sheaf ωX is isomorphic to the sheaf of regular or

Rosenlicht’s differential 1-forms ΩX = Ω1,R
X . If X is smooth, then ΩX coincides with

the sheaf of holomorphic 1-forms. For X singular the definition is as follows.

Definition 3.4. Let X be a reduced projective Gorenstein curve, n : X̃ → X its
normalization. Denote by ΩM

X and ΩM
eX the sheaves of meromorphic differential 1-

forms on X and X̃ respectively. Observe that ΩM
X = n∗(ΩM

eX ). Then ΩX is defined

to be the subsheaf of ΩM
X such that for any open subset U ⊆ X one has

ΩX(U) =

{
ω ∈ ΩM

eX
(
n−1(U)

)
∣∣∣∣∣∀p ∈ U,∀f ∈ OX(U) :

t∑

i=1

respi

(
(f ◦ n)ω

)
= 0

}
,

where {p1, p2, . . . , pt} = n−1(p).

A reduced projective curve E whose dualizing sheaf ωE is isomorphic to the struc-
ture sheaf is Gorenstein and has arithmetic genus one. For example, reduced plane
cubics, Kodaira cycles and generic configurations of n+1 lines in Pn passing through
a given point are of this type. In what follows, for such a curve E, we identify ωE

wiht ΩE and fix a global section ω ∈ H0(ΩE) giving an isomorphism ω : O → ΩE

and a trace map tω : H1(O)
ω∗−→ H1(ΩE)

t−→ C.
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A characteristic property of reduced projective curves with trivial dualizing sheaf
is a very special form of the Serre duality. By Theorem 3.2 we have the following
result.

Proposition 3.5. Let E be a reduced projective curve with trivial dualizing sheaf
and E ,F ∈ Perf(E). Then the map

〈 , 〉ωE,F : Hom(E ,F)⊗ Hom(F , E [1])
◦−→ Hom(E , E [1])

TrE−→ H1(O)
tω−→ C

where TrE : Hom(E , E [1])
∼=−→ Hom(O, E∨

L

⊗ E [1]) −→ Hom(O,O[1]) = H1(O), is a
non-degenerate pairing. This pairing coincides with the composition

〈 , 〉ωF , E : Hom(E ,F)⊗ Hom(F , E [1])
∼=−→ Hom(F , E [1])⊗ Hom(E [1],F [1])

◦−→

−→ Hom(F ,F [1])
TrF−−→ H1(O)

tω−→ C.

Remark 3.6. The choice of non-degenerate pairings 〈 , 〉E,F is actually not unique,
see the proof of Proposition I.2.3 in [58]. In particular, 〈 , 〉E,F depends on the
choice of a global section of the dualizing sheaf ωE. If ω∗ : Hom(F , E [1]) −→
Hom(F , E ⊗ ωE[1]) denotes the isomorphism induced by ω : OE

∼−→ ωE, we obtain
〈 , 〉ωE,F = 〈 , ω∗( )〉E,F .

In [55] Polishchuk showed how a construction of Merkulov [46], which fairly ex-
plicitly provides an A∞-structure, applied to the category of Hermitian vector bun-
dles on a complex manifold with a hermitian metric, gives an A∞-structure on the
bounded derived category of this manifold. He shows that this construction pro-
vides a cyclic A∞-structure [55, Theorem 1.1], which is crucial for the proof of the
Yang-Baxter equations in the situation considered here. Therefore, we formulate his
result explicitly in the following proposition.

Proposition 3.7. If E is a smooth elliptic curve, there exits an A∞-structure on the
category Db

coh(E), which is cyclic with respect to the pairing described in Proposition
3.5. In particular, this means

〈
m3(f1, g1, f2), g2

〉
= −

〈
f1,m3(g1, f2, g2)

〉
= −

〈
m3(f2, g2, f1), g1

〉

for any objects E1, E2 and F1,F2 ∈ Db
coh(E), and any morphisms

fi ∈ Hom(Ei,Fi) and gi ∈ Hom(Fi, E3−i[1]), i = 1, 2.

Because the proof of Polishchuk uses harmonic forms and Hodge theory, it heavily
depends on the smoothness assumption for E. If E is singular, the same result
can be derived with some effort using more recent methods from non-commutative
symplectic geometry [40, Theorem 10.2.2].

Now we recall the main construction of [56]. Take a reduced projective curve E
with trivial dualising sheaf and fix the following data:
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• Two vector bundles V1 and V2 on E having the same rank n and such that
HomE(V1,V2) = 0 = Ext1E(V1,V2).

• Two distinct smooth points y1, y2 ∈ Ĕ lying on the same irreducible compo-
nent of E and such that HomE

(
V1(y2),V2(y1)

)
= 0 = Ext1E

(
V1(y2),V2(y1)

)
.

Remark 3.8. This “orthogonality” assumption on vector bundles V1 and V2 might
seem to be quite artificial. The natural example of such data is the following. Let

(n, d) ∈ N×Z be a pair of coprime integers, M
(n,d)
E the moduli space of stable vector

bundles of rank n and degree d on a Weierstraß curve E. Let P(n, d) be a universal

family on E × M
(n,d)
E . For a point vi ∈ M

(n,d)
E denote by Vi the corresponding

stable vector bundle P(n, d)|E×vi
on the curve E. Then for any two distinct points

v1, v2 ∈M (n,d)
E we have HomE(V1,V2) = 0 = Ext1E(V1,V2).

Actually, one can also consider a more general situation. Namely, for any pair
(n, d) ∈ N × Z, not necessarily coprime, one can take indecomposable semi-stable
vector bundles of rank n and degree d having locally free Jordan-Hölder factors. The
orthogonality condition between non-isomorphic bundles of this type follows from
the following lemma.

Lemma 3.9 (see [20]). Let (n, d) ∈ N × Z, m = gcd(n, d) and n = mn′, d = md′.
Let V be an indecomposable semi-stable vector bundle of rank n and degree d on a
Weierstraß curve E with locally free Jordan-Hölder factors. Then all these factors

are isomorphic to a single stable vector bundle V ′ ∈ M
(n′,d′)
E . Moreover, we have

V ∼= V ′ ⊗Am, where Am is the indecomposable vector bundle of rank m and degree
0 defined recursively by the non-split extension sequences

0 −→ Am −→ Am+1 −→ O −→ 0 m ≥ 1,

where A1 = O.

Let us return to Polishchuk’s construction. Since HomE(V1,V2) = 0 = Ext1E(V1,V2),
we have a linear map

m3 : HomE(V1,Cy1)⊗ Ext1E(Cy1 ,V2)⊗ HomE(V2,Cy2) −→ HomE(V1,Cy2)

called the triple Massey product and defined as follows. Let a ∈ Ext1E(Cy1 ,V2),
g ∈ HomE(V1,Cy1), h ∈ HomE(V2,Cy2) and let

0 −→ V2
α−→ A β−→ Cy1 −→ 0

be an exact sequence representing the element a. The vanishing of HomE(V1,V2) and
Ext1E(V1,V2) implies that we can uniquely lift the morphisms g and h to morphisms
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g̃ : V1 −→ A and h̃ : A −→ Cy2 . So, we obtained a diagram

V1

g

��

g̃

~~}}
}}

}}
}}

a : 0 // V2
α

//

h
��

A β
//

h̃~~~~
~~

~~
~~

Cy1
// 0

Cy2

and the triple Massey product is defined as m3(g ⊗ a ⊗ h) = h̃g̃. Note that a
determines an extension only up to an automorphism of the middle term, but the
action of Aut(A) leads to the same answer for m3(g ⊗ a⊗ h) =: mV1,V2

y1,y2
(g ⊗ a⊗ h).

Now one can use a sequence of canonical isomorphisms in order to rewrite mV1,V2
y1,y2

in another form:

Lin
(
HomE(V1,Cy1)⊗ Ext1E(Cy1 ,V2)⊗ HomE(V2,Cy2),HomE(V1,Cy2)

) ∼=

Lin
(
HomE(V1,Cy1)⊗ HomE(V2,Cy2),Ext1E(Cy1 ,V2)

∗ ⊗ HomE(V1,Cy2)
) ∼=

Lin
(
HomE(V1,Cy1)⊗ HomE(V2,Cy2),HomE(V2,Cy1)⊗ HomE(V1,Cy2)

)
,

where we use the Serre duality formula Ext1E(Cy1 ,V2)
∗ ∼= HomE(V2,Cy1) given by

the bilinear form 〈 , 〉ωV2, Cy1
from Proposition 3.5. Let m̃V1,V2

y1,y2
be the image of mV1,V2

y1,y2

under this chain of isomorphisms.

Theorem 3.10 (see Theorem 1 in [56]). If E is smooth, then m̃V1,V2
y1,y2

satisfies the
following “triangle equation” (associative Yang–Baxter equation)

(14) (m̃V3,V2
y1,y2

)12(m̃V1,V3
y1,y3

)13 − (m̃V1,V3
y2,y3

)23(m̃V1,V2
y1,y2

)12 + (m̃V1,V2
y1,y3

)13(m̃V2,V3
y2,y3

)23 = 0.

The left-hand side of this equation is a linear map

HomE(V1,Cy1)⊗ HomE(V2,Cy2)⊗ HomE(V3,Cy3) −→

−→ HomE(V2,Cy1)⊗ HomE(V3,Cy2)⊗ HomE(V1,Cy3).

Moreover, the tensor m̃V1,V2
y1,y2

is non-degenerate and skew-symmetric:

τ(m̃V1,V2
y1,y2

) = −m̃V2,V1
y2,y1

,

where τ is the isomorphism

HomE(V1,Cy1)⊗ HomE(V2,Cy2) −→ HomE(V2,Cy2)⊗ HomE(V1,Cy1)

given by τ(f ⊗ g) = g ⊗ f .
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Idea of the proof. This equality is a consequence of the A∞ - constraint

m3 ◦ (m3 ⊗ 1⊗ 1 + 1⊗m3 ⊗ 1 + 1⊗ 1⊗m3) = 0,

and skew-symmetry of m̃V1,V2
y1,y2

follows from the cyclicity of the A∞ - structure. �

Note that for a vector bundle V and a smooth point y ∈ E we have canonical
isomorphisms

HomE(V ,Cy) ∼= HomE(V ⊗ Cy,Cy) = HomC(V|y,C) = V|∗y.
In these terms, m̃V1,V2

y1,y2
is a linear map

m̃V1,V2
y1,y2

: V1|∗y1
⊗ V2|∗y2

−→ V2|∗y1
⊗ V1|∗y2

.

Now we use the canonical isomorphism

α : HomC(V2|y1 ,V1|y1)⊗ HomC(V1|y2 ,V2|y2) −→ HomC(V1|∗y1
⊗ V2|∗y2

,V2|∗y1
⊗ V1|∗y2

)

mapping a simple tensor f1 ⊗ f2 to f t
1 ⊗ f t

2. Then the tensor

rV1,V2
y1,y2

:= α−1(m̃V1,V2
y1,y2

) ∈ HomC(V2|y1 ,V1|y1)⊗ HomC(V1|y2 ,V2|y2)

satisfies the equation

(15) (rV1,V3
y1,y3

)13(rV3,V2
y1,y2

)12 − (rV1,V2
y1,y2

)12(rV1,V3
y2,y3

)23 + (rV2,V3
y2,y3

)23(rV1,V2
y1,y3

)13 = 0

and the unitarity condition

(16) τ(rV1,V2
y1,y2

) = −rV2,V1
y2,y1

.

Remark 3.11. Since the functorial isomorphism of vector spaces HomC(U, V ) →
HomC(V ∗, U∗) is contravariant, the tensors rV1,V2

y1,y2
and m̃V1,V2

y1,y2
appear in inverse order

in Equations (14) and (15).

Note that the bilinear map

tr : HomC(U, V )× HomC(V, U) −→ C, (f, g) 7→ tr(f ◦ g)
is non-degenerate and induces an isomorphism HomC(U, V )∗ ∼= HomC(V, U). Using
this, we get a chain of canonical isomorphisms

HomC(V2|y1 ,V1|y1)⊗HomC(V1|y2 ,V2|y2)
∼= HomC(V1|y1 ,V2|y1)

∗⊗HomC(V1|y2 ,V2|y2)
∼=

∼= Lin
(
HomC(V1|y1 ,V2|y1),HomC(V1|y2 ,V2|y2)

)
.

We let r̃V1,V2
y1,y2

∈ Lin
(
HomC(V1|y1 ,V2|y1),HomC(V1|y2 ,V2|y2)

)
be the image of rV1,V2

y1,y2
.

Remark 3.12. Note that the triple Massey product m3 is canonical, however the
tensor rV1,V2

y1,y2
and the linear map r̃V1,V2

y1,y2
depend on the choice of a global section

ω ∈ H0(ΩE). Indeed, passing from m3 to rV1,V2
y1,y2

and r̃V1,V2
y1,y2

we use the bilinear form
〈 , 〉ωV2, Cy1

, which depends on the choice of ω.

Our next aim is to answer the following questions:
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Q1 What is a geometrical interpretation of the equivalence relation given in
Definition 2.5?

Q2 How can we view V1 and V2 as variables?
Q3 Is there a practical way to compute rV1,V2

y1,y2
?

4. Geometric description of triple Massey products

Let E be a reduced projective curve with trivial dualizing sheaf and Ĕ be the open
subset of the smooth points of E. As in the previous section, we fix the following
data:

• two vector bundles V1 and V2 on E of rank n such that HomE(V1,V2) = 0
and Ext1E(V1,V2) = 0.

• two distinct points y1, y2 ∈ Ĕ lying on the same irreducible component of E
such that HomE

(
V1(y2),V2(y1)

)
= Ext1E

(
V1(y2),V2(y1)

)
= 0.

• A non-zero global regular differential one-form ω ∈ H0(ΩE).

The main goal of this section is to get an alternative description of the linear map

r̃V1,V2
y1,y2

(ω) : HomC(V1|y1 ,V2|y1) −→ HomC(V1|y2 ,V2|y2)

introduced in Section 3. To do this, we first elaborate the theory of residues and
evaluation morphisms on reduced complex Gorenstein curves.

4.1. Residue map for vector bundles. In this subsection, our set-up is rather
general. We fix the following data:

• a reduced Gorenstein analytic curve X (not necessarily compact);

• a subset D ⊂ X̆, where X̆ denotes the open subset of smooth points of X,
such that D ⊂ X is locally finite2;
• a point x ∈ D; the set D′ = D \ {x} may be empty;
• a pair of vector bundles V and W on X;
• a germ of a differential 1-form ω ∈ Ωx, not vanishing at x (i.e. ω 6∈ Ω(−x)x),

where Ω = ΩX is the sheaf of regular differential 1-forms on X.

The only application of this general set-up with D′ 6= ∅ occurs in Section 8, where
Y = C

π−→ C/Λ = X (cf. Prop. 4.8, Prop. 4.12 and Thm. 4.23) is the universal cover
of an elliptic curve and D = y + Λ is an infinite Λ-invariant subset of C. Therefore,
we resist the temptation to include D or D′ into the decorations of the residue maps
below. In all other applictions of Theorem 4.23, π : Y → X is the normalisation,
hence restricts to an isomorphism π : Y̆ → X̆ and D consists of a single point.

Consider the canonical short exact sequence

(17) 0→ ΩX → ΩX(x)
resx−→ Cx → 0.

2This means that for any p ∈ X, there exists an open neighbourhood of p in X which contains
only a finite number of points from D. According to [30, Ch. 1.1], D defines a divisor and a
corresponding line bundle OX(D) on X.
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Proposition 4.1. The following diagram is commutative:

HomX

(
V ⊗ Ω,W ⊗ Ω(D)

) (1⊗resx)∗
// HomX

(
V ⊗ Ω,W ⊗O(D′)⊗ Cx

)

HomX

(
V ,W ⊗O(D)

)
−⊗Ω

OO

HomX

(
V ⊗ Ω,W ⊗ Cx

)
(rD′ )∗

OO

HomX(V ,W)⊗O(D)
res′x

//

can

OO

HomX

(
V ⊗ Ω⊗ Cx,W ⊗ Cx

)
.

can

OO

The map (rD′)∗ is induced by the inclusion rD′ : O → O(D′) of subsheaves of the
sheaf of meromorphic functions on X and res′x is determined by the following mor-
phism of presheaves. Let x ∈ U ⊆ X be an open subset, s ∈ HomO(U)

(
V(U),W(U)

)
,

f ∈ Γ
(
U,O(D)

)
, v ∈ V(U), δ ∈ Ω(U). Then

res′x(s⊗ f)
[
v ⊗ δ

]
= resx(fδ)[s(v)],

where [v ⊗ δ] := v ⊗ δ ⊗ 1. If x 6∈ U , res′x|U is the zero map. The upper horizontal
morphism is induced by the short exact sequence (17) and all other morphisms are
standard canonical isomorphisms.

Proof. After observing that rD′ is the identity map over any open set U which does
not intersect D′, the proof is an easy diagram chase. �

Note that a germ ω ∈ Ωx, which is not in Ω(−x)x, i.e. not equal to zero in Ω⊗ Cx,
induces an isomorphism of sheaves

HomX

(
V ⊗ Ω⊗ Cx,W ⊗ Cx

) ω∗

−→ HomX

(
V ⊗ Cx,W ⊗ Cx

)
.

Definition 4.2. Consider the morphism of sheaves of OX–modules

resV,W
x (ω) : HomX

(
V ,W ⊗O(D)

)
−→ HomX

(
V ⊗ Cx,W ⊗ Cx

)

defined as the composition of morphisms

HomX

(
V ,W ⊗O(D)

) −⊗Ω−−−→ HomX

(
V ⊗ Ω,W ⊗ Ω(D)

)

(1⊗resx)∗−−−−−→ HomX

(
V ⊗ Ω,W ⊗O(D′)⊗ Cx

)

((rD′)∗◦can)
−1

−−−−−−−−−→ HomX

(
V ⊗ Ω⊗ Cx,W ⊗ Cx

) ω∗

−→ HomX

(
V ⊗ Cx,W ⊗ Cx

)
,

coinciding with the composition HomX

(
V ,W ⊗O(D)

) can−−→ HomX(V ,W) ⊗ O(D)
res′x−−→ HomX

(
V ⊗ Ω⊗ Cx,W ⊗ Cx

) ω∗

−→ HomX

(
V ⊗ Cx,W ⊗ Cx

)
.
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Remark 4.3. The fact that the composition

Hom(V ,W(D))
−⊗Ω−−−→ Hom(V ⊗ Ω,W ⊗ Ω(D))

ω∗

−→ Hom(V ,W ⊗ Ω(D))

coincides with the map ω∗ implies that there is a third description for resV,W
x (ω) as:

Hom(V ,W(D))
ω∗−→ Hom(V ,W ⊗ Ω(D))

(1⊗resx)∗−−−−−→ Hom(V ,W ⊗ Cx)
((rD′ )∗◦can)

−1

−−−−−−−−−→
Hom(V ⊗ Cx,W ⊗ Cx). This will be used in the proof of Proposition 4.22.

Definition 4.4. In the above notation we define:

resV,W
x (ω) := H0

(
resV,W

x (ω)
)

: HomX

(
V ,W(D)

)
−→ HomX(V ⊗ Cx,W ⊗ Cx).

Proposition 4.1 yields an explicit formula for the morphisms resV,W
x (ω) in the fol-

lowing simple situation.

Lemma 4.5. Let U ⊆ C be open, O = H0(U,OC), D ⊂ U a locally finite subset,
O(D) = H0

(
U,OC(D)

)
and x ∈ D. Let V = On

U ,W = Om
U and ω = f(z)dz be a

meromorphic one-form on U , holomorphic at x with f(x) 6= 0. Then the morphism
resx, which is defined as the composition of canonical morphisms

HomU

(
V ,W(D)

) resV,W
x (ω)

// HomU(V ⊗ Cx,W ⊗ Cx)

can

��

Matm×n

(
O(D)

) resx
//

can

OO

Matm×n(C)

is given by the formula resx(F ) = resx(F · ω).

Proof. Let F (z) =
(
fij(z)

)
∈ Matm×n

(
O(D)

)
be a matrix whose entries are mero-

morphic functions on U having at most simple poles along D. Then we can write

F (z) =
G(z)
z − x , where the entries of the matrix G(z) are meromorphic functions

which are holomorphic at x. Using the definition of resx in terms of res′x we obtain

resx(F )(a) =

(
resx

ω

z − x

)
G(x)a = resx(Fω)a

for all a ∈ Cn. �

In general, the morphism resV,W
x (ω) is neither surjective nor injective. However,

there is an important special case where it is an isomorphism.

Proposition 4.6. Let E be a reduced projective curve with trivial dualizing sheaf.
Let V and W be a pair of vector bundles on E such that HomE(V ,W) = 0 and

HomE(W ,V) = 0 and let x ∈ Ĕ, ω ∈ Ωx be as above. Then, the morphism

resV,W
x (ω) : HomE

(
V ,W(x)

)
−→ HomE(V ⊗ Cx,W ⊗ Cx),

defined with D = {x}, is an isomorphism.
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Proof. First note that by Serre duality we have: Ext1E(V ,W) ∼= HomE(W ,V)∗ = 0.
Hence, then short exact sequence 0→W⊗Ω→W⊗Ω(x)→W⊗Cx → 0 induces an

isomorphism H0
(
(1⊗ resx)∗

)
: HomE

(
V ⊗Ω,W⊗Ω(x)

) ∼=−→ HomE(V ⊗Ω,W⊗Cx).

As a result, the morphism HomE

(
V ,W(x)

) resV,W
x (ω)−−−−−→ HomE(V ⊗ Cx,W ⊗ Cx) is an

isomorphism, too. �

Remark 4.7. The vanishing conditions of Proposition 4.6 are satisfied if E is an
irreducible projective Weierstraß curve and V and W are two stable vector bundles
of the same rank and degree and such that V 6∼=W .

The next goal is to show that the morphism resV,W
x (ω) has nice functorial properties.

Proposition 4.8. Let Y
π−→ X be a morphism of reduced Gorenstein curves, y ∈ Y̆

and x = π(y) ∈ X̆ be such that f is unramified over x. Let D = π−1(x) and V ,W be

a pair of vector bundles on X, Ṽ = π∗V and W̃ = π∗W. Finally, let ω ∈ ΩX,x be the
germ of a regular differential one-form, not vanishing at x, and ω̃ = π∗(ω) ∈ ΩY,y

be the corresponding germ on Y . Then the following diagram is commutative:

HomX

(
V ,W(x)

) resV,W
x (ω)

//

π∗

��

HomX

(
V ⊗ Cx,W ⊗ Cx

)

π∗

��

HomY

(
Ṽ , W̃(D)

) res
eV, fW
y (ω̃)

// HomY

(
Ṽ ⊗ Cy, W̃ ⊗ Cy

)
.

Proof. Let i : U →֒ X be an open embedding containing the point x, V ′ = V|U and
W ′ =W|U . Then the diagram

HomX

(
V ,W(x)

) resV,W
x (ω)

//

i∗

��

HomX

(
V ⊗ Cx,W ⊗ Cx

)

i∗

��

HomU

(
V ′,W ′(x)

) resV
′,W′

x (ω)
// HomU

(
V ′ ⊗ Cx,W ′ ⊗ Cx

)
.

is commutative: this is a consequence of the “local” definition of the morphism
resV,W

x (ω) as H0
(
resV,W

x (ω)
)
.

In order to pass to the general case, recall that any unramified morphism of smooth
Riemann surfaces is locally biholomorphic. The assumptions imply π∗O(x) = O(D).
Since both points x ∈ X and y ∈ Y are smooth, there exist open neighbourhoods

x ∈ U i→֒ X and y ∈ V j→֒ Y such that π : V → U is an isomorphism. In particular,
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V ∩D = {y} and we have a diagram

HomX

(
V ,W(x)

) resV,W
x (ω)

//

i∗

��

π∗

$$

HomX

(
V ⊗ Cx,W ⊗ Cx

)

i∗

��

π∗

ww

HomU

(
V ′,W ′(x)

)

π∗

��

resV
′,W′

x (ω)
// HomU

(
V ′ ⊗ Cx,W ′ ⊗ Cx

)

π∗

��

HomV

(
Ṽ ′, W̃ ′(y)

) res
eV′, fW′

y (ω̃)
// HomV

(
Ṽ ′ ⊗ Cy, W̃ ′ ⊗ Cy

)

HomY

(
Ṽ , W̃(D)

) res
eV, fW
y (ω̃)

//

j∗

OO

HomY

(
Ṽ ⊗ Cy, W̃ ⊗ Cy

)
,

j∗

OO

in which all three cental squares and both exterior squares are commutative. To
conclude the claim, it remains to note that all vertical morphisms on the right hand
side are isomorphisms. �

Note that the constructed morphism resV,W
x (ω) is functorial in V andW . In what

follows, we shall use the following bifunctoriality.

Definition 4.9. Let V1,V2 and W1,W2 be coherent sheaves on X, f : V1 → V2 and
g :W1 →W2 be isomorphisms in Coh(X). Then we have an morphism

cnj(f, g) : HomX(V1,W1) −→ HomX(V2,W2)

given by the rule HomX(V1,W1) ∋ h 7→ g ◦ h ◦ f−1 ∈ HomX(V2,W2).

Having this notation, the proof of the following lemma is straightforward.

Lemma 4.10. Let X be a reduced Gorenstein curve, D ⊂ X̆, x ∈ D and ω ∈ Ωx as
before. Let f : V1 → V2 and g :W1 →W2 be isomorphisms of vector bundles on X.
Then the following diagram, in which g(D) denotes g ⊗ 1, is commutative:

HomX

(
V1,W1(D)

) res
V1,W1
x (ω)

//

cnj(f, g(D))
��

HomX

(
V1 ⊗ Cx,W1 ⊗ Cx

)

cnj(f̄ , ḡ)
��

HomX

(
V2,W2(D)

) res
V2,W2
x (ω)

// HomX

(
V2 ⊗ Cx,W2 ⊗ Cx

)
.

4.2. Evaluation map for vector bundles. As in the previous subsection, we fix
the following notation:

• a reduced Gorenstein analytic curve X (not necessarily compact);

• a subset D ⊂ X̆, locally finite in X, and a smooth point y ∈ X̆, y 6∈ D;
• a pair of vector bundles V and W on X.
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Consider the short exact sequence

(18) 0→ O(−y)→ O evy−→ Cy → 0.

It induces a short exact sequence of coherent sheaves

0→W(D)⊗O(−y)→W(D)
1⊗evy−−−→W(D)⊗ Cy → 0

and a morphism of sheaves ev
V,W(D)
y making the following diagram commutative

HomX

(
V ,W(D)

)

ev
V,W(D)
y

��

(1⊗evy)∗
// HomX

(
V ,W(D)⊗ Cy

)

HomX

(
V ⊗ Cy,W ⊗ Cy

) (rD)∗
// HomX

(
V ⊗ Cy,W(D)⊗ Cy

)
∼=
OO

where the lower horizontal morphism (rD)∗ is induced by the canonical inclusion rD :
O → O(D) (here we view both sheaves as subsheaves of the sheaf of meromorphic
functions on X). Note that (rD)∗ is an isomorphism because y 6∈ D by assumption.

Definition 4.11. In the notation as above, we set:

evV,W(D)
y := H0

(
evV,W(D)

y

)
: HomX

(
V ,W(D)

)
−→ HomX(V ⊗ Cy,W ⊗ Cy).

Similar to the case of the residue map, the following statements are true.

Proposition 4.12. Let π : Y → X be a morphism of reduced Gorenstein curves,
x1 ∈ X̆ a point over which π is unramified, D1 = π−1(x1) and y2 ∈ Y̆ a smooth

point, such that x1 6= x2 = π(y2) ∈ X̆. For a pair of vector bundles V and W on X

we denote Ṽ = π∗V and W̃ = π∗W. Then the following diagram is commutative:

HomX

(
V ,W(x1)

) ev
V,W(x1)
x2

//

π∗

��

HomX

(
V ⊗ Cx2 ,W ⊗ Cx2

)

π∗

��

HomY

(
Ṽ , W̃(D1)

) ev
eV, fW(D1)
y2

// HomY

(
Ṽ ⊗ Cy2 , W̃ ⊗ Cy2

)
.

Moreover, the constructed morphism of vector spaces ev
eV,fW(D1)
y2 is natural in Ṽ and

W̃. In particular, if f : Ṽ1 → Ṽ2 and g : W̃1 → W̃2 are isomorphisms of vector
bundles on Y then the following diagram is commutative:

HomY

(
Ṽ1, W̃1(D1)

) ev
eV1, fW1(D1)
y2

//

cnj(f, g(D1))
��

HomY

(
Ṽ1 ⊗ Cy2 , W̃1 ⊗ Cy2

)

cnj(f̄ , ḡ)
��

HomY

(
Ṽ2, W̃2(D1)

) ev
eV2, fW2(D1)
y2

// HomY

(
Ṽ2 ⊗ Cy2 , W̃2 ⊗ Cy2

)
.
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The proof of the following formula for the evaluation morphism evy is straightfor-
ward.

Lemma 4.13. Let U ⊆ C be open, D ⊂ U locally finite and y ∈ U \ D. Define
O(D) = H0

(
U,OC(D)

)
and let V = On

U ,W = Om
U . The formula evy(F ) = F (y)

defines a morphism evy : Matn×n

(
O(D)

)
−→ Matn×n(C) which fits into the following

commutative diagram

HomU

(
V ,W(D)

) ev
V,W(D)
y

// HomU(V ⊗ Cy,W ⊗ Cy)

can

��

Matm×n

(
O(D)

) evy
//

can

OO

Matm×n(C).

In general, the evaluation morphism ev
V,W(x1)
x2 is neither injective nor surjective.

However, there is one particular case, when it is an isomorphism.

Proposition 4.14. Let E be a reduced projective curve with trivial dualizing sheaf.
Let V ,W be vector bundles on E and x, y ∈ Ĕ be such that x 6= y and

HomE

(
V ,W(x− y)

)
= 0 = Ext1E

(
V ,W(x− y)

)
.

Then the morphism ev
V,W(x)
y : HomE

(
V ,W(x)

)
−→ HomE(V ⊗ Cy,W ⊗ Cy) is an

isomorphism of vector spaces.

Proof. Applying the functor HomE(V , − ) to the short exact sequence

0→W(x− y)→W(x)
1⊗evy−−−→W(x)⊗ Cy → 0

we see that the morphism defined as the composition

HomE

(
V ,W(x)

) (1⊗evy)∗−−−−−→ HomE

(
V ⊗Cy,W(x)⊗Cy

) (rx)−1
∗−−−→ HomE

(
V ⊗Cy,W⊗Cy

)

coincides with ev
V,W(x)
y and is an isomorphism of vector spaces. �

Remark 4.15. The vanishing conditions of Proposition 4.14 are satisfied if E is an
irreducible Weierstraß projective curve and V and W are two stable vector bundles
of the same rank and degree and such that V 6∼=W(x− y).

4.3. Geometric description of triple Massey products on genus one curves.

In this subsection, E is a reduced projective Gorenstein curve with trivial dualizing
sheaf. In particular, the sheaf ΩE of regular differential 1-forms on E is trivial. For
any smooth point x ∈ E consider the coboundary map δx : H0(Cx)→ H1(ΩE) of the
short exact sequence (17). This is an isomorphism. Define wx := δx(1x) ∈ H1(ΩE).
By a result of Kunz, which is also true without the assumption ΩE

∼= OE, we get:

Theorem 4.16 (see Satz 4.1 in [41]). The element wx does not depend on x.
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Let w = wx and t : H1(ΩE) → C be the isomorphism which maps w to 1. We
fix a global regular differential form ω : OE → ΩE. For any two perfect complexes
E ,F ∈ Perf(E), ω induces a non-degenerate pairing (see Proposition 3.5)

〈 , 〉ωE,F : HomD(E)(E ,F)⊗ HomD(E)(F , E [1]) −→ C.

Recall that, when passing from the triple Massey productmV1,V2
y1,y2

to the tensor m̃V1,V2
y1,y2

,
we have already used these bilinear forms.

The alternative description of r̃V1,V2
y1,y2

involves the two isomorphisms resV1,V2
y1

(ω) and

ev
V1,V2(y1)
y2 constructed in Subsections 4.1 and 4.2 respectively. The following theorem

(see also [56, Theorem 4]) is the key statement to explicitly compute the tensor r̃V1,V2
y1,y2

describing triple Massey products.

Theorem 4.17. Let E be a reduced projective curve with trivial dualizing sheaf,
V1,V2 ∈ VB(E), y1, y2 ∈ Ĕ and ω ∈ H0(ΩE) be as at the beginning of Section 4. By
ωy1 we denote the germ of ω at y1 ∈ E. Then the diagram

HomE

(
V1,V2(y1)

)

res
V1,V2
y1

(ωy1 )

xxpppppppppppppp
ev

V1,V2(y1)
y2

&&NNNNNNNNNNNNNN

HomC(V1|y1 ,V2|y1)
r̃
V1,V2
y1,y2

(ω)
// HomC(V1|y2 ,V2|y2)

is commutative.

An important message from this theorem is: only if ωy1 is the germ of a global

holomorphic 1-form ω ∈ H0(ΩE), we can guarantee that r̃ = evy2 ◦ (resy1(ωy1))
−1.

Since this result plays a crucial role in our approach to degeneration problems,
we decided to give a detailed proof of this statement, stressing those points which
are implicit in [56]. As a preparation, several technical lemmas have to be proven.

Lemma 4.18. Let E be a reduced projective curve with trivial dualizing sheaf and
x ∈ Ĕ. Then we have an isomorphism of functors VB(E) −→ VectC:

Tx : Ext1E(Cx, − ) −→ HomE(Cx, −⊗ Cx)

Proof. Let V be a vector bundle on E of rank n. The short exact sequence (17) and

the isomorphism ω : OC
∼−→ ΩE yield the short exact sequence 0 → V → V(x) →

V ⊗ Cx → 0, which induces the long exact sequence

0→ HomE(Cx,V⊗Cx)
δx−→ Ext1E(Cx,V)→ Ext1E(Cx,V(x))→ Ext1E(Cx,V⊗Cx)→ 0.

Because Ext1E
(
Cx,V(x)

) ∼= H0
(
Ext1(Cx,V(x))

)
and Ext1E(Cx,V ⊗ Cx) are both of

dimension n = rank(V), we conclude that δx is an isomorphism. Moreover, this map
is functorial and we can put Tx = δ−1

x . �
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Remark 4.19. Due to the construction of the functor Tx we have a commutative
diagram

0 // V // A //

��

Cx
//

Tx(a)

��

0

0 // V // V(x)
resVx

// V ⊗ Cx
// 0,

where the upper exact sequence corresponds to the element a ∈ Ext1E(Cx,V).

In order to justify our calculations in Sections 8 and 10 we need to establish an
explicit link between the “categorical trace map” of Proposition 3.5 and the usual
trace from linear algebra.

Let X be a reduced projective Gorenstein curve, x ∈ X̆ a smooth point, V a
vector bundle on X. From the exact sequence (17) we get a commutative diagram

Ext1X(V ,V ⊗ ΩX)
Tr1V

// H1(ΩX)
t

// C

HomX(V ,V ⊗ Cx)
Tr0V

//

δx

OO

H0(Cx)

δx

OO

can

<<xxxxxxxxxx

HomC(V|x,V|x) tr
//

OO

C

can

OO =

LL

Here t is the trace map from Theorem 4.16 and tr is the ordinary trace of an
endomorphism of the vector space V|x. The morphism Tr0

V is the composition
HomX(V ,V ⊗ Cx) → H0

(
V∨ ⊗ V ⊗ Cx

)
→ H0(Cx) and Tr1

V is defined in a sim-

ilar way, so that t ◦Tr1
V = trV , see Theorem 3.2. The commutativity of this diagram

gives us the following result.

Lemma 4.20. For an element f ∈ HomX(V ,V ⊗ Cx) we have:

t
(
Tr1

V
(
δx(f)

))
= tr(fx),

which is the required link between the categorical trace and the usual trace for vector
spaces.

Lemma 4.21. Let E be a reduced projective curve with trivial dualizing sheaf, x ∈ E
a smooth point, V ∈ VB(E) a vector bundle and S : Ext1E(Cx,V) −→ HomE(V ,Cx)

∗

the isomorphism induced by the bilinear form 〈 , 〉ωV, Cx
, defined in Proposition 3.5.

Then the following diagram is commutative:

Ext1E(Cx,V)
S

//

Tx

��

HomE(V ,Cx)
∗

��

HomE(Cx,V ⊗ Cx)
tr

// HomE(V ⊗ Cx,Cx)
∗,
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where tr is induced by the canonical isomorphism of vector spaces HomC(U, V )∗ ∼=
HomC(V, U), which is given by the usual trace of endomorphisms.

Proof. Let ξ ∈ HomE(V ,Cx) and a ∈ Ext1E(Cx,V). Then Tx(a) : Cx → V ⊗ Cx and
ξx : V ⊗ Cx → Cx satisfy:

tr
(
ξx ◦ Tx(a)

)
= tr

(
Tx(a) ◦ ξx

)
= t
(
Tr1

V
(
δx(Tx(a) ◦ ξ)

))
= t
(
Tr1

V
(
ω∗(a ◦ ξ)

))

= t
(
ω∗
(
TrV(a ◦ ξ)

))
= S(a)(ξ),

where the second equality holds by Lemma 4.20 and the others come from straight-
forward commutative diagrams. �

Now, after proving these preliminary statements we are ready to prove Theorem
4.17. Let (V1,V2, y1, y2, ω) be the data fixed at the beginning of Section 4. Recall
that we have to compare the triple Massey product

mV1,V2
y1,y2

: HomE(V1,Cy1)⊗ Ext1E(Cy1 ,V2)⊗ HomE(V2,Cy2) −→ HomE(V1,Cy2)

with the map

˜̃rV1,V2
y1,y2

:= evV1,V2(y1)
y2

◦
(
resV1,V2

y1
(ωy1)

)−1
: HomC(V1|y1 ,V2|y1) −→ HomC(V1|y2 ,V2|y2).

Proposition 4.22. If g ∈HomE(V1,Cy1), h ∈HomE(V2,Cy2) and a ∈Ext1E(Cy1 ,V2),
then

hy2 ◦ ˜̃rV1,V2
y1,y2

(
Ty1(a)gy1

)
=
(
mV1,V2

y1,y2
(g ⊗ a⊗ h)

)
y2
.

Proof. Let us first explain our notation. We have a composition map

V1|y1

gy1−−→ C
Ty1 (a)−−−→ V2|y1 ,

hence we may consider

V1|y2

˜̃r
V1,V2
y1,y2

(
Ty1 (a)gy1

)
−−−−−−−−−−−→ V2|y2 .

Let 0→ V2
α−→ A β−→ Cy1 → 0 be an exact sequence representing a ∈ Ext1E(Cy1 ,V2).

Then we have a commutative diagram

0

��

0

��

V2

α
��

V2

r
��

V1

g̃
//

g
%%K

KKKKKKKKK

��

A
β
��

ε
// V2(y1)

res
V2
y1

��

V1 ⊗ Cy1 gy1

// Cy1
Ty1 (a)

//

��

V2 ⊗ Cy1

��

0 0



VECTOR BUNDLES AND YANG–BAXTER EQUATIONS 33

where g̃ is the unique lift of g and the two columns on the right form a transposed
version of the diagram from Remark 4.19. Since

resV1,V2
y1

(ωy1) : HomE

(
V1,V2(y1)

)
−→ HomE(V1 ⊗ Cy1 ,V2 ⊗ Cy1)

is an isomorphism, by definition we have (see Remark 4.3)
(
resV1,V2

y1
(ωy1)

)−1(
Ty1(a)gy1

)
= εg̃.

Moreover, tensoring the whole diagram with Cy2 we obtain a new commutative
diagram

V2 ⊗ Cy2

=
//

αy2

��

V2 ⊗ Cy2

ry2

��

V1 ⊗ Cy2

g̃y2
// A⊗ Cy2

εy2
// V2(y1)⊗ Cy2 ,

from which the identity ev
V1,V2(y1)
y2 (εg̃) = α−1

y2
g̃y2 follows. By the definition of Massey

products we have a commutative diagram

0 // V2
α

//

h
��

A //

h̃

xxqqqqqqqqqqqqq
Cy1

// 0

Cy2 V1
m3(g⊗a⊗h)
oo

g̃

OO

which finally implies
(
mV1,V2

y1,y2
(g ⊗ a⊗ h)

)
y2

= hy2 ◦ α−1
y2
◦ g̃y2 = hy2 ◦ ˜̃rV1,V2

y1,y2
(Ty1(a)gy1).

�

Now we are ready to finish the proof of Theorem 4.17. Our goal is to keep track
of the linear map mV1,V2

y1,y2
under a long chain of canonical isomorphisms. Let us do it

step by step. Each linear map

m ∈ Lin
(
HomE(V1,Cy1)⊗ Ext1E(Cy1 ,V2)⊗ HomE(V2,Cy2),HomE(V1,Cy2)

)

corresponds to an element

n ∈ Lin
(
HomE(V1,Cy1)⊗ HomE(V2,Cy1)

∗, Lin
(
HomE(V2,Cy2),HomE(V1,Cy2)

))

which is related to m by the formula

n
(
g ⊗ S(a)

)
(h) = m(g ⊗ a⊗ h),

where S : Ext1E(Cy1 ,V2) → HomE(V2,Cy1)
∗ is given by the bilinear form 〈 , 〉ωV2,Cy1

from Proposition 3.5. By Lemma 4.21, the element S(a) ∈ HomE(V2,Cy1)
∗ is

mapped to Ty1(a) ∈ HomC(C,V2|y1) under the chain of isomorphisms

HomE(V2,Cy1)
∗ −→ HomE(V2⊗Cy1 ,Cy1)

∗ −→ HomC(V2|y1 ,C)∗ −→ HomC(C,V2|y1).
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This implies that the linear map n corresponds to

l ∈ Lin
(
HomC(V1|y1 ,C)⊗ HomC(C,V2|y1), Lin

(
HomC(V2|y2 ,C),HomC(V1|y2 ,C)

))

given by l(gy1 ⊗ Ty1(a))(hy2) = m(g ⊗ a⊗ h)y2 . But since

HomC(V1|y1 ,C)⊗ HomC(C,V2|y1)
◦−→ HomC(V1|y1 ,V2|y1)

is an isomorphism and

Lin
(
HomC(V2|y2 ,C),HomC(V1|y2 ,C)

) ∼= HomC(V1|y2 ,V2|y2),

we obtain a linear map

k ∈ Lin
(
HomC(V1|y1 ,V2|y1),HomC(V1|y2 ,V2|y2)

)

such that for any elements g, a and h the following diagram commutes

V1|y2

k
(

Ty1 (a)gy1

)
//

m(g⊗a⊗h)y2

""D
DD

DD
DD

DD
DD

DD
DD

DD
D

V2|y2

hy2

��

C.

Using Proposition 4.22, we obtain with m = mV1,V2
y1,y2

the identity

k = ˜̃rV1,V2
y1,y2

= evy2 ◦ res−1
y1
,

A tedious diagram chase shows that k is equal to r̃V1,V2
y1,y2

, which was defined directly
after Remark 3.11. This completes the proof. �

The following Theorem explains how triple Massey products on a genus one curve
can be computed in a practical way.

Theorem 4.23. Let E be a reduced projective curve with trivial dualizing sheaf,
x1, x2 ∈ Ĕ be a pair of distinct smooth points lying on the same irreducible component
of E. Let V1 and V2 be a pair of vector bundles on E satisfying both vanishing
conditions from the beginning of Section 4. Let π : Y → E be the normalization
morphism if E is singular or the universal covering C → E = C/〈1, τ〉 if E is
smooth. Take a point y2 on Y such that π(y2) = x2, let y1 ∈ D1 = π−1(x1) and

denote Ṽi = π∗Vi for i = 1, 2. Let ω ∈ H0(ΩE) be a global regular differential form
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on E and ω̃ be its (possibly meromorphic) lift on Y . Then the diagram

HomE

(
V1 ⊗ Cx1 ,V2 ⊗ Cx1

)

r̃
V1,V2
x1,x2

(ω)

��

π∗
// HomY

(
Ṽ1 ⊗ Cy1 , Ṽ2 ⊗ Cy1

)

HomE

(
V1,V2(x1)

)res
V1,V2
x1

(ωx1 )

iiSSSSSSSSSSSSSSS
π∗

//

ev
V1,V2(x1)
x2

uukkkkkkkkkkkkkkk
HomY

(
Ṽ1, Ṽ2(D1)

)
res

eV1,eV2
y1

(ω̃y1 )

OO

ev
eV1,eV2(D1)
y2

��

HomE

(
V1 ⊗ Cx2 ,V2 ⊗ Cx2

) π∗
// HomY

(
Ṽ1 ⊗ Cy2 , Ṽ2 ⊗ Cy2

)

is commutative. This shows in particular that the computation of triple Massey
products on elliptic curves (resp. on singular genus one curves) can be expressed by
computations on the universal covering (resp. on the normalization).

Proof. The left triangle is commutative by Theorem 4.17. The two squares are
commutative by Propositions 4.8 and 4.12. �

5. A relative construction of geometric triple Massey products

Our next goal is to extend the definition of the morphism rV1,V2
y1,y2

(ω), constructed
in the previous section, to genus one fibrations. We achieve this by generalizing the
construction of Theorem 4.17 to the relative case. Throughout this section we work
either in the category of locally Noetherian algebraic schemes over an algebraically
closed field k of characteristic zero or in the category of complex analytic spaces.

5.1. The relative residue map. Let p : X −→ S be a smooth map of complex
analytic spaces or of algebraic schemes. Assume p has a section ı : S −→ X, let D
be the image of ı equipped with the ringed space structure induced from S. Recall
that the sheaf of relative differentials Ω1

X/S is defined via the exact sequence

p∗Ω1
S −→ Ω1

X −→ Ω1
X/S −→ 0,

see [3, Chapter 7], [34, Section II.8 and Section III.10] and [54] for definitions and
basic properties of smooth morphisms and Kähler differential forms. In particular,
for any closed point s ∈ S we have: Ω1

X/S|Xs
∼= Ω1

Xs
and Ω1

X/S is locally free.
Assume additionally that p has relative dimension one and X itself is smooth.

Our aim is to define a canonical epimorphism of OX–modules

resD : Ω1
X/S(D) −→ OD,

later called the residue map. We shall explain our construction in the case of alge-
braic schemes, whereas its generalisation on the case of complex analytic spaces is
straightforward.
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Let x ∈ D ⊂ X be a closed point, then we can find affine neighbourhoods U =
Spec(B) of x ∈ X and V = Spec(A) of f(x) ∈ S such that the map p|U : U → V is
induced by a ring homomorphism p∗ : A→ B:

U = Spec(B) � � //

p|U
��

X

p

��

V = Spec(A) � � // S.

Then the sheaf Ω1
X/S|U is isomorphic to the sheafification of the B–module of Kähler

differentials ΩB/A.
Let ı∗ : B → A be the ring homomorphism corresponding to the section ı and

I = ker(ı∗). Then the map C := B/I
ı∗−→ A is an isomorphism and I is the ideal,

locally defining the subscheme D. By Krull’s Hauptidealsatz, since U is smooth and
V (I) ⊂ U has codimension one, shrinking the open sets U and V if necessary, we
can achieve that I is generated by a single element a ∈ B. From the exact sequence

I/I2 δ−→ ΩB/A ⊗B C −→ ΩC/A −→ 0

where δ([b]) = d(b) ⊗ 1 and the fact that ΩC/A = 0 it follows that the C–module
ΩB/A ⊗B C is generated by a single element, namely d(a)⊗ 1. The smoothness of p
implies that ΩB/A ⊗B C is a free C–module with this generator.

Definition 5.1. Let p : X −→ S be a smooth map of relative dimension one,
ı : S −→ X a section of p and D = ı(S). We define the sheaf homomorphism

resD : Ω1
X/S(D) −→ OD

to be the composition of the canonical map Ω1
X/S(D) −→ Ω1

X/S|D⊗O(D)|D and the

morphism Ω1
X/S|D⊗O(D)|D → OD locally defined as follows. In the above notation

let M =
{ u
a

∣∣∣ u ∈ B
}

= Γ
(
U,OX(D)

)
⊂ Q(B), where Q(B) is the field of fractions

of the integral domain B. The map

ρ : (ΩB/A ⊗B C)⊗ (M ⊗B C) −→ C

is given by the formula
(
d(a)⊗ 1

)
⊗
(

u
a
⊗ 1
)
7→ u⊗ 1 = u := u mod I.

It is easy to see that the morphism ρ is C-linear, surjective and does not depend
on the choice of a generator of the ideal I.

Remark 5.2. If S is a point and X a smooth complex curve, the residue map in
Definition 5.1 coincides with the classical residue map, which was used in sequence
(17) at the beginning of subsection 4.1. To see this, we let D = {x} and U a
neighbourhood of x in X with a coordinate z centred at x. Then, in the notation

of Definition 5.1, a = z and f(z)
z
dz ∈ Ω1

X(x) is first sent to
(
dz⊗ 1

)
⊗
(f(z)

z
⊗ 1
)

and

then to f mod Ix = f(0), which is equal to the ordinary residue of f(z)
z
dz.
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Proposition 5.3. Let p : X −→ S be a smooth map as above, ı : S −→ X a section
of p and g : S ′ −→ S any morphism. Let X ′ = X ×S S

′ and ı′ : S ′ −→ X ′ be the
section defined by the universal property of pull-backs:

S ′

=

��

ıg

##

ı′

  

X ′ f
//

p′

��

X

p

��

S ′ g
// S

ı

YY

and D′ = ı′(S ′). Then the following diagram is commutative:

f ∗(Ω1
X/S(D)

) f∗(resD)
//

∼=
��

f ∗(OD)

∼=
��

Ω1
X′/S′(D′)

resD′
// OD′

where the vertical arrows are canonical isomorphisms.

Proof. The problem is local, so we can assume, without loss of generality, X =
Spec(B), X ′ = Spec(B′), S = Spec(A) and S ′ = Spec(A′). Then, we have a Cartesian
diagram of rings and ring homomorphisms

B′

ı′∗

��

B
f∗

oo

ı∗

��

A′

p′∗

OO

A
g∗

oo

p∗

OO

where B′ = B⊗A A
′, p′∗(a′) = 1⊗ a′ and f ∗(b) = b⊗ 1. Denote C := B/ker(ı∗) and

C ′ := B′/ker(ı′∗) then we have an isomorphism of C ′–modules C ⊗B B
′ −→ C ′.

Let d : B → ΩB/A and d′ : B′ → ΩB′/A′ be the universal derivations from the
definition of Kähler differentials. By the universal property we obtain a uniquely
determined B–module homomorphism ΩB/A −→ ΩB′/A′ and an induced B′–module

isomorphism f̃ ∗ : ΩB/A ⊗B B
′ −→ ΩB′/A′ making the following diagram

B

f∗

��

d
// ΩB/A

��

// ΩB/A ⊗B B
′

f̃∗
t|

B′ d′
// ΩB′/A′
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commutative, in particular f̃ ∗(d(b)⊗1
)

= d′
(
f ∗(b)

)
. Moreover, we have a canonical

homomorphism f ∗
M : M ⊗B B

′ −→M ′, given by f ∗
M

(u
a
⊗ 1
)

=
f ∗(u)

f ∗(a)
, where

M =
{ u
a

∣∣∣ u ∈ B
}
⊂ Q(B) and M ′ =

{
v

f ∗(a)

∣∣∣∣ v ∈ B′
}
⊂ Q(B′).

We know that the C–module ΩB/A ⊗C is generated by the single element d(a)⊗ 1.
Hence the commutativity of the diagram

(
ΩB/A ⊗B B

′)⊗
(
M ⊗B B

′)

f̃∗⊗f∗
M

��

f∗(resD)
// C ⊗B B

′

��

ΩB′/A′ ⊗M ′ resD′
// C ′

can be checked on elements of the following form:

(
d(a)⊗ 1

)
⊗
(u
a ⊗ 1

)
� f∗(resD)

//

_

f̃∗⊗f∗
M

��

ū⊗ 1
_

��

d′
(
f ∗(a)

)
⊗ f ∗(u)

f ∗(a)
� resD′

// f ∗(u).

and the proposition is proven. �

5.2. On the sheaf of relative differential forms of a Gorenstein fibration.

Let p : X −→ S be a proper and flat morphism of relative dimension one, either in
the category of complex analytic spaces or of algebraic schemes over an algebraically
closed field k of characteristic zero. Assume additionally that for all closed points
s ∈ S the fibres Xs are reduced and we have an embedding

X

p
��

@@
@@

@@
@
� � // Y

q
����

��
��

�

S

where q : Y −→ S is a proper and smooth morphism of the relative dimension two.

Remark 5.4. Since for any s ∈ S the surface Ys is smooth and Xs ⊂ Ys has
codimension one, the curve Xs has hypersurface singularities and is in particular
Gorenstein.

Recall that for any morphism q we have an exact sequence

q∗Ω1
S −→ Ω1

Y −→ Ω1
Y/S −→ 0
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and that Ω1
Y/S is a locally free OY –module of rank two, because q is a smooth

morphism.

Definition 5.5. The relative dualizing sheaf is defined by the formula

ωX/S :=
(∧2 Ω1

Y/S ⊗OY (X)
)∣∣

X
.

Proposition 5.6 (see Chapter II in [6]). For any s ∈ S the sheaf ωX/S|Xs
is the

dualising sheaf of the projective curve Xs.

Remark 5.7. It can be shown that up to the pull-back of a line bundle on S this
definition of ωX/S does not depend on the embedding X →֒ Y .

Let X̆ be the regular locus of p, then  : X̆ −→ X is an open embedding and the

morphism X̆
p−→ S is flat but in general not proper. Our aim is to define an injective

map of OX–modules clS : ωX/S −→ ∗(Ω1
X̆/S

).

For a closed point x ∈ X̆ let U ⊂ Y be an open neighbourhood of x and S0 an
open neighbourhood of f(x) in S. Choose local coordinates (u, v, s) on U such that
we have a commutative diagram

(
C2 × S0

)
= U

pr

��

// Y

q

��

S0
// S

where pr(u, v, s) = s and du|X̆ 6≡ 0, dv|X̆ 6≡ 0. Assume that the closed subset X ∩U
is given in U by an equation f(u, v, s) = 0. Then

(
∂f

∂u
du+

∂f

∂v
dv

)∣∣∣∣
X̆

= 0.

where the left-hand side of this equality is viewed as a local section of Ω1
X̆/S

.

Consider the composition map ℓ : X̆
−→ X −→ Y.

Definition 5.8 (see Section II.1 in [6]). The Poincaré residue map is the morphism
of OY –modules

resP : ∧2Ω1
Y/S(X) −→ ℓ∗Ω

1
X̆/S

locally defined as follows. Let U ⊆ Y be an open neighbourhood of x ∈ X̆ as above
and V := U ∩ X̆, then the map

resP : Γ
(
U, ∧2Ω1

Y/S(X)
)
−→ Γ

(
V, Ω1

X̆/S

)
= Γ

(
U, ℓ∗Ω

1
X̆/S

)
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is given by the formula

h du ∧ dv
f

7→





hdu

∂vf

∣∣∣∣
V

if
∂f

∂v
(u, v, s) 6= 0,

−hdv
∂uf

∣∣∣∣
V

if
∂f

∂u
(u, v, s) 6= 0.

Remark 5.9. Since for any point s ∈ S the fibre X̆s is a smooth curve, the set
V (f, ∂uf, ∂vf) ⊆ X̆s is empty and the map resP is well-defined. Moreover, resP is
independent of the choice of a local equation f ∈ OY (U) for X ⊂ Y and also of the
choice of local coordinates (u, v, s) on Y , see for example [6, Section II.1].

From what was said above it follows:

Corollary 5.10. The commutative diagram of OY –modules

0 // ∧2Ω1
Y/S

0
%%J

JJJJJJJJJJ

// ∧2Ω1
Y/S(X) //

resP

��

∧2Ω1
Y/S(X)

∣∣∣
X

//

ww

0

ℓ∗Ω1
X̆/S

induces an injective morphism of OX–modules

clS : ωX/S = ∧2Ω1
Y/S(X)

∣∣
X
−→ ∗Ω

1
X̆/S

.

Remark 5.11. In what follows the morphism clS will be called the class map.
For a Gorenstein projective variety X of dimension n let MX denote the sheaf of
meromorphic functions on X. Angéniol and Lejeune-Jalabert construct a morphism

Ωn
X −→ ωX which induces an isomorphism Ωn

X ⊗MX

∼=−→ ωX ⊗MX , also called
“class map”, see [4]. The relationship between this class map and the class map
from Corollary 5.10 will be discussed elsewhere.

The following proposition can be shown on the lines of [6, Section II.1].

Proposition 5.12. Let p : X −→ S be a Gorenstein fibration of relative dimension
one satisfying the conditions from the beginning of this subsection. If g : S ′ −→ S
is any base change, we obtain the Cartesian diagram

X ′ f
//

p′

��

X

p

��

S ′ g
// S.
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Then, the following diagram is commutative

f ∗
(
∧2Ω1

Y/S(X)
∣∣∣
X

) ∼=
//

f∗(clS)

��

∧2Ω1
Y ′/S′(X ′)

∣∣∣
X′

clS′

��

f ∗(∗Ω1
X̆/S

)
∼=

// ′∗Ω
1
X̆′/S′

where the upper horizontal isomorphism is canonical and the lower one is induced
by the base-change property.

The reason to introduce the map clS is explained by the following proposition.

Proposition 5.13 (see Proposition 6.2 in [6]). Let p : X −→ S be as in Proposition
5.12, t ∈ S a closed point and clt : ωXt

−→ t∗Ω1
X̆t

the class map constructed in

Corollary 5.10. Then we have:

(1) If the fibre Xt is smooth, then the image of clt is the sheaf Ω1
Xt

of holomorphic
differential one-forms on Xt.

(2) In the case Xt is singular, the image of clt is the sheaf of Rosenlicht’s dif-
ferential forms, see Definition 3.4. In particular, im(clt) is a subsheaf of the
sheaf of meromorphic differential one-forms on Xt regular at smooth points
of Xt.

The following definition is central for our construction of associative geometric
r–matrices. Let p : X −→ S be flat and proper morphism such that
• All fibres Xt, t ∈ S are reduced projective Gorenstein curves.
• There exists an embedding

X

p
��

@@
@@

@@
@
� � // Y

q
����

��
��

�

S

where q : Y −→ S is a proper and smooth morphism of relative dimension two.

Definition 5.14. Let  : X̆ −→ X be the inclusion of the smooth locus of p,
ı : S −→ X̆ a section of p and D = ı(S). Then the residue map

resD : ωX/S(D)
clS−→ ∗

(
Ω1

X̆/S
(D)

)
−→ OD

is defined as the composition of the class map clS from Corollary 5.10 and the residue
map for smooth morphisms of relative dimension one from Definition 5.1.

Remark 5.15. If S is a point, X a complex curve and D = {x}, the residue map
in Definition 5.14 fits as the top horizontal arrow into the following commutative
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diagram

ωX(x)
resx

//

clx
��

Cx

ΩX(x)
resx

// Cx

in which the lower horizontal map is the classical residue map used in the sequence
(17) at the beginning of subsection 4.1. This follows from Remark 5.2 and Proposi-
tion 5.13.

Propositions 5.3 and 5.12 imply the following corollary.

Proposition 5.16. Let p : X −→ S and ı : S −→ X be as in Definition 5.14 and
g : S ′ −→ S be any base change. Denote X ′ = X×S S

′, f : X ′ −→ X, ı′ : S ′ −→ X ′

the pull-back of ı and D′ = ı′(S ′). Then the following diagram is commutative

f ∗(ωX/S(D)
) f∗(resD)

//

∼=
��

f ∗(OD)

∼=
��

ωX′/S′(D′)
resD′

// OD′

where the vertical maps are canonical isomorphisms.

5.3. Geometric triple Massey products. Let E
p−→ S be a genus one fibration

embedded into a smooth fibration of surfaces, i.e we have a commutative diagram

E
� � //

p
��

??
??

??
? Y

q
����

��
��

�

S

where p is a proper and flat map, for all t ∈ S the fibre Et is a reduced projective
curve with trivial dualizing sheaf and q is a smooth and proper map of relative
dimension two.

Let Ĕ be the regular locus of p. Assume S is chosen sufficiently small, so that
ωE/S

∼= OE. Fix the following data:

• A nowhere vanishing global section ω ∈ H0(ωE/S).
• Two holomorphic vector bundles V and W on the total space E having the

same rank and such that for all t ∈ S we have:

HomEt

(
Vt,Wt

)
= 0 = Ext1Et

(
Vt,Wt

)
.

Here and in the sequel we denote Ft = F|Et
for any vector bundle F on E.
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• Two sections h1, h2 : S −→ Ĕ of p such that for all t ∈ S we have: h1(t) 6=
h2(t) and h1(t), h2(t) belong to the same irreducible component of Et. We
additionally assume that

HomEt

(
Vt(h2(t)),Wt(h1(t))

)
= 0 = Ext1Et

(
Vt(h2(t)),Wt(h1(t))

)
.

The main result of this section is the following theorem.

Theorem 5.17. There exists an isomorphism of vector bundles on S

r̃V,W
h1,h2

(ω) = r̃V,W
h1,h2

: h∗1HomE(V ,W) −→ h∗2HomE(V ,W)

such that for any base-change diagram

E ′ f
//

p′

��

E

p

��

S ′ g
// S

the following diagram is commutative:

g∗h∗1HomE(V ,W)

∼=
��

g∗
(

r̃V,W
h1,h2

(ω)
)

// g∗h∗2HomE(V ,W)

∼=
��

h′∗1HomE′(f ∗V , f ∗W)
r̃f∗V,f∗W

h′
1,h′

2
(ω′)

// h′∗2HomE′(f ∗V , f ∗W)

where h′1, h
′
2 : S ′ −→ E ′ are sections of p′ obtained as pull-backs of h1 and h2.

The vertical arrows are canonical isomorphisms and the section ω′ ∈ H0(ωE′/S′) is
defined via the commutative diagram

f ∗OE

∼=
//

f∗(ω)
��

OE′

ω′

��

f ∗ωE/S

∼=
// ωE′/S′ .

Moreover, for any s ∈ S the morphism r̃Vs,Ws

h1(s),h2(s) coincides with the morphism de-

scribing triple Massey products constructed in Section 3.

Proof. The construction of the morphism r̃V,W
h1,h2

is the following. Let Di = hi(S) and
D′

i = h′i(S), then the exact sequence

(19) 0 −→ ωE/S −→ ωE/S(D1)
resD1−−−→ OD1 −→ 0

induces an exact sequence 0 −→W⊗ωE/S −→W⊗ωE/S(D1) −→W⊗OD1 −→ 0.

Since Ext1E(V ,W) = 0 and ωE/S
∼= OE, applying the functorHomE(V , − ) we obtain

the exact sequence

(20) 0→ HomE(V ,W)→ HomE(V ,W ⊗ ωE/S(D1))→ HomE(V ,W ⊗OD1)→ 0.
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Lemma 5.18. In the notations of the theorem we have:

p∗
(
HomE(V ,W)

) ∼= R1p∗
(
HomE(V ,W)

)
= 0.

Proof of the lemma. It suffices to show that Rp∗
(
HomE(V ,W)

)
= 0 viewed as an

object of the derived category of coherent sheaves Db
coh(S). Note that a complex

F ∈ Db
coh(S) is zero if and only if for all points t ∈ S we have: F

L

⊗ Ct
∼= 0. Since

the morphism p is flat, from a base-change isomorphism it follows that

Rp∗
(
HomE(V ,W)

) L

⊗ Ct
∼= RHomEt

(Vt,Wt) ∼= 0,

where the last equality follows from the assumption ExtiEt
(V

t
,W

t
) = 0 for all i ∈ Z

and t ∈ S. �

Hence, applying the left-exact functor p∗ to the exact Sequence (20) we obtain an

isomorphism p∗HomE

(
V ,W⊗ωE/S(D1)

) ∼=−→ p∗HomE

(
V ,W⊗OD1

)
. Combining it

with the canonical isomorphisms

HomE

(
V ,W ⊗OD1

) ∼=−→ h1∗HomS

(
h∗1V , h∗1W

) ∼=−→ h1∗h
∗
1HomE

(
V ,W

)

we obtain an isomorphism

resV,W
h1

: p∗HomE

(
V ,W ⊗ ωE/S(D1)

) ∼=−→ h∗1HomE

(
V ,W

)
.

Moreover, the choice of a global section OE
ω−→ ωE/S induces an isomorphism

resV,W
h1

(ω) : p∗HomE

(
V ,W(D1)

) ∼=−→ h∗1HomE

(
V ,W

)
,

which we shall frequently denote by resV,W
h1

.

Remark 5.19. If S is a point, E a curve and D1 = {x}, this isomorphism coincides
with the map resV,W

x (ω) from Definition 4.4, if we identify HomE(V ⊗ Cx,W ⊗ Cx)
with the vector space HomE(V ,W)|x. This follows from Remarks 4.3, 5.2 and 5.15
by comparing the two constructions.

The construction of another isomorphism

ev
V,W(D1)
h2

: p∗HomE

(
V ,W(D1)

) ∼=−→ h∗2HomE

(
V ,W

)

is similar. We start with the exact sequence

(21) 0 −→ OE(D1 −D2) −→ OE(D1) −→ OE(D1)⊗OD2 −→ 0.

For any Weil divisor D ⊂ Ĕ we view the line bundle OE(D) as a subsheaf of the
sheaf of meromorphic functionsME. There exists a canonical exact sequence

0 −→ OE −→ OE(D1)
evD1−−−→ OD1(D1) −→ 0



VECTOR BUNDLES AND YANG–BAXTER EQUATIONS 45

inducing an isomorphismOD2 −→ OE(D1)⊗OD2 . Tensoring the exact sequence (21)
with the vector bundle W and applying HomE(V , − ) we obtain an exact sequence

0→ HomE

(
V ,W(D1 −D2)

)
→ HomE

(
V ,W(D1)

)
→ HomE(V ,W ⊗OD2)→ 0.

By the same argument as in Lemma 5.18 one can show that

p∗HomE

(
V ,W(D1 −D2)

) ∼= R1p∗HomE

(
V ,W(D1 −D2)

)
= 0

which implies that we obtain an isomorphism of vector bundles on S

ev
V,W(D1)
h2

: p∗HomE

(
V ,W(D1)

) ∼=−→ h∗2HomE(V ,W).

Remark 5.20. If S is a point, E a curve, D1 = {x} and D2 = {y}, this isomorphism

coincides with the map ev
V,W(x)
y from Definition 4.11. This follows easily by compar-

ing the two constructions, using the canonical identification of HomE(V⊗Cx,W⊗Cx)
with HomE(V ,W)|x.

The isomorphism of vector bundles

r̃V,W
h1,h2

: h∗1HomE(V ,W) −→ h∗2HomE(V ,W)

is defined by the commutative diagram of vector bundles on S

p∗HomE

(
V ,W(D1)

)

resV,W
h1

(ω)

xxrrrrrrrrrrrrrrrr
ev

V,W(D1)
h2

&&M
MMMMMMMMMMMMMMM

h∗1HomE(V ,W)
r̃V,W
h1,h2

(ω)
// h∗2HomE(V ,W).

Remark 5.21. If we drop the assumption that

HomEt

(
Vt(h2(t)),Wt(h1(t))

)
= 0 = Ext1Et

(
Vt(h2(t)),Wt(h1(t))

)

for all t ∈ S, we still get a morphism ev
V,W(D1)
h2

but it may no longer be an isomor-
phism. This is the only change that occurs to the construction. Therefore, in this
situation we still obtain a morphism of vector bundles

r̃V,W
h1,h2

= r̃V,W
h1,h2

(ω) : h∗1HomE(V ,W) −→ h∗2HomE(V ,W).

Remark 5.22. Because p : E → S is proper, two nowhere vanishing global sections
ω, ω′ ∈ H0(ωE|S) differ by a factor ϕ = p∗(ψ) only, where ψ ∈ H0(O∗

S). If ω′ = ϕω,

we obtain resV,W
h1

(ω′) = ϕ · resV,W
h1

(ω) and r̃V,W
h1,h2

(ω) = ϕ · r̃V,W
h1,h2

(ω′). In particular, if
S is a point, ϕ is a constant factor.
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Now let us prove the compatibility of r̃V,W
h1,h2

with respect to base-change. We start
with the commutative diagram of coherent sheaves on E ′

(22) f ∗OE ⊗ f ∗OE(D1)
f∗(ω)⊗id

//

∼= can

��

f ∗(ωE/S(D1)
) f∗(resD1

)
//

∼=
��

f ∗(OD1)

∼=
��

OE′ ⊗OE′(D′
1)

ω′⊗id
// ωE′/S′(D′

1)
resD′

1
// OD′

1

the right part of which was obtained in Proposition 5.16. Next apply the functor

p′∗HomE′(f ∗V , f ∗W ⊗ − ) : Coh(E ′) −→ Coh(S ′)

to the right square, which yields the commutative diagram

p′∗HomE′

(
f ∗V , f ∗W ⊗ f ∗(ωE/S(D1))

)
//

∼=
��

p′∗HomE′

(
f ∗V , f ∗W ⊗ f ∗OD1

)

∼=
��

p′∗HomE′

(
f ∗V , f ∗W ⊗ ωE′/S′(D′

1)
)

// p′∗HomE′

(
f ∗V , f ∗W ⊗OD′

1

)

in Coh(S ′). There is an isomorphism of functors

f ∗HomE

(
V ,W ⊗ −

)
−→ HomE′

(
f ∗V , f ∗W ⊗ f ∗(− )

)

between the categories of coherent sheaves Coh(E) and Coh(E ′). Composing these
functors with p′∗ and then applying them to the residue map ωE/S(D1) −→ OD1 we
obtain a commutative diagram

p′∗f
∗HomE

(
V ,W ⊗ ωE/S(D1)

)
//

∼=
��

p′∗f
∗HomE′

(
V ,W ⊗OD1

)

∼=
��

p′∗HomE′

(
f ∗V , f ∗W ⊗ f ∗(ωE/S(D1))

)
// p′∗HomE′

(
f ∗V , f ∗W ⊗ f ∗OD1

)
.

Finally, there is a natural transformation of functors g∗p∗ −→ p′∗f
∗ (base-change),

which is an isomorphism of functors on the category of S–flat coherent sheaves
on E. Since both sheaves HomE

(
V ,W ⊗ ωE/S(D1)

)
and HomE(V ,W ⊗ OD1)

∼=
h1∗HomS(h∗1V , h∗1W) are flat over S, we obtain a commutative diagram

g∗p∗HomE

(
V ,W ⊗ ωE/S(D1)

)
//

∼=
��

g∗p∗HomE

(
V ,W ⊗OD1

)

∼=
��

p′∗HomE′

(
f ∗V , f ∗W ⊗ ωE′/S′(D′

1)
)

// p′∗HomE′

(
f ∗V , f ∗W ⊗OD′

1

)
.
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Using similar arguments one can show that the following diagram is commutative:

g∗p∗HomE

(
V ,W ⊗OD1

)

∼=
��

∼=
// g∗h∗1HomE(V ,W)

∼=
��

p′∗HomE′(f ∗V , f ∗W ⊗OD′
1
)

∼=
// h′1

∗HomE′(f ∗V , f ∗W),

in which all arrows are canonical isomorphisms. Composinig the two previous dia-
grams, we obtain the compatibility of resV,W

h1
with base change, i.e. the commutative

diagram

g∗p∗HomE

(
V ,W ⊗ ωE/S(D1)

) g∗(resV,W
h1

)
//

∼=
��

g∗h∗1HomE

(
V ,W

)

∼=
��

p′∗HomE′

(
f ∗V , f ∗W ⊗ ωE′/S′(D′

1)
) resf∗V,f∗W

h′
1

// h′1
∗HomE′

(
f ∗V , f ∗W

)

in which the vertical arrows are compositions of the natural isomorphisms con-
structed above. If we follow the same steps with the left square in diagram (22), we

obtain the compatibility with base change for resV,W
h1

(ω).

In an analogue way, we can show that evV,W
h2

is compatible with base change. This

proves the base-change property for r̃V,W
h1,h2

(ω).
It remains to show that, in case S is a single point, the relative construction yields

the same result as the construction in Section 3. This follows from Theorem 4.17,
Remark 5.19 and Remark 5.20. This finishes the proof of the theorem. �

Let rV,W
h1,h2

= rV,W
h1,h2

(ω) denote the image of r̃V,W
h1,h2

under the canonical isomorphism

HomS

(
h∗1HomE(V ,W), h∗2HomE(V ,W)

)
y∼=

Γ
(
S, h∗1HomE(W ,V)⊗ h∗2HomE(V ,W)

)
.

From Theorem 5.17 we immediately obtain the following corollary.

Corollary 5.23. In the notation of Theorem 5.17 let ηV,W : g∗
(
h∗1HomE(W ,V) ⊗

h∗2Hom(V ,W)
)
−→ h′1

∗HomE′(f ∗W , f ∗V)⊗ h′2∗HomE′(f ∗V , f ∗W) be the canonical
isomorphism of bifunctors. Then we have:

ηV,W
(
g∗(rV,W

h1,h2
)
)

= rf∗V,f∗W
h′
1,h′

2
.

The following properties of the morphism r̃V,W
h1,h2

are straightforward consequences of
the naturality of all the morphisms involved in the construction.
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Proposition 5.24. In the situation of Theorem 5.17, the isomorphism r̃V,W
h1,h2

is
functorial with respect to isomorphisms f : V −→ V ′ and g :W −→W ′, this means
that

h∗1Hom(V ,W)

h∗
1

(
cnj(f,g)

)
��

r̃V,W
h1,h2

// h∗2Hom(V ,W)

h∗
2

(
cnj(f,g)

)
��

h∗1Hom(V ′,W ′)
r̃V

′,W′

h1,h2
// h∗2Hom(V ′,W ′)

is commutative. Moreover, for any line bundle L on E the following diagram is
commutative

h∗1HomE(V ,W)
r̃V,W
h1,h2

//

∼=
��

h∗2HomE(V ,W)

∼=
��

h∗1HomE(V ⊗ L,W ⊗L)
r̃V⊗L,W⊗L
h1,h2

// h∗2HomE(V ⊗ L,W ⊗L),

where the vertical arrows are induced by the canonical isomorphism

HomE(V ,W)
∼=−→ HomE(V ⊗ L,W ⊗L).

6. Geometric associative r–matrix

The main goal of this section is to define the so-called geometric associative r-
matrix attached to a genus one fibration. Throughout this section, we work either in
the category Ans of complex analytic spaces or in the category of algebraic schemes
over an algebraically closed field k of characteristic zero. We start with the following
geometric data.

• Let E
p−→ T be a flat projective morphism of relative dimension one between

reduced complex spaces and denote by Ĕ the smooth locus of p.
• We assume there exists a section ı : T −→ Ĕ of p. Let Σ := ı(T ) ⊂ E denote

the corresponding Cartier divisor.
• Moreover, we assume that for all points t ∈ T the fibre Et is a reduced and

irreducible projective curve of arithmetic genus one.

• The fibration E
p−→ T is embeddable into a smooth fibration of projective

surfaces over T and ωE/T
∼= OE.

• For our applications it is convenient to assume the fibration E
p−→ T is the

analytification of an algebraic fibration.

6.1. The construction. For a pair of coprime integers (n, d) ∈ N × Z we denote

by M
(n,d)
E/T : AnsT −→ Sets the moduli functor of relatively stable vector bundles of

rank n and degree d. In particular, M
(1,d)
E/T = Picd

E/T are the relative Picard functors
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and M
(1,0)
E/T = Pic0

E/T is the relative Jacobian. The assumption that p : E −→ T has

a section is only needed to ascertain that these functors have fine moduli spaces.

Theorem 6.1. In the above notation we have:

• The relative Jacobian Pic0
E/T is representable by the fibration Ĕ

p−→ T and

the universal line bundle L = OĔ×T E(−∆)⊗ π∗
2OE(Σ), where ∆ ⊂ Ĕ ×T E

denotes the diagonal and π2 : Ĕ ×T E −→ E is the natural projection.
• The functors Picd

E/T for all d ∈ Z are isomorphic to each other and these
isomorphisms are induced by tensoring with the line bundle OE(Σ).

• The natural transformation of functors det : M
(n,d)
E/T −→ Picd

E/T is an isomor-

phism. In particular, the moduli functor M
(n,d)
E/T is representable for all pairs

of coprime integers (n, d) ∈ N× Z.

Proof. The first part of this theorem can be found in [2] the second statement is
trivial. The third part seems to be well-known, see for example [52] for the case
of an elliptic curve and [21] for the proof of a more general statement and further
details. �

From now on, by M
l−→ T we denote a fibration which, together with a universal

family P = P(n, d) ∈ VB(M×T E), represents the functor M
(n,d)
E/T . For a closed point

t ∈ T we denote by Pt ∈ VB(Mt × Et) the restriction of P to Mt × Et.

The morphisms p and l induce a morphism C := M ×T M ×T Ĕ ×T Ĕ
g−→ T , from

which we obtain a Cartesian diagram of complex spaces:

M ×T M ×T Ĕ ×T Ĕ ×T E

q

��

f
// E

p

��

C
g

// T.

Observe that q : M ×T M ×T Ĕ ×T Ĕ ×T E −→ C is again a genus one fibration
satisfying all the conditions listed at the beginning of this section.

Definition 6.2. The diagonal map ∆ : Ĕ −→ Ĕ×TE induces two canonical sections

h1, h2 : M ×T M ×T Ĕ ×T Ĕ −→M ×T M ×T Ĕ ×T Ĕ ×T E

of the morphism q, given by the rule hi(v1, v2; y1, y2) = (v1, v2; y1, y2, yi) for i = 1, 2.
Let Di be the reduced image of hi. Next, consider the two projection maps

πi : M ×T M ×T Ĕ ×T Ĕ ×T E −→M ×T E,

given by πi(v1, v2; y1, y2, y) = (vi, y) for i = 1, 2. For any base point x = (v1, v2; y1, y2) ∈
M ×T M ×T Ĕ ×T Ĕ with t = g(x) we denote:

Pvi := π∗
iP|q−1(x)

∼= Pt|{vi}×Et
∈ VB(Et).
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Consider the following closed subsets of the basis C:

∆M =
{
(v1, v2; y1, y2) ∈ C | v1 = v2

}
and ∆E =

{
(v1, v2; y1, y2) ∈ C | y1 = y2

}

and their complement B = C \
(
∆M ∪∆E

)
. Then we have the induced genus one

fibration:

X

q|X
��

� � // M ×T M ×T Ĕ ×T Ĕ ×T E
f

//

q

��

E

p

��

B
� � // C

g
// T.

Note that the images of the sections h1, h2 : B −→ X are disjoint and for any point
x = (v1, v2; y1, y2) ∈ B we have: π∗

1P|q−1(x) = Pv1 6∼= Pv2 = π∗
2P|q−1(x). Occasionally

we shall use the abbreviation Vi = π∗
iP|X ∈ VB(X) for i = 1, 2.

Lemma 6.3. The set of points ∆̄ =
{
x ∈ B | V1(D2)|q−1(x)

∼= V2(D1)|q−1(x)

}
is a

closed analytic subset of B.

Proof. Since the morphism q is projective, the sheaf q∗Hom
(
V1(D2),V2(D1)

)
is co-

herent. Moreover, if V and W are two stable vector bundles on an irreducible
projective curve Et of arithmetic genus one having the same rank and degree, then
HomEt

(V ,W) 6= 0 if and only if V ∼= W . Since the sheaf Hom
(
V1(D2),V2(D1)

)
is

locally free, it is flat over B. Therefore, the base-change formula implies that for
a point x = (v1, v2; y1, y2) ∈ B with t = g(x), after identifying q−1(x) with Et, we
have:

q∗Hom
(
V1(D2),V2(D1)

)∣∣
x
∼= HomEt

(
V1|Et

(y2),V2|Et
(y1)

)
.

Therefore, the set ∆̄ coincides with the reduced support of q∗Hom
(
V1(D2),V2(D1)

)
,

hence it is a closed analytic subset. �

Definition 6.4. Let ω ∈ H0(ωE/T ) be a nowhere vanishing section of the dualising
sheaf ωE/T and f ∗(ω) ∈ H0(ωX/B) its pull-back to X. Theorem 5.17 provides us
with a canonical homomorphism of vector bundles on B (see also Remark 5.21):

r̃ = r̃V1,V2

h1,h2
(ω) := r̃V1,V2

h1,h2

(
f ∗(ω)

)
: h∗1HomX(V1,V2) −→ h∗2HomX(V1,V2)

and a canonical holomorphic section

r = rV1,V2

h1,h2
(ω) ∈ H0

(
B, h∗1HomX(V2,V1)⊗ h∗2HomX(V1,V2)

)
.

We call r̃ and r the geometric associative r-matrix of the fibration E → T .

Note that r and r̃ depend on the pair of coprime integers (n, d), the fibration E → T
and the section ω ∈ H0(ωE/T ) only. Two different choices of a universal bun-
dle P lead to a canonical isomorphism between the corresponding section spaces
H0
(
B, h∗1HomX(V2,V1)⊗ h∗2HomX(V1,V2)

)
under which the constructed sections r
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are identified. This isomorphism may involve an automorphism of the moduli space
M and the tensor product with the pull back of a line bundle on M (see Prop. 5.24).

To formulate the base-change property (Proposition 6.5) for the geometric asso-
ciative r-matrix r, let g̃ : T ′ −→ T be any morphism between reduced analytic
spaces and

E ′ f̃
//

p′

��

E

p

��

T ′ g̃
// T

the corresponding base-change diagram. From the representability of the functors

M
(n,d)
E/T and M

(n,d)
E′/T ′ it follows easily thatM ′ := M×TT

′ with P ′ := (u×f̃)∗P represents

the functor M
(n,d)
E′/T ′ . Here we denoted by u : M ×T T

′ −→M the first projection and

u× f̃ : M ′×T ′ E ′ −→M ×T E coincides with u× idE : M ′×T E −→M ×T E under
the canonical identification M ′ ×T ′ E ′ = M ′ ×T E.

By X ′, B′ we denote the spaces obtained from E ′ −→ T ′ in the same way as
X,B were obtained from E −→ T . Using ĝ = u × u × f̃ × f̃ × f̃ : X ′ −→ X and
g̃B = u× u× f̃ × f̃ : B′ −→ B, we obtain the Cartesian diagram

X ′ ĝ
//

q′

��

X

q

��

B′ g̃B
// B.

Note that there exist canonical isomorphisms φi : ĝ∗Vi = ĝ∗π∗
iP −→ V ′

i := π′
i
∗P ′,

using the notation of Definition 6.2.

Proposition 6.5. Let ω ∈ H0(ωE/T ) and ω′ = f̃ ∗(ω) ∈ H0(ωE′/T ′), then the image

of the section r = rV1,V2

h1,h2
(ω) ∈ H0

(
h∗1HomX(V2,V1) ⊗ h∗2HomX(V1,V2)

)
under the

chain of canonical morphisms

H0
(
h∗1HomX(V2,V1)⊗ h∗2HomX(V1,V2)

)

H0(g̃∗B)

��

H0
(
g̃∗B(h∗1HomX(V2,V1)⊗ h∗2HomX(V1,V2))

)

ηV1,V2

��

H0
(
h′1

∗HomX′(ĝ∗V2, ĝ
∗V1)⊗ h′2∗HomX′(ĝ∗V1, ĝ

∗V2)
)

H0
(

h′
1
∗cnj(φ2,φ1)⊗h′

2
∗cnj(φ1,φ2)

)
��

H0
(
h′1

∗HomX′(V ′
2,V ′

1)⊗ h′2∗HomX′(V ′
1,V ′

2)
)
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is r′ = r
V ′

1,V ′
2

h′
1,h′

2
(ω′), where the first arrow is induced by the functor g̃∗B, the second by the

canonical isomorphisms of functors g̃∗Bh
∗
i
∼= h′i

∗ĝ∗ and the third by the isomorphisms
of vector bundles φi : ĝ∗Vi −→ V ′

i, i = 1, 2.

Proof. This proposition is an immediate consequence of Corollary 5.23. �

Corollary 6.6. In the notations as above, let x = (v1, v2; y1, y2) ∈ B and t = g(x) ∈
T . Let ω ∈ H0(ωE/T ) be a nowhere vanishing section and ωt be its restriction to Et.
Then the image of the section r = r(ω) under the chain of canonical morphisms

H0
(
B, h∗1HomX(π∗

2P , π∗
1P)⊗ h∗2HomX(π∗

1P , π∗
2P)

)

can

��

H0
(
B, h∗1HomX(π∗

2P , π∗
1P)⊗ h∗2HomX(π∗

1P , π∗
2P)⊗ Cx

)

∼=
��

HomC(Pv2|y1 ,Pv1 |y1)⊗ HomC(Pv1 |y2 ,Pv2 |y2)

is the tensor rP
v1 ,Pv2

y1,y2
(ωt) obtained by the construction in Section 3 on the curve Et.

In particular, the section r is non-degenerate on B \ ∆̄. Equivalently, the morphism
of vector bundles

r̃(ω) : h∗1HomX(π∗
1P , π∗

2P) −→ h∗2HomX(π∗
1P , π∗

2P)

is an isomorphism over B \ ∆̄.

Remark 6.7. Since we assume the fibration E
p−→ T is algebraic, the above con-

struction yields a meromorphic section r(ω) of the vector bundle

h∗1Hom(π∗
2P , π∗

1P)⊗ h∗2Hom(π∗
1P , π∗

2P)

overM×TM×T Ĕ×T Ĕ, which is holomorphic on B = M×TM×T Ĕ×T Ĕ\(∆M∪∆E)
and non-degenerate on B \ ∆̄, see Remark 5.21.

Our next goal is to show that the constructed canonical section r = r(ω) satisfies a
version of the associative Yang–Baxter equation. For this purpose we need further
notation. Let

pij
kl : M ×T M ×T M ×T Ĕ ×T Ĕ ×T Ĕ −→M ×T M ×T Ĕ ×T Ĕ

be the projection pij
kl(v1, v2, v3; y1, y2, y3) = (vi, vj; yk, yl), where 1 ≤ i 6= j ≤ 3 and

1 ≤ k 6= l ≤ 3. We also denote by

π̂j : M ×T M ×T M ×T Ĕ ×T Ĕ ×T Ĕ ×T E −→M ×T E
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the projection given by the formula π̂j(v1, v2, v3; y1, y2, y3, y) = (vj; y), where 1 ≤
j ≤ 3. Similarly, we have three canonical sections

ĥi : M ×T M ×T M ×T Ĕ ×T Ĕ ×T Ĕ −→M ×T M ×T M ×T Ĕ ×T Ĕ ×T Ĕ ×T E

given by the formulae ĥi(v1, v2, v3, y1, y2, y3) = (v1, v2, v3, y1, y2, y3, yi), 1 ≤ i ≤ 3.
The set over which the Yang-Baxter relation will be defined is

B̂ :=
⋂

i,j,k,l

(
pij

kl

)−1
(B) =

(
p12

12

)−1
(B) ∩

(
p13

13

)−1
(B) ∩

(
p23

23

)−1
(B).

Let r ∈ H0
(
B, h∗1Hom(π∗

2P , π∗
1P) ⊗ h∗2Hom(π∗

1P , π∗
2P)

)
be the canonical holomor-

phic section constructed above. Observe that

(pij
kl)

∗(h∗1Hom(π∗
2P , π∗

1P)⊗ h∗2Hom(π∗
1P , π∗

2P)
)

∼= ĥ∗kHom(π̂∗
jP , π̂∗

iP)⊗ ĥ∗lHom(π̂∗
iP , π̂∗

jP).

Let rij
kl =

(
pij

kl

)∗
r be the pull-back to B̂ ⊂ M ×T M ×T M ×T Ĕ ×T Ĕ ×T Ĕ. Then

we have:

• r32
12 is a meromorphic section of ĥ∗1Hom(π̂∗

2P , π̂∗
3P)⊗ ĥ∗2Hom(π̂∗

3P , π̂∗
2P).

• r13
13 is a meromorphic section of ĥ∗1Hom(π̂∗

3P , π̂∗
1P)⊗ ĥ∗3Hom(π̂∗

1P , π̂∗
3P).

Taking their composition, we obtain a meromorphic section (r13
13)

13(r32
12)

12 of the holo-

morphic vector bundle ĥ∗1Hom(π̂∗
2P , π̂∗

1P)⊗ ĥ∗2Hom(π̂∗
3P , π̂∗

2P)⊗ ĥ∗3Hom(π̂∗
1P , π̂∗

3P).
In a similar way, two other meromorphic sections (r12

12)
12(r13

23)
23 and (r23

23)
23(r12

13)
13 of

this vector bundle can be defined. These sections are holomorphic over B̂.
Let x = (v1, v2, v3; y1, y2, y3) be a point in B̂ ⊂ M ×T M ×T M ×T Ĕ ×T Ĕ ×T Ĕ

lying over the point t ∈ T . Because ĥ∗kHom(π̂∗
iP , π̂∗

jP)
∣∣
x

is canonically isomorphic

to HomC(Pvi|yk
,Pvj |yk

), we may consider rij
kl(x) as an element of the tensor product

of vector spaces HomC(Pvj |yk
,Pvi |yk

)⊗HomC(Pvi|yl
,Pvj |yl

) and we have a canonical
isomorphism of vector spaces

(
ĥ∗1Hom(π̂∗

2P , π̂∗
1P)⊗ ĥ∗2Hom(π̂∗

3P , π̂∗
2P)⊗ ĥ∗3Hom(π̂∗

1P , π̂∗
3P)

)∣∣
x
∼=

∼= HomC(Pv2 |y1 ,Pv1 |y1)⊗ HomC(Pv3 |y2 ,Pv2 |y2)⊗ HomC(Pv1 |y3 ,Pv3 |y3).

Definition 6.8. Assume E
p−→ T is a genus one fibration which satisfies the con-

ditions set out at the beginning of Section 6 and fix (n, d) and ω as before. We
call

(23) (r13
13)

13(r32
12)

12 − (r12
12)

12(r13
23)

23 + (r23
23)

23(r12
13)

13 = 0

the Yang-Baxter relation. The left-hand side of this equation is a holomorphic sec-
tion of the vector bundle ĥ∗1Hom(π̂∗

2P , π̂∗
1P)⊗ĥ∗2Hom(π̂∗

3P , π̂∗
2P)⊗ĥ∗3Hom(π̂∗

1P , π̂∗
3P)

over B̂.
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Let τ be the involution of M ×T M ×T Ĕ×T Ĕ which is given by τ(v1, v2; y1, y2) =
(v2, v1; y2, y1). We say that r ∈ H0

(
B, h∗1Hom(π∗

2P , π∗
1P) ⊗ h∗2Hom(π∗

1P , π∗
2P)

)
is

unitary, if

(24) r
π∗
1P,π∗

2P
h1,h2

(ω) = −τ ∗
(
r

π∗
2P,π∗

1P
h2,h1

(ω)
)
.

This means that the section τ ∗(r) is mapped to −r under the composition of the
canonical isomorphisms

τ ∗
(
h∗1Hom(π∗

2P , π∗
1P)⊗ h∗2Hom(π∗

1P , π∗
2P)

) ∼=
h∗2Hom(π∗

1P , π∗
2P)⊗ h∗1Hom(π∗

2P , π∗
1P) ∼= h∗1Hom(π∗

2P , π∗
1P)⊗ h∗2Hom(π∗

1P , π∗
2P).

The purpose of the following lemma is to use the relations (15) and (16), which
were shown for tensors rV1,V2

y1,y2
on smooth curves in Section 3, in order to prove that

r satisfies the Yang-Baxter relation (23) and is unitary (24) in the case of elliptic
fibrations with arbitrary fibers.

Lemma 6.9. Assume E
p−→ T is a genus one fibration which satisfies the conditions

set out at the beginning of Section 6 and fix (n, d) and ω as before. Denote r by rT

if constructed from the family E → T . Let U ⊂ T be a dense subset. Use the
restriction of ω and the same pair of integers (n, d) to construct the section rU and
rt from the induced families E|U → U and Et → {t}. Then the following conditions
are equivalent.

(1) The Yang-Baxter relation (23) holds for rU .
(2) The Yang-Baxter relation (23) holds for rT .
(3) The Yang-Baxter relation (23) holds for rt for all t ∈ T .
(4) The Yang-Baxter relation (23) holds for rt for all t ∈ U .

If Et is smooth, the Yang-Baxter relation (23) holds for rt.

Similar statements hold for unitarity (24).

Proof. Let BU := B ×T U,Bt := B ×T {t} and define B̂U , B̂t in a similar way. Note

that B̂U ⊂ B̂ is dense. If we apply Proposition 6.5 to the base-change U ⊂ T , we
obtain that r|BU

corresponds (under a certain canonical isomorphism) to the section
rU obtained from the family EU → U . Similarly, r|Bt

corresponds to the section rt

obtained from the family Et → {t}.
Let us denote the left hand side of the relation (23) by RT , if it is a relation for rT .

Because the projections pij
kl are compatibel with restrictions to the subsets BU ⊂ B

and B̂U ⊂ B̂, we obtain from the above that RT |B̂U
corresponds to RU under a

certain canonical isomorphism. Similarly, RT |B̂t
corresponds to Rt for each t ∈ T .

In particular, RT |B̂U
vanishes if and only if RU does so and the vanishing of RT |B̂t

is equivalent to the vanishing of Rt.
As T is reduced, RT = 0 is equivalent to RT (x) = 0 for all x ∈ B̂. Similar

statements hold for RU and Rt. Because the zero locus of RT , which is a section
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of a coherent sheaf on B̂, is a closed subset of B̂, the equivalence of the statements
(1)–(4) is now obvious.

Corollary 6.6 says that the restriction r(ω)|(v1,v2;y1,y2) corresponds to

rP
v1 ,Pv2

y1,y2
(ωt) ∈ HomC(Pv2 |y1 ,Pv1 |y1)⊗ HomC(Pv1 |y2 ,Pv2 |y2)

under a certain canonical isomorphism. For each x = (v1, v2, v3; y1, y2, y3) ∈ B̂t this
implies that Rt(x) = 0 is equivalent to (15) which was shown to be true in Section
3 for smooth curves.

The proofs for unitarity are similar. �

Theorem 6.10. (a) For each Weierstraß curve E, smooth or singular, the sec-
tion r ∈ H0

(
B, h∗1Hom(π∗

2P , π∗
1P)⊗h∗2Hom(π∗

1P , π∗
2P)

)
from Definition 6.2

for the constant family E → Spec(C) satisfies the Yang–Baxter relation (23)
and the unitarity condition (24) for each choice of (n, d),P and ω.

(b) Let E
p−→ T be a genus one fibration satisfying the conditions from the be-

ginning of this section. Let ω ∈ H0(ωE/T ) be a nowhere vanishing differential
form, (n, d) a pair of coprime integers and P = P(n, d) a universal family.
Then, the universal section

r = r(ω) ∈ H0
(
B, h∗1Hom(π∗

2P , π∗
1P)⊗ h∗2Hom(π∗

1P , π∗
2P)

)

satisfies the Yang–Baxter relation (23) and the unitarity condition (24).
Moreover, r depends holomorphically (and in particular, continuously) on
the parameter t ∈ T .

Proof. (a) Let ET ⊂ P2 × C2 −→ C2 =: T be the elliptic fibration given by the
equation zy2 = 4x3− g2xz

2− g3z
3 and let ∆(g2, g3) = g3

2 − 27g2
3 be the discriminant

of this family. This fibration has a section (g2, g3) 7→
(
(0 : 1 : 0), (g2, g3)

)
and

satisfies the condition ωE/T
∼= OE. Let ω ∈ H0(ωE/T ) be a nowhere vanishing

differential form.
There exists t ∈ T , such that the given curve E is isomorphic to the fibre Et.

The chosen differential form on E coincides with ωt up to a constant factor. The
restriction P|Mt×Et

of a universal family P ∈ VB(M ×T E) is a universal family of
stable vector bundles of rank n and degree d on the curve Et.

Using the open dense subset U = T \∆ ⊂ T in the equivalence of the statements
(3) and (4) in Lemma 6.9 and the fact that (23) and (24) are satisfied for smooth
fibres by Lemma 6.9, we obtain the claim.
(b) Because each fibre of E → T is isomorphic to a Weierstraß curve, part (a) and
Lemma 6.9 (2) and (3) imply the claim. �

6.2. Passing to Matrices. Our next goal is to pass from the categorical version of
the associative Yang–Baxter equation (23) to the one which was studied in Section
2. Our construction is based on the choice of a trivialization of the universal bundle
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P and on the choice of local coordinates on M and E. These two choices can be
made independently.

Let o = (m0, e0) ∈ M ×T Ĕ ⊂ M ×T E be an arbitrary point, which lies over

t0 ∈ T . Consider a small open neighbourhood V ⊂M ×T Ĕ of the point o such that

there exists an isomorphism of vector bundles ξ : P|V
∼=−→ V × Cn.

Let ϕij := πj ◦ hi : M ×T M ×T Ĕ ×T Ĕ −→ M ×T E, B0 :=
⋂2

i,j=1 ϕ
−1
ij (V ) and

O = OB(B0 ∩ B) be the ring of holomorphic functions on B0 ∩ B. The isomor-
phism ξ induces trivializations ϕ∗

ij(ξ) : ϕ∗
ijP|B0 −→ B0 × Cn from which we obtain

isomorphisms H0
(
B0 ∩ B, h∗kHom(π∗

iP , π∗
jP)

) ∼=−→ Matn×n(O). Under the induced
isomorphism

H0
(
B0∩B, h∗1Hom(π∗

2P , π∗
1P)⊗h∗2Hom(π∗

1P , π∗
2P)

) ∼=−→ Matn×n(O)⊗O Matn×n(O),

the section r is mapped to a tensor

rξ = rξ(v1, v2; y1, y2) =
∑

ν

aν(v1, v2; y1, y2)⊗ bν(v1, v2; y1, y2)

in Matn×n(O) ⊗O Matn×n(O), where aν = aν(v1, v2; y1, y2) and bν = bν(v1, v2; y1, y2)
are holomorphic functions on B0 ∩B.

Because the fibration p : E → T is smooth at e0 and so also M → T at m0, there
exist an open neighbourhood T0 of t0 ∈ T and an open disc D ⊂ C such that there
are open neighbourhoods of e0 ⊂ E and of m0 ⊂M which are isomorphic to T0×D

and such that the following diagrams of complex spaces are commutative:

E

��

T0 × D? _oo

pr

��

M

��

T0 × D? _oo

pr

��

T T0
? _oo T T0.? _oo

We assume that V is isomorphic to the fibred product of open neighbourhoods
of the form T0 × D, so that V ∼= T0 × D2. With such V we obtain an isomor-
phism B0

∼= T0 × D4 and the tensor rξ = rξ(v1, v2; y1, y2) will be written in such
coordinates as rξ(t; v1, v2; y1, y2) with t ∈ T0 and v1, v2, y1, y2 ∈ D. We also define

B̂0 :=
⋂

i,j,k,l

(
pij

kl

)−1
(B0) and obtain an isomorphism B̂0

∼= T0 × D6. In these coor-

dinates, we have pij
kl(t; v1, v2, v3; y1, y2, y3) = (t; vi, vj; yk, yl). This equation implies

that the Yang-Baxter relation (23) and unitarity (24) translate into (5) and (4)
respectively. Therefore, Theorem 6.10 (b) implies the following corollary.

Corollary 6.11. Let E
p−→ T be an elliptic fibration satisfying all the conditions

from the beginning of this section. Let ω ∈ H0(ωE/T ) be a nowhere vanishing section,

(n, d) be coprime integers, M = M
(n,d)
E/T

l−→ T be the moduli space of relatively stable

vector bundles of rank n and degree d, P = P(n, d) ∈ VB(M ×T E) be a universal

family. Let o = (m0, e0) ∈M×T Ĕ be an arbitrary point lying over t0 ∈ T and choose
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coordinates around e0 and m0 as described above. Finally, let ξ : P|V −→ On
V be a

trivialization of the universal family over a neighbourhood V of the point o.
Then, the tensor rξ(t; v1, v2; y1, y2) is unitary (i.e. it fulfils (5)) and satisfies the

associative Yang-Baxter equation (4).

Our next goal is to explain how the tensor rξ depends on the choice of the trivial-

ization ξ. We do not need to choose coordinates here. If P|V ζ−→ V ×Cn is another
trivialization of P , we obtain a commutative diagram

P|V
ξ

zzuuuuuuuuu ζ

$$I
IIIIIIII

V × Cn
id×φ

// V × Cn,

where φ = φ(v, y) : V −→ GLn(C) is a holomorphic function.

Proposition 6.12. The solutions rξ and rζ are gauge equivalent and such an equiv-
alence is given by the function φ. In other words, gauge transformations of the
solutions of the associative Yang–Baxter equation, which are obtained from a geo-
metric associative r-matrix, correspond exactly to a change of trivialization of the
universal family P.

Proof. With respect to the second trivialization ζ, the section r can be written as a
tensor

rζ = rζ(v1, v2; y1, y2) =
∑

ν

a′ν(v1, v2; y1, y2)⊗ b′ν(v1, v2; y1, y2).

The functions aν and a′ν are related by the following commutative diagram:

Cn
aν

//

φ(v2,y1)

""

Cn

φ(v1,y1)

||

Pv2 |y1
//

ζ(v2,y1)
��

ξ(v2,y1)

OO

Pv1 |y1

ζ(v1,y1)
��

ξ(v1,y1)

OO

Cn
a′

ν
// Cn.

Similarly for bν and b′ν we have:

Cn
bν

//

φ(v1,y2)

""

Cn

φ(v2,y2)

||

Pv1 |y2
//

ζ(v1,y2)
��

ξ(v1,y2)

OO

Pv2 |y2

ζ(v2,y2)
��

ξ(v2,y2)

OO

Cn
b′ν

// Cn.
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These diagrams imply the following transformation rules:

a′ν = φ(v1, y1) aν φ
−1(v2, y1),

b′ν = φ(v2, y2) bν φ
−1(v1, y2).

This means that the choice of a different trivialization ζ of the universal bundle P
leads to the transformation rule

rξ 7→
(
φ(v1, y1)⊗ φ(v2, y2)

)
rξ
(
φ(v2, y1)

−1 ⊗ φ(v1, y2)
−1
)

= rζ ,

which means that rξ and rζ are gauge equivalent. Conversely, if we start with rξ

and apply a gauge transformation φ, the same calculation shows that the result is
rζ where ζ := (id× φ) ◦ ξ. �

Summing up all results of this section, we get the following theorem, which is one
of the main results of this article.

Theorem 6.13. Let E
p−→ T be a genus one fibration satisfying the conditions from

the beginning of this section.

ooooooooo

ooooooooo 88
88

8

��
��

�
kkkkkkkk

kkkkkkkk

ooooo

ooooo

••
•

Let M = M
(n,d)
E/T

l−→ T be the moduli space of relatively stable vector bundles of rank

n and degree d and P = P(n, d) ∈ VB(M ×T E) be a universal family on M . We

fix a nowhere vanishing differential form ω ∈ H0(ωE/T ). Let e0 ∈ Ĕ and m0 ∈ M
be arbitrary points and choose coordinate neighbourhoods of the form T0×D around
these two points. Let ξ be a trivialization of P in the corresponding neighbourhood
of o := (m0, e0). Let ô = (m0,m0, e0, e0) ∈M ×T M ×T Ĕ ×T Ĕ ∼= T0 × D4.
Then, we get the germ of a meromorphic function

rξ =
(
r
(n,d)
E/T (ω)

)ξ
:
(
M ×T M ×T Ĕ ×T Ĕ, ô

)
−→ Matn×n(C)⊗Matn×n(C)

which satisfies the associative Yang-Baxter equation

rξ(t; v1, v2; y1, y2)
12rξ(t; v1, v3; y2, y3)

23 =

rξ(t; v1, v3; y1, y3)
13rξ(t; v3, v2; y1, y2)

12 + rξ(t; v2, v3; y2, y3)
23rξ(t; v1, v2; y1, y3)

13

and its “dual”
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rξ(t; v2, v3; y1, y2)
23rξ(t; v1, v3; y1, y2)

12 =

rξ(t; v1, v2; y1, y2)
12rξ(t; v2, v3; y1, y3)

13 + rξ(t; v1, v3; y1, y3)
13rξ(t; v2, v1; y2, y3)

23.

Moreover, it fulfills the unitarity condition

rξ(t; v1, v2; y1, y2) = −τ
(
rξ(t; v2, v1; y2, y1)

)
,

where τ(a⊗ b) = b⊗ a. The function rξ(t; v1, v2; y1, y2) depends analytically on the
parameter t ∈ T and its poles lie on the hypersurfaces v1 = v2 and y1 = y2.
Different choices of trivializations of the universal family P lead to equivalent solu-
tions: if ζ is another trivialization of P and φ = ζ ◦ ξ−1 : (M ×T E, o) −→ GLn(C)
is the corresponding holomorphic function, then we have:

rζ =
(
φ(t, v1, y1)⊗ φ(t, v2, y2)

)
rξ
(
φ(t, v2, y1)

−1 ⊗ φ(t, v1, y2)
−1
)
.

Finally, let T ′ g−→ T be an arbitrary base change. Let E ′ = E ×T T
′ p′−→ T ′ be the

induced genus one fibration. Then the corresponding moduli space M ′ = M
(n,d)
E′/T ′ of

relatively stable vector bundles of rank n and degree d is isomorphic to M ×T T
′.

Let ω′ ∈ H0(ωE′/T ′) be the pull-back of ω and ξ′ be the induced trivialization of the

pull-back P ′ ∈ VB(M ′ ×T ′ E ′) of the universal family P. Let e′0 ∈ Ĕ ′ and m′
0 ∈ M ′

be points which are mapped to e0 and m0 respectively. After choosing coordinate
neighbourhoods T0 × D of e0 ∈ E and m0 ∈ M , we have induced neighbourhoods
T ′

0 × D of e′0 ∈ E ′ and m′
0 ∈ M ′ so that the morphism between E ′ and E (and

between M ′ and M) is given by g × idD. Then we have

rξ(g(t); v1, v2; y1, y2) = rξ′(t; v1, v2; y1, y2)

for all t ∈ T ′
0 and all v1, v2, y1, y2 ∈ D. In other words, the tensor rξ(t; v1, v2; y1, y2)

is compatible with base change in the variable t.

6.3. Comment on reducible curves. The developed theory of the geometric r-
matrices can be generalized literally to the case of reduced but reducible curves of
arithmetic genus one with trivial dualizing sheaf. In this subsection we discuss some
necessary technical results which are not yet available.

Throughout this section, E is a reduced projective curve with trivial dualizing sheaf.

• If E is smooth then it is isomorphic to an elliptic curve.
• Assume E is singular with singularities of embedding dimension equal to two.

Then Kodaira’s classification of degenerations of elliptic curves implies that
E is either a cycle of m projective lines (type Im), a cuspidal cubic curve
(type II), a tachnode curve (type III) or a configuration of three concurrent
lines in a plane (type IV).
• However, the class of reduced genus one curve with trivial dualizing sheaf is

larger. For example, a generic configuration of m concurrent lines in Pm−1

for m ≥ 4 is such a curve.
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Let π : Ẽ → E be the normalization of E and Ẽ = Ẽ1∪· · ·∪Ẽm be the decomposition

into irreducible components. If E was not smooth, then Ẽi
∼= P1 for all i. For a

vector bundle F on E we define its multi-degree to be

deg(F) =
(
d1(F), . . . , dm(F)

)
∈ Zm

where di(F) = deg
(
π∗(F)

∣∣ eEi

)
. The following lemma can be shown in the same way

as Lemma 9.6.

Lemma 6.14. Let F be a vector bundle on E. Then we have:

χ(F) = h0(F)− h1(F) = deg(F) := d1(F) + · · ·+ dm(F).

For fixed n ∈ Z+ and d ∈ Zm denote by Spl(n,d)(E) the category of simple vector
bundles of rank n and multi-degree d. Then we have the following result.

Theorem 6.15. Let E be a reduced plane cubic curve.

• If F is a simple vector bundle on E then gcd
(
rk(F), χ(F)

)
= 1;

• If d = (d1, d2, . . . , dm) satisfies gcd(n, d1 + · · ·+ dm) = 1, then the functor

det : Spl(n,d)(E) −→ Picd(E)

is an equivalence of categories. In particular, for any pair F ′,F ′′ ∈ Spl(n,d)(E)
such that F ′ 6∼= F ′′ we have HomE(F ′,F ′′) = 0.

The case of a smooth curve E is due to Atiyah [5]. A proof for the irreducible
singular Weierstraß cubic curves can be found in [17] (nodal case) and [13] (cuspidal
case), see also Section 9. The remaining cases, i.e. the Kodaira fibers of type I2, I3,
III and IV, were considered in a recent paper of Bodnarchuk, Drozd and Greuel [12].

Conjecture 6.16. Let E be an arbitrary reduced projective curve with trivial
dualizing sheaf and m irreducible components. Then we have:

(1) The description of simple vector bundles on E given in Theorem 6.15 remains
true: the rank and degree of a simple vector bundle are coprime; a simple
vector bundle is determined by its rank and determinant; for given n andd = (d1, . . . , dm) satisfying gcd(n, d1 + · · ·+dm) = 1, the category Spl(n,d)(E)
is equivalent to Picd(E), in particular, it is non-empty.

(2) For any pair (n,d) ∈ Z+ × Zm as above, there exists an auto-equivalence
F ∈

〈
TO, Pic(E), [1]

〉
of the derived category Db

(
Coh(E)

)
inducing an equiv-

alence between Spl(n,d)(E) and the category of torsion sheaves of length one
supported at the regular part of a single irreducible component of E.

(3) Consider the functor M
(n,d)
E : Ans −→ Sets given by

M
(n,d)
E (T ) =

{
F ∈ VB(E × T )

∣∣∣F|E×{t} ∈ Spl(n,d)(E) for all t ∈ T
}/
∼
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where F1 ∼ F2 if and only if there exists L ∈ Pic(T ) such that F1
∼=

F2 ⊗ pr∗T (L). Then M
n,d
E is isomorphic to HomAns( − , G), where G = C∗ for

a cycle of projective lines and G = C in the other cases.

A proof of the first part of this conjecture in the case of cycles of projective lines was
recently announced by Bodnarchuk and Drozd. Note that in this case, a description
of simple vector bundles in terms of étale coverings is also known [18].

Let E∗ be an irreducible component of the curve E. Provided a universal family
P(n,d) ∈ VB(E × G) of simple vector bundles of rank n and multi-degree d does
exist, one can proceed in the same way as in the present section to end up with a

solution r
(n,d,∗)
E of the associative Yang–Baxter equation with all the properties of

Theorem 6.13.

Conjecture 6.16 is closely related to the study of moduli spaces of Simpson stable
sheaves on degenerations of elliptic curves, see recent papers by Hernández Ruipérez,
López Mart́ın, Sánchez Gómez and Tejero Prieto [35], and Lowrey [43].

Conjecture 6.17. Let E be as in Conjecture 6.16 and (n,d) ∈ Z+ × Zm be such
that gcd(n, d1+ · · ·+dm) = 1. Then there exists a polarization H of the curve E and
a Hilbert polynomial p(t) ∈ Q[t] such that all simple vector bundles of rank n and
multi-degree d are Simpson-stable with Hilbert polynomial equal to p. Moreover,
the moduli space ME(n,d) is an open and dense subset of an irreducible component
of the moduli space M(p) of Simpson-stable sheaves with Hilbert polynomial p.

Since the exact combinatorics of simple vector bundles on reduced projective
curves with trivial dualizing sheaf is still to be clarified and their relationship to
Simpson-stable sheaves is not completely clear, we postpone a discussion of possible
generalizations of the results of Section 6 to a future publication.

7. Action of the Jacobian and geometric associative r–matrices

Let E = V (zy2−4x3 +g2xz
2 +g3z

3) ⊆ P2 be a Weierstraß cubic curve and denote

by Ĕ the regular part of E. Let e ∈ Ĕ be any point. In this section we are dealing
with a single curve, not with a family of curves.

Fix a pair of coprime integers (n, d) ∈ N × Z and let (M,P) be a pair which

represents the moduli functor M
(n,d)
E . In the previous section, we have shown how to

construct a tensor rξ(v1, v2; y1, y2) satisfying the associative Yang-Baxter equation.
In order to do so, we had to choose a point m ∈ M , a trivialization ξ of P over a
neighbourhood of (m, e) and coordinates around e ∈ E and around m ∈M .

The main goal of this section is to show that it is possible to choose coordinates on
M such that the associative r-matrix rξ is gauge equivalent to a solution rζ depend-
ing only on the difference v = v2 − v1 of the “vector bundle” spectral parameters.
More precisely, we are going to prove that there are coordinates on M and there
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exists a gauge transformation φ :
(
C2

(v,y), 0
)
→ GLn(C) such that the function

rζ(v1, v2; y1, y2) =
(
φ(v1, y1)⊗ φ(v2, y2)

)
rξ(v1, v2; y1, y2)

(
φ(v2, y1)

−1 ⊗ φ(v1, y2)
−1
)

is invariant under transformations (v1, v2) 7→ (v1 + v, v2 + v). In other words, there
exists a trivialization ζ of the universal family P in a neighbourhood of the point
(m, e) ∈M × E such that we have

rζ(v1 + v, v2 + v; y1, y2) = rζ(v1, v2; y1, y2).

For simplicity of notation, we shall write rζ(v1, v2; y1, y2) = rζ(v1 − v2; y1, y2) =
rζ(v; y1, y2), where v = v1 − v2. As it was explained in Section 2, the tensor
rζ(v; y1, y2) satisfies the quantum Yang–Baxter equation and defines interesting first
order differential operators.

The key idea to find such a distinguished trivialization ζ is to study the behaviour
of the geometric r-matrix under the action of the Jacobian J on M . The coordinates
onM are obtained from an isomorphismM −→ J and a surjective homomorphism of
groups C −→ J . Using the isomorphism M −→ J only, allows to give a coordinate
free description of the “dependence on the difference of the vi”, because J has
the structure of a group. The coordinates are used because they link the general
discussion of this section with the explicit calculations of the subsequent sections.

The functors M
(n,d)
E , Pic0

E and Picd
E are representable. Let (M,P), (J,L) and

(Jd,L(d)) be spaces with universal families which represent these functors, so that
we have isomorphisms of functors as follows

α : M
(n,d)
E −→ Mor(− ,M),

β : Pic0
E −→ Mor(− , J) and βd : Picd

E −→ Mor(− , Jd).

Recall that the product F ×G : Ans −→ Sets of two functors F,G : Ans −→ Sets is
defined by (F ×G)(S) = F (S)×G(S). Because the tensor product of a stable vector
bundle of rank n and degree d with a line bundle of degree zero is again a stable
vector bundle of rank n and degree d, the Jacobian acts on the moduli space. On
the functorial level, this action is described as a natural transformation of functors

τ : Pic0
E ×M

(n,d)
E −→ M

(n,d)
E ,

which is defined as τS(N ,F) = N ⊗ F for any complex space S, any line bundle

N ∈ Pic0
E(S) and any vector bundle F ∈ M

(n,d)
E (S). The natural transformation

τ induces a morphism of complex spaces τ : J ×M −→ M making the following
diagram commutative

Pic0
E ×M

(r,d)
E

β×α
//

τ

��

Mor(− , J)×Mor(− ,M) // Mor(− , J ×M)

τ∗

��

M
(r,d)
E

α
// Mor(− ,M).
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The unlabelled horizontal arrow is the isomorphism which results from the universal
property of the product of two complex spaces. The morphism J × M

τ−→ M
corresponds to the natural transformation τ∗ using Yoneda’s Lemma

Hom
(
Mor(− , J ×M), Mor(− ,M)

) ∼= Mor(J ×M,M).

The following lemma describes the equivalence class of vector bundles on J ×M
which corresponds to the morphism τ ∈ Mor(J ×M,M) under αJ×M .

Lemma 7.1. Denote τ̃ := τ × idE : J ×M × E −→ M × E and let p, q, t be the
natural projections

J ×M × E
p

wwooooooooooo

q

��

t

''OOOOOOOOOOO

M × E J × E J ×M
Then p∗P ⊗ q∗L ∼ τ̃ ∗P, i.e. there exists a line bundle N ∈ Pic(J ×M) such that

p∗P ⊗ q∗L ⊗ t∗N ∼= τ̃ ∗P .
Proof. Note that we have the commutative diagram

Mor(J ×M,J)×Mor(J ×M,M)

can

**TTTTTTTTTTTTTTTT

Pic0
E(J ×M)×M

(n,d)
E (J ×M)

β×α
44hhhhhhhhhhhhhhhhhh

τJ×M

��

Mor(J ×M,J ×M)

τ∗

��

M
(n,d)
E (J ×M)

αJ×M
// Mor(J ×M,M)

M
(n,d)
E (M)

τ∗

OO

αM
// Mor(M,M).

τ∗

OO

Since τ∗(idJ×M) = τ ∗(idM) = τ , we obtain: p∗P ⊗ q∗L ∼ (τ × idE)∗P . �

Let o denote the neutral element of J and recall that we have chosen e ∈ E and
m ∈ M . Lemma 7.1 implies that there exist open neighbourhoods o ∈ J ′ ⊆ J
and m ∈ M ′ ⊆ M such that q∗L ⊗ p∗P|J ′×M ′×E

∼= τ̃ ∗P|J ′×M ′×E. The following
proposition is crucial.

Proposition 7.2. Let E be a Weierstraß cubic curve, M = M
(n,d)
E be the moduli

space of stable vector bundles of rank n and degree d and J the Jacobian of E.
Then there exist open neighbourhoods o ∈ J ′ ⊆ J and m ∈ M ′ ⊆ M , trivializations
ξ : P|M ′×E′ −→ On

M ′×E′, η : L|J ′×E′ −→ On
J ′×E′ and an isomorphism

ϕ : q∗L ⊗ p∗P|J ′×M ′×E −→ τ̃ ∗P|J ′×M ′×E,
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such that the following diagram in the category of vector bundles VB(J ′ ×M ′ ×E ′)
is commutative:

(
q∗L ⊗ p∗P

)
|J ′×M ′×E′

ϕ|J′×M′×E′
//

��

τ̃ ∗P|J ′×M ′×E′

��

q∗
(
L|J ′×E′

)
⊗ p∗

(
P|M ′×E′

)

q∗(η)⊗p∗(ξ)

��

τ̃ ∗
(
P|M ′×E′

)

τ̃∗(ξ)

��

OJ ′×M ′×E′ ⊗On
J ′×M ′×E′

mult

��

On
J ′×M ′×E′

In
// On

J ′×M ′×E′ ,

where In is the identity morphism.

Proof. This proposition follows from a case-by-case analysis made below for each
of the three types of Weierstraß cubic curves, see Proposition 8.11 and Theorem
9.44. �

Remark 7.3. Note that we require the existence of a global isomorphism ϕ on the
whole space J ′ ×M ′ × E, although the condition on ϕ is local. The necessity of
these assumptions is explained in the course of the proof of Theorem 7.5, which is
one of the main results of this article.

To describe the correct coordinates on the moduli space M , we use a canonical
isomorphism M −→ Jd and a non-canonical one J −→ Jd, which depends on
the chosen point e ∈ E. To define the canonical one, which is given by taking
the determinant bundle, recall from Theorem 6.1 that we have an isomorphism of

functors det : M
(r,d)
E −→ Picd

E. Using α and βd, it defines an isomorphism of complex
spaces det : M −→ Jd, such that det∗ L(d) ∼ det(P).

Lemma 7.4. The following diagram is commutative

J ×M τ
//

idJ×det
��

M

det
��

J × Jd σ
// Jd,

where σ : J × Jd −→ Jd corresponds (with the aid of β and βd) to the natural
transformation of functors σ : Pic0

E×Picd
E −→ Picd

E which sends (L′,L′′) to L′⊗n⊗L′′.

Proof. This result follows from the isomorphism det(L⊗F) ∼= L⊗n⊗det(F), where
F is a vector bundle of rank n and L a line bundle. �
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The second isomorphism, te : J −→ Jd, is defined by taking the tensor product
with OE(de). More precisely, on functorial level, it is given by

teS(M) =M⊗OS×E

(
d(S × {e})

)
.

This gives us a commutative diagram

(25) J × J σ′
//

idJ×te

��

J

te

��

J × Jd σ
// Jd,

in which σ′ is defined on functorial level by the same formula as σ in Lemma 7.4.
Finally, recall that the Jacobian J = Pic0(E) has the following description:

J ∼=





C/Γ if E is elliptic,

C∗ ∼= C/Z if E is nodal,

C if E is cuspidal.

In particular, in all three cases we have a surjective homomorphism of Lie groups
πJ : C −→ J . We combine πJ with the two isomorphisms det : M −→ Jd and
te : J −→ Jd to obtain a local isomorphism πM : C −→ M , which gives us local
coordinates on M . This local isomorphism sits in the commutative diagram

C× C
σ

//

πJ×πM

��

C

πM

��

J ×M τ
// M, where σ(a, b) = na+ b.

It is obtained by combining diagram (25) with the one in Lemma 7.4 and the local
isomorphism πJ : C −→ J , which is a homomorphism of groups.

Theorem 7.5. Let E be a Weierstraß cubic curve, Ĕ its smooth part, (n, d) ∈
N × Z a pair of coprime integers, M = M

(n,d)
E denote the moduli space of stable

vector bundles of rank n and degree d and J = Pic0(E) be the Jacobian of E.

Let P|M ′×E′
ξ−→ On

M ′×E′ be a trivialization satisfying the conditions of Proposition
7.2. Then there exist coordinates on M ′ and on E ′, such that the corresponding
associative r-matrix rξ(v1, v2; y1, y2) satisfies

rξ(v1 + v, v2 + v; y1, y2) = rξ(v1, v2; y1, y2).

Proof. Introduce the following notation. As in the previous section, for i = 1, 2 let

πi : M ×M × Ĕ × Ĕ × E −→M × E
be the canonical projections πi(v1, v2; y1, y2; y) = (vi, y) and let

hi : M ×M × Ĕ × Ĕ −→M ×M × Ĕ × Ĕ × E
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be the canonical sections, given by hi(v1, v2; y1, y2) = (v1, v2; y1, y2; yi). Let

π̄ : J ×M ×M × Ĕ × Ĕ −→M ×M × Ĕ × Ĕ
be the canonical projection and

τ̄ : J ×M ×M × Ĕ × Ĕ −→M ×M × Ĕ × Ĕ
be the “diagonal” action of the Jacobian J , which is given by τ̄(g; v1, v2; y1, y2) :=(
τ(g, v1), τ(g, v2); y1, y2

)
. Let τ̂ = τ̄ × idE and π̂ = π̄ × idE be the morphisms

τ̂ , π̂ : J ×M ×M × Ĕ × Ĕ × E −→M ×M × Ĕ × Ĕ × E,
q̂ : J×M×M× Ĕ× Ĕ×E −→ J×E the canonical projection. Finally, for i = 1, 2,
define the projections

π̂i := πi ◦ π̂ : J ×M ×M × Ĕ × Ĕ × E −→M × E
and the sections

ĥi := idJ × hi : J ×M ×M × Ĕ × Ĕ −→ J ×M ×M × Ĕ × Ĕ × E.
Using Theorem 5.17 and Proposition 5.24, we obtain the following commutative
diagram of vector bundles on the complex manifold U := J ′ ×M ′ ×M ′ × Ĕ × Ĕ

π̄∗h∗1Hom(π∗
1P , π∗

2P)

can
��

π̄∗
(

r̃
π∗
1P,π∗

2P

h1,h2

)
// π̄∗h∗2Hom(π∗

1P , π∗
2P)

can
��

ĥ∗1Hom(π̂∗
1P , π̂∗

2P)

can

��

r̃
π̂∗
1P,π̂∗

2P

ĥ1,ĥ2
// ĥ∗2Hom(π̂∗

1P , π̂∗
2P)

can

��

ĥ∗1Hom(π̂∗
1P ⊗ q̂∗L, π̂∗

2P ⊗ q̂∗L)

ĥ∗
1

(
cnj(ϕ̂1,ϕ̂2)

)
��

r̃
π̂∗
1P⊗q̂∗L,π̂∗

2P⊗q̂∗L

ĥ1,ĥ2
// ĥ∗2Hom(π̂∗

1P ⊗ q̂∗L, π̂∗
2P ⊗ q̂∗L)

ĥ∗
2

(
cnj(ϕ̂1,ϕ̂2)

)
��

ĥ∗1Hom(τ̂ ∗π∗
1P , τ̂ ∗π∗

2P)

can

��

r̃
τ̂∗π∗

1P,τ̂∗π∗
2P

ĥ1,ĥ2
// ĥ∗2Hom(τ̂ ∗π∗

1P , τ̂ ∗π∗
2P)

can

��

τ̄ ∗h∗1Hom(π∗
1P , π∗

2P)
τ̄∗
(

r̃
π∗
1P,π∗

2P

h1,h2

)
// τ̄ ∗h∗2Hom(π∗

1P , π∗
2P).

In this diagram, the isomorphisms of vector bundles ϕ̂i : q̂∗L ⊗ π̂∗
iP −→ τ̂ ∗π∗

iP are
defined as follows. For i = 1, 2 let

pi : J ′ ×M ′ ×M ′ × Ĕ × Ĕ × E −→ J ′ ×M ′ × E
be the natural projection pi(g; v1, v2; y1, y2; y) = (g, vi, y). Let ξ : P|M ′×E′ → On

M ′×E′

be a trivialization and ϕ : q∗L⊗p∗P|J ′×M ′×E −→ τ̃ ∗PJ ′×M ′×E an isomorphism, both
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satisfying the conditions of Proposition 7.2. Then we set ϕ̂i to be the composition
of morphisms of vector bundles on U × E

q̂∗L ⊗ π̂∗
iP

can−→ p∗i (q
∗L ⊗ p∗P)

p∗i (ϕ)−→ p∗i τ̃
∗P can−→ τ̂ ∗π∗

iP .
Note that the commutative square which involves the ϕ̂i is only available if ϕ̂i is
defined on U × E and not only on U × E ′. The reason is that res in the definition
of r̃ would not be an isomorphism on E ′ (see the proof of Theorem 5.17).

Let O denote the ring of holomorphic functions on U ′ := J ′×M ′×M ′×E ′×E ′ ⊂ U .
With the aid of the trivialization ξ, for i = 1, 2 we get isomorphisms

H0 (U ′, π̄∗h∗iHom(π∗
1P , π∗

2P)) ∼= Matn×n(O),

H0 (U ′, τ̄ ∗h∗iHom(π∗
1P , π∗

2P)) ∼= Matn×n(O).

Under these identifications, we can write the morphisms H0
(
π̄∗(r̃π∗

1P,π∗
2P

h1,h2

))
and

H0
(
τ̄ ∗
(
r̃

π∗
1P,π∗

2P
h1,h2

))
as matrices r̃ and r̃′, such that the large diagram we set up

earlier in this proof boils down to

Matn×n(O)
r̃

//

Id

��

Matn×n(O)

Id

��

Matn×n(O)
r̃′

// Matn×n(O), hence r̃ = r̃′.
That the vertical arrows are identities is a consequence of Proposition 7.2.

If we choose arbitrary coordinates on J ′,M ′ and E ′, we have r̃(g; v1, v2; y1, y2) =
r̃ξ(v1, v2; y1, y2) and r̃′(g; v1, v2; y1, y2) = r̃ξ

(
τ(g, v1), τ(g, v2); y1, y2

)
. If we use the

special coordinates on J ′ and M ′ introduce above with the aid of πJ : C −→ J , we
obtain r̃ξ

(
τ(g, v1), τ(g, v2); y1, y2

)
= r̃ξ(v1 + ng, v2 + ng; y1, y2). This implies

r̃ξ(v1 +ng, v2 +ng; y1, y2) = r̃′(g; v1, v2; y1, y2) = r̃(g; v1, v2; y1, y2) = r̃ξ(v1, v2; y1, y2),

which gives the desired property of the tensor r̃ξ(v1, v2; y1, y2). �

Remark 7.6. Proposition 7.2 and Theorem 7.5 remain valid if the open neighbour-
hoods J ′ and M ′ are replaced by the maps πJ : C −→ J and πM : C −→ M .
Similarly, by identifying Ĕ with J1 and then proceeding as in the case of M , we
may define a map πE : C −→ Ĕ, which can be used instead of E ′. The advantage of
this point of view is that vi, v, yi can be arbitrary complex numbers in the statement
of Theorem 7.5, whereas, if small neighbourhoods J ′,M ′ and E ′ are used, we have
to make sure that vi and vi + v are in M ′ and yi ∈ E ′.

Remark 7.7. Unfortunately, we have not found a “conceptual way” to prove Propo-
sition 7.2, without going to a case-by-case analysis. As a consequence, we do not
know whether this result generalizes to the relative case, when we replace a Weier-
straß curve E by the Weierstraß fibration zy2 = 4x3 − g2xz

2 − g3z
3.
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Motivated by the corresponding result for the classical r–matrices [9], it is natural
to conjecture, that the statement of Theorem 7.5 holds for the other pair of spectral
variables, the “skyscraper” variables (y1, y2). Namely, there should exist coordinates
on E and a trivialization ξ of the universal family P such that we have

rξ(v1 + v, v2 + v; y1 + y, y2 + y) = rξ(v1, v2; y1, y2).

Definition 7.8. Let r(v; y1, y2) ∈ Matn×n(C) ⊗ Matn×n(C) be a non-degenerate
unitary solution of the associative Yang–Baxter equation such that there exists the
limit r̄(y1, y2) = lim

v→e

(
pr ⊗ pr

)
r(v; y1, y2). We say that r is of elliptic type if r̄ is an

elliptic classical r-matrix, of trigonometric type if r̄ is trigonometric and of rational
type if r̄ is rational.

It was shown by Polishchuk [56, 57] that in the case of elliptic curves one always gets
an associative r-matrix of elliptic type and in the case of Kodaira cycles a solution
of trigonometric type.

Remark 7.9. It is natural to conjecture that for any pair of coprime integers (n, d)
the geometric r-matrix corresponding to a cuspidal cubic curve always is of rational
type.

The goal of the following three sections is to get an explicit form of the geometric
r-matrix attached to the Weierstraß fibration zy2 = 4x3− g2xz

2− g3z
3 and the pair

(n, d) = (2, 1) at any given point (g2, g3) ∈ C2.

8. Elliptic solutions of the associative Yang–Baxter equation

In this section we are going to compute the solution of the associative Yang–Baxter
equation and the corresponding classical r–matrix, obtained from the universal fam-
ily of stable vector bundles of rank two and degree one on a smooth elliptic curve.
In [56, Section 2], Polishchuk computed the corresponding triple Massey products
using homological mirror symmetry and formulae for higher products in the Fukaya
category of an elliptic curve.

It is very instructive, however, to carry out a direct computation of the geomet-
ric triple Massey products for an elliptic curve, independent of homological mirror
symmetry. This approach allows us to express the resulting associative r–matrix in
terms of Jacobi’s theta-functions and the corresponding classical r–matrix in terms
of the elliptic functions cn(z), sn(z) and dn(z).

In order to proceed with the necessary calculations we recall some standard results
about holomorphic vector bundles on one-dimensional complex tori, a description
of morphisms between them in terms of theta-functions etc.

8.1. Vector bundles on a one-dimensional complex torus. We start with
some classical results about vector bundles on smooth elliptic curves.
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Theorem 8.1 (Atiyah, Theorem 7 in [5]). Let E be a smooth elliptic curve over C

and V a vector bundle on E.

• If EndE(V) = C then gcd
(
rk(V), deg(V)

)
= 1, V is stable and is deter-

mined by
(
rk(V), deg(V), det(V)

)
∈ N×Z×E, where we use an isomorphism

Picd(E) ∼= E.
• If V is indecomposable and m = gcd

(
rk(V ), deg(V )

)
then there exists a

unique stable vector bundle V ′ such that V = V ′ ⊗ Am, where Am is the
indecomposable vector bundle of rank m and degree 0 recursively defined by
non-split the exact sequences

0 −→ Am−1 −→ Am −→ O −→ 0, A1 = O.
In the complex-analytic case, one can give an explicit description of the stable holo-
morphic vector bundles on a one-dimensional complex torus.

Theorem 8.2 (Oda, Theorem 1.2 in [52]). Let E be an elliptic curve and πn : E ′ →
E be an étale covering of degree n.

• If V is a stable vector bundle on E of rank n and degree d, then there exists a
line bundle L ∈ Picd(E ′) such that V ∼= πn∗(L). Conversely, if gcd(n, d) = 1,
then for any L ∈ Picd(E ′) the vector bundle V ∼= πn∗(L) is stable of rank n
and degree d.
• If L,N ∈ Picd(E ′) satisfy πn∗(L) ∼= πn∗(N ), then (L ⊗N−1)⊗n ∼= OE′ .

A very convenient way to carry out calculations with vector bundles on complex tori
is provided by the theory of automorphy factors, see [47] or [50, Section I.2].

Definition 8.3. Let τ ∈ C be a complex number such that Im(τ) > 0. The category
of automorphy factors AFτ is defined as follows. Its objects are pairs (Φ, n) where
n ≥ 0 is an integer and Φ : C→ GLn(C) is a holomorphic function such that for all
z ∈ C we have: Φ(z + 1) = Φ(z). Given two automorphy factors (Φ, n) and (Ψ,m),
we define

HomAFτ

(
(Φ, n), (Ψ,m)

)
=



A : C→ Matm×n(C)

∣∣∣∣∣∣

A is holomorphic
A(z + 1) = A(z)
A(z + τ)Φ(z) = Ψ(z)A(z)





and the composition of morphisms in AFτ is given by the multiplication of matrices.
In what follows, we shall frequently denote the object (Φ, n) of AFτ by Φ. Note that
one can define an interior tensor product in the category AFτ induced by the tensor
product of matrices.

Let Λ = Λτ = Z ⊕ Zτ ⊂ C2 be the lattice defined by τ , E = Eτ = C/Λτ the
corresponding complex torus and π : C → E the universal covering of E. For an
object (Φ, n) of the category AFτ we define the sheaf E(Φ) of OE–modules and an
embedding of sheaves mΦ : E(Φ)→ π∗On

C
by the following rule.
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The open subsets U ⊂ E for which all connected components of π−1(U) map
isomorphically to U , form a basis of the topology of E. For such U , we let U0 be
a connected component of π−1(U) and denote Uγ = γ + U0 for all γ ∈ Λτ . Then
π∗On

C

(
U
)

=
∏

γ∈ΛOn
C
(Uγ) and we define

E(Φ)
(
U
)

:=

{
(Fγ(z))γ∈Λ ∈ π∗(On

C
)
(
U
) ∣∣∣∣

Fγ+1(z + 1) = Fγ(z)
Fγ+τ (z + τ) = Φ(z)Fγ(z)

}
.

By mΦ we denote the canonical embedding E(Φ) ⊂ π∗On
C
. The next theorem plays

a key role in our computation of elliptic r-matrices.

Theorem 8.4. In the notations as above the following properties are true.

• Let (Φ, n) be an object of AFτ then the corresponding sheaf E(Φ) is locally
free of rank n.
• The map (Φ, n) 7→ E(Φ) extends to a functor F : AFτ −→ VB(Eτ ) which is

an equivalence of categories
• The functor F commutes with tensor products: E(Φ⊗Ψ) ∼= E(Φ)⊗ E(Ψ).
• Let For : AFτ −→ VB(C) be the forgetful functor, i.e. For(Φ, n) = On

C
and

For(A) = A for any object (Φ, n) and any morphism A. Then there is an
isomorphism of functors γ : π∗ ◦ F −→ For, where for an automorphy factor

Φ we set γΦ to be the composition π∗E(Φ)
π∗(mΦ)−−−−→ π∗π∗On

C

can−→ On
C
.

• The natural transformation γ is compatible with tensor products, i.e. for any
pair (Φ, n), (Ψ,m) of automorphy factors we have a commutative diagram:

π∗(E(Φ⊗Ψ)
) γΦ⊗Ψ

//

∼=
��

Omn
C

π∗E(Φ)⊗ π∗E(Ψ)
γΦ⊗γΨ

// Om
C
⊗On

C

mult

OO

• If πn : Enτ → Eτ is the étale covering given by the inclusion of lattices Λnτ ⊂
Λτ , then π∗

n

(
E(Φ)

) ∼= E(Φ̃), where Φ̃(z) := Φ(z+(n−1)τ) · . . . ·Φ(z+τ)Φ(z).

• The direct image πn∗
(
E(Φ,m)

) ∼= E(Φ̃,mn) of a vector bundle E(Φ,m) is
given by the automorphy factor3

Φ̃ =




0 Im 0 . . . 0
0 0 Im . . . 0
...

...
...

. . .
...

0 0 0 . . . Im
Φ 0 0 . . . 0



.

In particular, if Φ(z) is an automorphy factor and A : C→ GLn(C) is a holomorphic
function such that A(z + 1) = A(z), then Ψ(z) = A(z + τ)−1Φ(z)A(z) defines an
isomorphic locally free sheaf E(Φ) ∼= E(Ψ).

3we thank Oleksandr Iena for helping us at this point
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Remark 8.5. There is another way to describe the functor F. Let (Φ, n) be an
automorphy factor then the corresponding holomorphic vector bundle E(Φ) can be
defined as the quotient C × Cn/∼, where the equivalence relation is generated by
(z, v) ∼ (z + 1, v) ∼

(
z + τ,Φ(z)v

)
. Using this description, we have the following

commutative diagram of complex manifolds

C× Cn //

pr1

��

E(Φ) = C× Cn/ ∼

��

C
π

// E.

The natural transformation γ can be constructed using the fact that this diagram
is Cartesian.

Our next goal is to give a description of those automorphy factors which corre-
spond to indecomposable vector bundles on E. To do this, recall that the holomor-
phic morphism C −→ C∗ sending z to exp(2πiz) identifies C∗ with C/Z and maps
τ to q2, where q = exp(πiτ). Hence, it induces an isomorphism E ∼= C∗/q2, where
the quotient is formed modulo the multiplicative subgroup generated by q2.

Note that in the case of line bundles, automorphy factors are holomorphic func-
tions ϕ : C −→ C∗ which satisfy ϕ(z + 1) = ϕ(z). In what follows we shall use the
notation L(ϕ) := E(ϕ). Line bundles of degree zero can be given by constant au-
tomorphy factors, for example L(1) = OE. Because the function a(z) = exp(2πiz)
satisfies a(z + 1) = a(z) and a(z + τ) = q2a(z) with q = exp(πiτ) as above, the
constants ϕ ∈ C∗ and q2ϕ define isomorphic line bundles on E. In fact, the map
E := C∗/q2 −→ Pic0(E) sending ϕ ∈ C∗ to L(ϕ) ∈ Pic0(E), is an isomorphism.

To describe line bundles of non-zero degree, we denote p0 = 1 + τ
2 ∈ E = C/Λ.

The automorphy factor

ϕ0(z) = exp(−πiτ − 2πiz)

satisfies L(ϕ0) = OE(p0). To see this, recall that, by definition,

H0
(
L(ϕ0)

) ∼= Hom
(
L(1),L(ϕ0)

)
=



f : C→ C

∣∣∣∣∣∣

f is holomorphic
f(z + 1) = f(z)
f(z + τ) = ϕ0(z)f(z)





and that this vector space is one-dimensional and is generated by the basic theta
function

θ(z|τ) = θ3(z|τ) =
∑

n∈Z

exp(πin2τ + 2πinz),

see for example [49]. It is well-known that θ(z|τ) vanishes at p0 = 1 + τ
2 . Moreover,

this is the only zero in the fundamental parallelogram of Λτ . Hence, H0
(
L(ϕ0)

) ∼= C

and by the Riemann-Roch theorem the line bundle L(ϕ0) has degree one. Moreover,
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if θ(z|τ) it its non-zero global section then div
(
θ(z|τ)

)
= [p0] and hence L(ϕ0) ∼=

OE(p0). Because θ

(
z +

1 + τ

2
− x
∣∣∣∣ τ
)

has its unique zero at x ∈ E, we obtain

(26) OE(x) ∼= L
(
t∗1+τ

2
−x
ϕ0

)
.

where t∗xϕ0(z) := ϕ0(z + x). This gives a complete description of Pic1(E).
Finally, any line bundle of degree d can be written as OE

(
[(d− 1)p0] + [p0 − x]

)

for some point x ∈ E. To complete the description of Pic(E), it remains to observe
that

OE

(
[p0 − x] + (d− 1)[p0]

) ∼= L
(
t∗xϕ0 · ϕd−1

0

)
.

Our next aim is to find an explicit family of automorphy factors describing the
set of stable vector bundles of rank n and degree d on E, where gcd(n, d) = 1.
Interpreting Oda’s description from Theorem 8.2 in terms of automorphy factors we
immediately obtain the following proposition.

Proposition 8.6. Let (n, d) ∈ N×Z be coprime. For x ∈ C/〈1, τ〉 let ϕ̃n,d(z, x) :=
exp(−πindτ − 2πidz − 2πix). Then the family of automorphy factors

Φ̃n,d(z, x) =




0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
ϕ̃n,d 0 0 . . . 0




describes the set of stable vector bundles of rank n and degree d on E.

However, these automorphy factors are not compatible with the action of the Jaco-

bian Pic0(E). In order to overcome this problem, denote q x
n

= exp
(
−2πix

n

)
and

let

A =




1 0 0 . . . 0
0 q x

n
0 . . . 0

0 0 q2
x
n

. . . 0
...

...
...

. . .
...

0 0 0 . . . qn−1
x
n



.

Then A−1Φ̃n,dA =: Φn,d is the following matrix-valued function:

(27) Φn,d(z, x) =




0 q x
n

0 . . . 0
0 0 q x

n
. . . 0

...
...

...
. . .

...
0 0 0 . . . q x

n

q x
n
ϕn,d 0 0 . . . 0




= q x
n




0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
ϕd

n 0 0 . . . 0



,
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where ϕn(z) = exp(−πinτ − 2πiz) and ϕn,d = ϕd
n. Note that we have the equality

exp(−2πiy) · Φn,d(z, x) = Φn,d(z, x+ ny).

Lemma 8.7. In the notations as above, for two points x, x′ ∈ C/〈1, nτ〉 we have:

E
(
Φ̃n,d(z, x)

) ∼= E
(
Φ̃n,d(z, x

′)
)

if and only if x− x′ ∈ Λτ .

Proof. By Theorem 8.2, the vector bundle Ex := E
(
Φ̃n,d(z, x)

)
is stable of rank n

and degree d for any point x ∈ Enτ . By [5, Theorem 7] the Jacobian Pic0(E) acts

transitively on the moduli space M
(n,d)
E . Moreover, Ex ∼= Ex ⊗ L for a line bundle

L ∈ Pic0(E) if and only if L⊗n ∼= O. For a ∈ C, the line bundle La := L
(
exp(2πia)

)

fulfills the property L⊗n ∼= O precisely if na ∈ Λτ . Observe that La ⊗ Ex ∼= Ex+na.
In particular, it shows that Ex ∼= Ex+a+bτ for any x ∈ Enτ and a, b ∈ Z. �

Our next goal is to explain how the language of automorphy factors can be used
to describe a universal family of stable vector bundles of rank n and degree d on
E as well as to construct a trivialization of it. In order to do this, we need the
following generalization of Theorem 8.4.

As usual, let τ ∈ C be such that Im(τ) > 0 and M be a complex manifold.
Then we define a category AFτ (M), whose objects are pairs (Φ, n), where n ≥ 1
is an integer and Φ is a holomorphic function Φ : C ×M −→ GLn(C) such that
Φ(z+ 1, y) = Φ(z, y) for all (z, y) ∈ C×M . For a pair of automorphy factors (Φ, n)
and (Ψ,m) we set

HomAFτ (M)

(
Φ,Ψ

)
=



C×M A−→ Matm×n(C)

∣∣∣∣∣∣

A is holomorphic
A(z + 1, y) = A(z, y)
A(z + τ, y)Φ(z, y) = Ψ(z, y)A(z, y)





and the composition of morphisms in AFτ (M) is given by the multiplication of
matrices. As before, we have a fully faithful functor

FM : AFτ (M) −→ VB(E ×M)

mapping an automorphy factor (Φ, n) to the subsheaf E(Φ) of the sheaf πM∗On
C×M ,

where πM = π × id : C ×M −→ E ×M . The sheaf E(Φ) is defined exactly as in
the absolute case. Moreover, FM is dense (hence an equivalence of categories) if, for
example, M ∼= ∆1×· · ·×∆m ⊆ Cm, where each ∆i ⊆ C, 1 ≤ i ≤ m is either an open
disc or C itself. This functor maps the tensor product of automorphy factors into the
tensor product of the corresponding vector bundles. Next, there is an isomorphism
of functors γ : π∗

M ◦ F −→ For, where For : AFτ (M) −→ VB(C×M) is the forgetful
functor. For an automorphy factor Φ the morphism γΦ is the composition

π∗
ME(Φ)

π∗
M (mΦ)−−−−−→ π∗

MπM∗On
C×M

can−→ On
C×M .

Let U be an open subset of E such that there exists a connected component Ũ of

π−1(U) which maps isomorphically to U . Hence, π : Ũ −→ U is an isomorphism of
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Riemann surfaces and the morphism γΦ induces a trivialization of the vector bundle
E(Φ)|U×M .

It is important to note that the natural transformation γ is compatible with
tensor products, i.e. for any pair (Φ, n) and (Ψ,m) of automorphy factors we have
a commutative diagram:

π∗(E(Φ⊗Ψ)
) γΦ⊗Ψ

//

∼=
��

Omn
C×M

π∗E(Φ)⊗ π∗E(Ψ)
γΦ⊗γΨ

// Om
C×M ⊗On

C×M .

mult

OO

Moreover, any holomorphic map f : M −→ N of open domains induces a functor
f ∗ : AFτ (N) −→ AFτ (M) mapping an automorphy factor Φ : C × N → GLn(C) to

the automorphy factor f ∗(Φ) : C×M id×f−−→ C×N Φ−→ GLn(C). In these terms, we
have the following diagram of functors

AFτ (N)
f∗

//

FN

��

AFτ (M)

FM

��

VB(E ×N)
(1×f)∗

// VB(E ×M),

where both compositions (id× f)∗ ◦ FN and FM ◦ f ∗ are canonically isomorphic.

Our next goal is to give an explicit description of a universal family of stable
vector bundles of rank n and degree d on the complex torus E = Eτ . In what
follows, M = Eτ stands for the moduli space of such bundles. Consider a pair of
matrix-valued functions Φ,Ψ : C× C→ GLn(C) given by the formulae:

(28) Φ(z, x) = exp(−2πix)




0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
ϕd

n 0 0 . . . 0




Ψ(z, x) = exp(−2πiz)In,

where ϕn(z) is the same as in (27). As in Remark 8.5, we define the vector bundle
E(Φ,Ψ) ∈ VB(E×M) via the following commutative diagram of complex manifolds:

C× C× Cn //

pr1,2

��

E(Φ,Ψ) = C× C× Cn/ ∼

��

C× C
π×π

// E ×M,
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where the equivalence relation is given by the formulae:

(z, x; v) ∼ (z + 1, x; v) ∼ (z, x+ 1; v),

(z, x; v) ∼
(
z + τ, x; Φ(z, x)v

)
,

(z, x; v) ∼
(
z, x+ τ ; Ψ(z, x)v

)
.

Note that the following equalities are fulfilled:

Ψ(z + τ, x)Φ(z, x) = Φ(z, x+ τ)Ψ(z, x)

as well as

Φ(z + 1, x) = Φ(z, x) Φ(z, x+ 1) = Φ(z, x)

Ψ(z + 1, x) = Ψ(z, x) Ψ(z, x+ 1) = Ψ(z, x).

Hence the equivalence relation ∼ is well-defined and E(Φ,Ψ) is a holomorphic vector
bundle on E ×M . Note that for any point x0 ∈M we have:

E(Φ,Ψ)
∣∣
E×{x0}

∼= E
(
Φ(− , x0)

)
.

In particular, E(Φ,Ψ) is a family of stable vector bundles of rank n and degree d on
E parameterized by the manifold M . By Lemma 8.7 we know that

(29) E(Φ,Ψ)
∣∣
E×{x0}

∼= E(Φ,Ψ)
∣∣
E×{x′

0}
⇐⇒ n(x0 − x′0) ∈ Λτ .

Lemma 8.8. Let µn : Eτ → Eτ be an étale covering of degree n2 given by the rule
µn(x) = n · x. Then there exists a universal family P = P(n, d) of stable vector
bundles on E ×M such that E(Φ,Ψ) ∼ (1× µn)∗P.

Proof. We know that M = Eτ is the moduli space of stable vector bundles of rank
n and degree d. Let Q ∈ VB(E ×M) be any universal family, then by the universal
property there exists a unique morphism ν : M →M such that E(Φ,Ψ) ∼ (1×ν)∗Q.
Since a morphism between two compact Riemann surfaces is either surjective or
constant, the morphism ν is surjective. From the equality (29) we obtain that ν
factorizes as

M
ν

//

µn
!!B

BB
BB

BB
B M

M
ν̂

==||||||||

and the induced map ν̂ is both injective and surjective, hence biholomorphic. Then
the universal family P = (1× ν̂)∗Q ∈ VB(E ×M) is the one we are looking for. �

Remark 8.9. In a similar way, the functions ϕ, ψ : C×C→ C∗ given by ϕ(z, x) =
exp(−2πix) and ψ(z, x) = exp(−2πiz) define a universal family

L = L(ϕ, ψ) ∈ Pic(E × J),

of degree zero line bundles on E = Eτ where J = Eτ is the Jacobian of E.
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Lemma 8.10. Let P ∈ VB(E ×M) and L ∈ Pic(E × J) be as in Lemma 8.8 and
Remark 8.9. Then the following diagram is commutative:

(30) C× C
σ

//

π×π̄

��

C

π̄
��

J ×M τ
// M,

where σ(a, b) = a+b, π : C→ C/〈1, τ〉 is the canonical projection and π̄(z) = π(n·z).
Proof. Recall that the morphism τ : J×M →M is uniquely determined by a choice
of universal families P and L by the following property: the isomorphism

P
∣∣
E×{τ(a,b)}

∼= L
∣∣
E×{a} ⊗ P|E×{b}

holds for all points (a, b) ∈ J × E. Consider the morphisms

p̃ : E × C× C
pr1,3−−→ E × C

1×π̄−−→ E ×M,

q̃ : E × C× C
pr1,2−−→ E × C

1×π−−→ E × J
and

σ̃ : E × C× C
1×σ−−→ E × C

1×π̄−−→ E ×M.

The commutativity of diagram (30) is equivalent to the fact that q̃∗L⊗ p̃∗P ∼ σ̃∗P .
This is furthermore equivalent that for all (a, b) ∈ C× C we have:

q̃∗L ⊗ p̃∗P
∣∣
E×{a}×{b}

∼= σ̃∗P
∣∣
E×{a}×{b}.

The last isomorphism can be rewritten as

L
(
ϕ(a)

)
⊗ E

(
Φ(− , b)

) ∼= E
(
Φ(− , a+ b)

)
.

Since for all (a, b) ∈ C×C we have ϕ(z, a)·Φ(z, b) = Φ(z, a+b), the result follows. �

Consider the morphisms p̂, q̂, τ̂ : E×C×C→ E×C, where p̂ = pr1,3, q̂ = pr1,2 and

σ̂ = 1× σ. We define the morphism q̂∗L(ϕ)⊗ p̂∗E(Φ)
φ−→ σ̂∗E(Φ) by the following

commutative diagram:

q̂∗L(ϕ)⊗ p̂∗E(Φ)
φ

//

∼=
��

σ̂∗E(Φ)

∼=
��

L(q̂∗ϕ)⊗ E(p̂∗Φ) //

∼=
��

E(σ̂∗Φ)

=

��

E(q̂∗ϕ · p̂∗Φ)
φ̄

// E(σ̂∗Φ),

where all vertical isomorphisms are canonical and φ̄ corresponds to the morphism
in the category AFτ (C × C) given by the identity matrix In. In particular, the
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morphism φ is identity in the trivializations of p̂∗E(Φ), σ̂∗E(Φ) and q̂∗L(ϕ) induced
by γΦ and γϕ. Summing up, we get the following proposition

Proposition 8.11. Let Φ : C × C −→ GLn(C) be as in (28), ϕ(y) = exp(−2πy)

and q̂∗L(ϕ) ⊗ p̂∗E(Φ)
φ−→ σ̂∗E(Φ) be the morphism of vector bundles on E × C ×

C constructed above. Take small local neighbourhoods in the moduli space M and
Jacobian J corresponding to small neighbourhoods of 0 ∈ C with respect to the
diagram (30). Then the induced trivializations ξP and ξL of the universal families
P = P(n, d) and L = P(1, 0) and the morphism φ are the ones we are looking for
in Proposition 7.2. In particular, Theorem 7.5 is true in the elliptic case.

Corollary 8.12. Let r̃
(n,d)
ell = r̃ξ

τ (v1, v2; y1, y2) be the associative r–matrix obtained
from the universal family P(n, d) of stable vector bundles of rank n and degree d on
the elliptic curve Eτ using the trivialization ξ = γΦ described above. Then we have:

r̃
(n,d)
ell (v1, v2; y1, y2) = r̃

(n,d)
ell (v1 + v, v2 + v; y1, y2)

for all values v1, v2, v and y1, y2 from a small neighbourhood of 0.

8.2. Rules to calculate the evaluation and the residue maps. In this subsec-
tion, we consistently denote the vector space of complex linear maps between two
complex vector spaces V,W by Lin(V,W ). We reserve here the notation HomC( , )
for the vector space of morphisms of sheaves on the complex manifold C.

Let E = Eτ be a complex torus, ΩE the sheaf of holomorphic differential one-
forms and ω = dz ∈ H0(ΩE) a global section. We fix a pair of coprime integers

(n, d) ∈ Z+ × Z and let M = M
(n,d)
E be the moduli space of stable holomorphic

vector bundles of rank n and degree d on E. By P = P(n, d) ∈ VB(E ×M) we
denote the universal family and by ξP : P|U×M ′ −→ O|nU×M ′ a trivialization, as
constructed in the previous subsection. Recall that these data define the germ of a
meromorphic function

r̃ = r̃ξ :
(
M ×M × E × E, o

)
−→ Matn×n(C)⊗Matn×n(C),

whose value at the point (v1, v2; y1, y2), where v1 6= v1 and y1 6= y2, is defined via
the commutative diagram

(31) HomE

(
Pv1 ,Pv2(y1)

)

resP
v1 ,Pv2

y1
(ω)

xxrrrrrrrrrrrrrrrrrrrrrr

ev
Pv1 ,Pv2 (y1)
y2

&&L
LLLLLLLLLLLLLLLLLLLLL

Lin(Pv1|y1 ,Pv2 |y1)

cnj(ξ̄v1 , ξ̄v2 )
��

r̃P
v1 ,Pv1

y1,y2
(ω)

// Lin(Pv1 |y2 ,Pv1 |y2)

cnj(ξ̄v1 , ξ̄v2 )
��

Matn×n(C)
r̃ξ(v1,v2;y1,y2)

// Matn×n(C),
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where resP
v1 ,Pv2

y1
(ω) and ev

Pv1 ,Pv2 (y1)
y2 are the maps defined in Section 4 and the ver-

tical isomorphisms are induced by the trivialization ξ of the universal bundle.
Let π : C −→ C/Λτ = E be the universal covering, o = π(0) ∈ E. Take an open

neighbourhood U of the point o in E such that there exists a connected component

Ũ of π−1(U) which maps isomorphically to U . For the sake of convenience, we

denote the preimage π−1(y) ∈ Ũ of a point y ∈ U by the same letter y. By Theorem
4.23 we have a commutative diagram

Lin
(
Pv1 |y1 ,Pv2 |y1

) π∗
// Lin
(
π∗Pv1 |y1 , π

∗Pv2 |y1

)

HomE

(
Pv1 ,Pv2(y1)

)
resP

v1 ,Pv2
y1

(ω)

OO

π∗
//

ev
Pv1 ,Pv2 (y1)
y2

��

HomC

(
π∗Pv1 , π∗Pv2(D1)

)
resπ∗Pv1 ,π∗Pv2

y1
(ω̃)

OO

ev
π∗Pv1 ,π∗Pv2 (D1)
y2

��

Lin
(
Pv1 |y2 ,Pv2 |y2

) π∗
// Lin
(
π∗Pv1 |y2 , π

∗Pv2 |y2

)

whereOC(D1) = π∗OE(y1) is the subsheaf of the sheafMC of meromorphic functions
on C, whose local sections are meromorphic functions having at most simple poles
along the infinite, but locally finite set D1 =

{
y1 + γ

∣∣ γ ∈ Λτ

}
= π−1(y1).

Recall that the description of a universal family P in terms of automorphy factors
yields an isomorphism of vector bundles γ : π∗

MP −→ On
C×M . For any point v ∈M it

induces an isomorphism γv : π∗Pv −→ On
C
. If we apply Lemma 4.10 and Proposition

4.12 to these isomorphisms and use the morphisms resy1(ω̃) and evy2 from Lemma 4.5
and Lemma 4.13, which are given by resy1(ω̃)

(
F
)

= resy1(Fdz) and evy2(F ) = F (y2),
we obtain the following commutative diagram

Lin
(
π∗Pv1 |y1 , π

∗Pv2 |y1

) cnj(γ̄v1 , γ̄v2 )
// Matn×n(C)

HomC

(
π∗Pv1 , π∗Pv2(D1)

) cnj
(

γv1 , γv2 (D1)
)

//

resπ∗Pv1 ,π∗Pv2
y1

(ω̃)

OO

ev
π∗Pv1 ,π∗Pv2 (D1)
y2

��

Matn×n

(
OC(D1)

)
resy1 (ω̃)

OO

evy2

��

Lin
(
π∗Pv1 |y2 , π

∗Pv2 |y2

) cnj(γ̄v1 , γ̄v2 )
// Matn×n(C).
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The three previous diagrams in this subsection give us another one:

Matn×n(C)
r̃ξ(v1,v2;y1,y2)

// Matn×n(C)

HomC

(
On

C
,On

C
(D1)

)resy1 (ω̃)

iiTTTTTTTTTTTTTTT evy2

44jjjjjjjjjjjjjjj

HomE

(
Pv1 ,Pv2(y1)

)
resP

v1 ,Pv2
y1

(ω)

uujjjjjjjjjjjjjjj ev
Pv1 ,Pv2 (y1)
y2

**TTTTTTTTTTTTTTT

cnj
(

γv1 ,γv2 (D1)
)
◦π∗

OO

Lin(Pv1 |y1 ,Pv2 |y1)

cnj(ξ̄v1 , ξ̄v2 )

OO

r̃P
v1 ,Pv1

y1,y2
(ω)

// Lin(Pv1 |y2 ,Pv1 |y2).

cnj(ξ̄v1 , ξ̄v2 )

OO

Our next goal is to describe the image of the morphism cnj
(
γv1 , γv2(D1)

)
◦ π∗. Let

ψy(z) = − exp(−2πiz + 2πiy− 2πiτ). It is easy to see that HomE

(
O,L(ψy)

)
is one-

dimensional and generated by the section θy corresponding to the theta-function

θy(z) = θ
(
z + 1+τ

2
− y
∣∣ τ
)
. Note that θy is a holomorphic function on C having only

one simple zero at y inside a fundamental parallelogram of Λτ . Hence, we have an
isomorphism α : OE(y) −→ L(ψy).

In order to be more precise, recall that L(ψy) is a subsheaf of the sheaf π∗OC. In
particular, we have: H0

(
L(ψy)

)
= C · θy ⊂ H0(OC). On the other hand, the sheaf

OE(y) is a subsheaf of the sheaf of meromorphic functions ME and H0
(
OE(y)

)
=

C · 1. Without loss of generality we may assume that H0(α)(1) = θy. This choice
fixes the isomorphism α.

Recall that for a point x ∈ M we have: Pv = E(Φv), where Φv = Φ(−, v) is the
function defined by the equality (27). Then we have an isomorphism

Pv2(y1)
id⊗α−−→ Pv2 ⊗ L(ψy1) = E

(
ψy1 · Φv2

)

and the following diagram is commutative:

π∗E(ψy1Φv2)
γy1,v2

// On
C

π∗E(ψy1)⊗ π∗E(Φv2)
γy1⊗γv2

//

can

OO

OC ⊗On
C

mult

OO

π∗OE(y1)⊗ π∗E(Φv2)

π∗(α)⊗id

iiTTTTTTTTTTTTTTT α̃⊗γv2

66nnnnnnnnnnnn

where α̃ : π∗(OE(y1)
)

= OC(D1) −→ OC is defined to be α̃(f) = fθy1 , γ
y1,v2

corresponds to the automorphy factor ψy1 · Φv2 , γ
y1 to ψy1 and γv2 to Φv2 . As a
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result, we get the following commutative diagram:

HomC

(
π∗Pv1 , π∗(Pv2 ⊗OE(y1)

)) cnj
(

γv1 , γv2 (D1)
)

// HomC

(
On

C
,On

C
(D1)

)

HomC

(
π∗Pv1 , π∗(Pv2 ⊗ L(ψy1)

)) cnj
(

γv1 , γv2 (D1)
)

//

(id⊗α)∗

OO

HomC

(
On

C
,On

C

)
α̃∗

OO

HomAFτ
(Φv1 , ψy1Φv2)

π∗

iiSSSSSSSSSSSSSS For

77ooooooooooooo

and α̃∗ is given by the formula α̃∗(F ) = F
θy1

.

Corollary 8.13. Let O = Γ(C,OC), O(D1) = Γ
(
C,OC(D1)

)
and

Πv1,v2
y1

= Im
(
HomAFτ

(Φv1 , ψy1Φv2) −→ Matn×n(O)
)
.

Then the following diagram is commutative:

Πv1,v2
y1

resy1

��

evy2

��

α̃∗

��

Matn×n

(
O(D1)

)

resy1 (ω̃)

vvmmmmmmmmmmmm evy2

((QQQQQQQQQQQQ

Matn×n(C)
r̃ξ(v1,v2;y1,y2)

// Matn×n(C).

In particular, this gives the following algorithm to compute the value of an associative
geometric r–matrix of elliptic type at a point (v1, v2; y1, y2) ∈M ×M ×E ×E with
respect to the trivialization ξ:

(1) First describe the vector space

Πv1,v2
y1

= Im
(
HomAFτ

(
Φv1 , ψy1 · Φv2

)
−→ Matn×n(O)

)

(2) The morphism resy1 : Matn×n(O)→ Matn×n(C) is given by the formula

F (z) 7→ resy1

(
F (z)

θy1(z)
dz

)
=

F (y1)

θ′y1
(y1)

=
F (y1)

θ′
(

1+τ
2

∣∣ τ
)

and the morphism evy2 : Matn×n(O)→ Matn×n(C) is given by the formula

F (z) 7→ F (y2)

θy1(y2)
=

F (y2)

θ
(
y + 1+τ

2

∣∣ τ
) .
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(3) Compute r̃ξ(v1, v2; y1, y2) as the composition

Matn×n(C)

(
resy1 (ω̃)

)−1

−−−−−−−→ Πv1,v2
y1

evy2−−→ Matn×n(C).

Note that there is an ambiguity in choosing the morphism α. Another choice of α
corresponds to rescaling the section θy1

by λ ∈ C∗ to λθy1
. However, it is easy to

see from the algorithm above, that the resulting linear map r̃ξ(v1, v2; y1, y2) does not
depend on this choice.

8.3. Calculation of the elliptic r–matrix corresponding to M
(2,1)
E . Let Px1

and Pxi be a pair of non-isomorphic simple vector bundles of rank two and degree
one on the elliptic curve E = Eτ , y1 and y2 two distinct points. In what follows
we denote q = exp(πiτ), qx = exp(−πix), e(z) = exp(−2πiz), ϕ(z) = e(z + τ),
x = x2 − x1 and y = y2 − y1.
As we have seen in the previous subsection, one can write Pxi = E

(
C2,Φ2,1,xi

(z)
)
,

where

Φ2,1,xi
(z) = qxi

(
0 1

ϕ(z) 0

)
=: qxi

Φ(z),

and the line bundle OE(y1) corresponds to the automorphy factor

ψy1(z) = −e(z + τ − y1).

Recall that Πx1,x2
y2

=
{
A(z) =

(
u(z) v(z)
w(z) t(z)

)∣∣∣∣ A(z + 1) = A(z), A(z + τ)Φ(z) = qxψy1(z)Φ(z)A(z)

}

This leads to two systems of functional equations
{
u(z + τ) = qxψy1(z)t(z)

t(z + τ) = qxψy1(z)u(z)
and

{
ϕ(z)v(z + τ) = qxψy1(z)w(z)

w(z + τ) = qxϕ(z)ψy1(z)v(z)

which are equivalent to




u(z + 2τ) = a(z)u(z)
u(z + 1) = u(z)

t(z) =
u(z + τ)
qxψy1(z)

and





v(z + 2τ) = b(z)v(z)
v(z + 1) = v(z)

w(z) =
ϕ(z)

qxψy1(z)
v(z + τ)

where

a(z) = exp

(
−2πiτ − 2πi

(
z +

x+ τ

2
− y1

))2

and

b(z) = exp
(
−2πiτ − 2πi

(
z +

x

2
− y1

))2

.
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Lemma 8.14. Let E = Eτ be an elliptic curve, ϕ0(z) = exp(−πiτ − 2πiz), l ∈
N. Then H0

(
L(ϕl

0)
)

has a basis
{
θ
[

a
l
, 0
]
(lz|lτ)

∣∣ 0 ≤ a < l, a ∈ Z
}
, where we use

Mumford’s notation

θ[a, b](z|τ) =
∑

n∈Z

exp
(
πi(n+ a)2τ + 2πi(n+ a)(z + b)

)
.

In the particular case of bundles of rank two and degree one it is convenient to
use instead the four classical theta-functions of Jacobi:

θ1(z|τ) = 2q
1
4

∞∑
n=0

(−1)nqn(n+1) sin
(
(2n+ 1)πz

)
,

θ2(z|τ) = 2q
1
4

∞∑
n=0

qn(n+1) cos
(
(2n+ 1)πz

)
,

θ3(z|τ) = 1 + 2
∞∑

n=1

qn2
cos(2πnz),

θ4(z|τ) = 1 + 2
∞∑

n=1

(−1)nqn2
cos(2πnz).

Remark 8.15. In Mumford’s notation it holds:

θ1(z|τ) = −θ
[

1
2
, 1

2

]
(z|τ) θ2(z|τ) = θ

[
1
2
, 0
]
(z|τ)

θ3(z|τ) = θ [0, 0] (z|τ) θ4(z|τ) = θ
[
0, 1

2

]
(z|τ).

In what follows we shall express all our computations in terms of Jacobi’s theta-
functions. From Lemma 8.14 and Remark 8.15 we immediately obtain:

Corollary 8.16. If we let

u1(z) = θ3

(
2

(
z − y1 +

x+ τ

2

)∣∣∣∣ 4τ
)

v1(z) = θ3

(
2
(
z − y1 +

x

2

)∣∣∣ 4τ
)

u2(z) = θ2

(
2

(
z − y1 +

x+ τ

2

)∣∣∣∣ 4τ
)

v2(z) = θ2

(
2
(
z − y1 +

x

2

)∣∣∣ 4τ
)

and

Fk(z) =



uk(z) 0

0
uk(z + τ)

qxψy1(z)


 , Gk(z) =




0 vk(z)
ϕ(z)

qxψy1(z)
vk(z) 0


 , k = 1, 2,

then F1(z), F2(z), G1(z), G2(z) is a basis of Πx1,x2
y1

.

The following proposition summarises the main properties of Jacobi’s theta-functions
which we need in our calculation of the associative r–matrix corresponding to the
universal family of stable vector bundles of rank two and degree one.
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Proposition 8.17 (see [26] and Section I.4 in [42]). The transformation rules for
shifts of theta-functions are given by the table

θ(z) θ(−z) θ(z + 1) θ(z + τ) θ(z + 1 + τ) θ(z + 1
2
) θ(z + τ

2
)

θ1(z) −θ1(z) −θ1(z) −p(z)θ1(z) p(z)θ1(z) θ2(z) iq(z)θ4(z)
θ2(z) θ2(z) −θ2(z) p(z)θ2(z) −p(z)θ2(z) −θ1(z) q(z)θ3(z)
θ3(z) θ3(z) θ3(z) p(z)θ3(z) p(z)θ3(z) θ4(z) q(z)θ2(z)
θ4(z) θ4(z) θ4(z) −p(z)θ4(z) −p(z)θ4(z) θ3(z) iq(z)θ1(z)

where p(z) = exp
(
−πi(2z+ τ)

)
and q(z) = exp

(
−πi

(
z +

τ

4

))
. Moreover, Jacobi’s

theta-functions satisfy the so-called Watson’s determinantal identities:

θ3(2x|2τ)θ2(2y|2τ)− θ3(2y|2τ)θ2(2x|2τ) = θ1(x+ y|τ)θ1(x− y|τ),
θ1(2x|2τ)θ4(2y|2τ)− θ1(2y|2τ)θ4(2x|2τ) = θ2(x+ y|τ)θ1(x− y|τ),
θ1(2x|2τ)θ4(2y|2τ) + θ1(2y|2τ)θ4(2x|2τ) = θ1(x+ y|τ)θ2(x− y|τ),
θ4(2x|2τ)θ4(2y|2τ)− θ1(2y|2τ)θ1(2x|2τ) = θ3(x+ y|τ)θ4(x− y|τ),
θ4(2x|2τ)θ4(2y|2τ) + θ1(2y|2τ)θ1(2x|2τ) = θ4(x+ y|τ)θ3(x− y|τ).

By Corollary 8.16, any element of Πx1,x2
y1

can be written as a sum

A(z) = αF1(z) + βF2(z) + γG1(z) + δG2(z)

for some α, β, γ, δ ∈ C. In order to calculate the geometric associative r–matrix
rξ(x1, x2; y1, y2) we have to solve the system of linear equations

resy1

(
A(z)

)
=

(
a b
c d

)
.

Then the linear map r̃ξ(x1, x2; y1, y2) : Mat2×2(C) −→ Mat2×2(C) is given by the
rule (

a b
c d

)
res−1

y17−→ A(z)
evy27−→ 1

θ3(y + 1+τ
2
|τ)A(y2).

It is easy to see that the system of linear equations

resy1

(
αF1(z) + βF2(z) + γG1(z) + δG2(z)

)
=

(
a b
c d

)

splits into two independent systems

resy1

(
F (z)

)
=

(
a 0
0 d

)
and resy1

(
G(z)

)
=

(
0 b
c 0

)
,

where F (z) = αF1(z) + βF2(z) and G(z) = γG1(z) + δG2(z).

Computation of the “diagonal terms”. The system of linear equations

resy1

(
F (z)

)
:=

1

θ′3(
1+τ
2
|τ)F (y1) =

(
a 0
0 d

)
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reads as {
θ3(x+ τ |4τ)α+ θ2(x+ τ |4τ)β = θ′3(

1+τ
2
|τ)a

θ3(x+ 3τ |4τ)α+ θ2(x+ 3τ |4τ)β = −e(τ + x
2
)θ′3(

1+τ
2
|τ)d.

By Watson’s identity, the determinant of this system is

∆1 =

∣∣∣∣
θ3(x+ τ |4τ) θ2(x+ τ |4τ)
θ3(x+ 3τ |4τ) θ2(x+ 3τ |4τ)

∣∣∣∣ = θ1(x+ 2τ |2τ)θ1(−τ |2τ) =

= e(x+ τ)θ1(x|2τ)θ1(τ |2τ)
and we obtain:{

α =
θ′3( 1+τ

2
|τ)

∆1

(
θ2(x+ 3τ |4τ)a+ e(τ + x

2
)θ2(x+ τ |4τ)d

)

β = − θ′3( 1+τ
2

|τ)

∆1

(
θ3(x+ 3τ |4τ)a+ e(τ + x

2
)θ3(x+ τ |4τ)d

)
.

This implies:

r̃ξ(x1, x2; y1, y2)

[(
a 0
0 d

)]
=

θ′3(
1+τ
2
|τ)

θ3(y + 1+τ
2
|τ)∆1

×
[
p1(z)

(
θ3(2y + x+ τ |4τ) 0

0 −θ3(2y + x+ 3τ |4τ)
e(x/2 + y + τ)

)

−p2(z)

(
θ2(2y + x+ τ |4τ) 0

0 −θ2(2y + x+ 3τ |4τ)
e(x/2 + y + τ)

)]
.

where
p1(z) = θ2(x+ 3τ |4τ)a+ e(x/2 + τ)θ2(x+ τ |4τ)d,
p2(z) = θ3(x+ 3τ |4τ)a+ e(x/2 + τ)θ3(x+ τ |4τ)d.

In order to calculate the “diagonal part” of the corresponding tensor r(x1, x2; y1, y2)
we use the inverse of the canonical isomorphism

Mat2×2(C)⊗Mat2×2(C) −→ Lin
(
Mat2×2(C),Mat2×2(C)

)

given by the formula X ⊗ Y 7→ tr(X ◦ −)Y . It is easy to see that under the map

Lin
(
Mat2×2(C),Mat2×2(C)

)
−→ Mat2×2(C)⊗Mat2×2(C)

a linear function eij 7→ αkl
ijekl, α

kl
ij ∈ C∗ corresponds to the tensor αkl

ijeji ⊗ ekl.

Again, Watson’s identities imply:

• The coefficient at e11 ⊗ e11 is

θ3(2y + x+ τ |4τ)θ2(x+ 3τ |4τ)− θ2(2y + x+ τ |4τ)θ3(x+ 3τ |4τ) =

θ1(x+ y + 2τ |2τ)θ1(y − τ |2τ).
• The coefficient at e22 ⊗ e22 is

e(−y)
(
θ3(x+ τ |4τ)θ2(2y + x+ 3τ |4τ)− θ2(x+ τ |4τ)θ3(2y + x+ 3τ |4τ)

)
=

= θ1(x+ y + 2τ |2τ)θ1(y − τ |2τ).
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• The coefficient at e22 ⊗ e11 is

e(x/2 + τ)
(
θ2(x+ τ |4τ)θ3(2y + x+ τ)− θ3(x+ τ |4τ)θ2(2y + x+ τ)

)
=

= e(x/2 + τ)θ1(y + x+ τ |2τ)θ1(y|2τ).

• The coefficient at e11 ⊗ e22 is

e(−y− x/2− τ)
(
θ2(2y+ x+ 3τ |4τ)θ3(x+ 3τ |4τ)− θ3(2y+ x+ 3τ |4τ)θ3(x+ 3τ |4τ)

)

= e(x/2 + τ)θ1(y + x+ τ |2τ)θ1(y|2τ).
Now observe that

θ1(x+ y + 2τ |2τ)θ1(y − τ |2τ) = ie(x+ y/2 + 5τ/4)θ1(x+ y|2τ)θ4(y|2τ)
and

e(x/2 + τ)θ1(y + x+ τ |2τ)θ1(y|2τ) = ie(x+ y/2 + 5τ/4)θ4(x+ y|2τ)θ1(y|2τ).

Hence, the “diagonal part” of r(x1, x2; y1, y2) is

C
[
θ1(x+y|2τ)θ4(y|2τ)(e11⊗e11+e22⊗e22)+θ4(x+y|2τ)θ1(y|2τ)(e11⊗e22+e22⊗e11)

]
,

where

C =
θ′3(

1+τ
2
|τ)e(x+ y

2
+ 5τ

4
)

θ3(y + 1+τ
2
|τ)∆1

.

From the identities θ3(y + 1+τ
2
|τ) = i exp(−πi(y + τ/4))θ1(y|τ) and θ1(0|τ) = 0 it

follows: θ′3(
1+τ
2
|τ) = ie( τ

8
)θ′(0|τ). Using the transformation rules from Proposition

8.17 we get:

C =
θ′1(0|τ)

θ4(0|2τ)θ1(x|2τ)θ1(y|τ)
=

θ′1(0|τ)
θ1

( x
2

∣∣∣ τ
)
θ2

( x
2

∣∣∣ τ
)
θ1 (y|τ)

,

where we have used Landen’s transform

θ4(0|2τ)θ1(2x|2τ) = θ1(x|τ)θ2(x|τ).

It remains to observe that A(e11 ⊗ e11 + e22 ⊗ e22) +B(e11 ⊗ e22 + e22 ⊗ e11) =

1

2
(A+B)(e11 + e22)⊗ (e11 + e22)−

1

2
(A−B)(e11 − e22)⊗ (e11 − e22),

and that by Watson’s identities we have

θ1(x+ y|2τ)θ4(y|2τ) + θ4(x+ y|2τ)θ1(y|2τ) = θ1

(
y +

x

2

∣∣∣ τ
)
θ2

( x
2

∣∣∣ τ
)

and

θ1(x+ y|2τ)θ4(y|2τ)− θ4(x+ y|2τ)θ1(y|2τ) = θ2

(
y +

x

2

∣∣∣ τ
)
θ1

( x
2

∣∣∣ τ
)
,
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so the contribution of the “diagonal terms” is

1

2

θ′1(0|τ)
θ1(y|τ)

θ1(y + x
2
|τ)

θ1(
x
2
|τ) 1⊗ 1 +

1

2

θ′1(0|τ)
θ1(y|τ)

θ2(y + x
2
|τ)

θ2(
x
2
|τ) h⊗ h.

Contribution of the “skew terms”. We have to solve the system of linear
equations

resy1

(
γG1(z) + δG2(z)

)
=

(
0 b
c 0

)
.

In explicit form this system reads as
{

θ3(x|4τ)γ + θ2(x|4τ)δ = θ′3(
1+τ
2
|τ)b

θ3(x+ 2τ |4τ)γ + θ2(x+ 2τ |4τ)δ = −e(x/2− y1)θ
′
3(

1+τ
2
|τ)c.

By Watson’s formulas the determinant of this system is

∆2 =

∣∣∣∣
θ3(x|4τ) θ2(x|4τ)

θ3(x+ 2τ |4τ) θ2(x+ 2τ |4τ)

∣∣∣∣ = −θ1(x+ τ |2τ)θ1(τ |2τ).

Hence, the solution of this system of equations is
{
γ = θ′3(

1+τ
2
|τ)
(
θ2(x+ 2τ |4τ)b+ e(x/2− y1)θ2(x|4τ)c

)

δ = θ′3(
1+τ
2
|τ)
(
θ3(x+ 2τ |4τ)b+ e(x/2− y1)θ3(x|4τ)c.

)

As a result, we obtain:

r̃ξ(x1, x2; y1, y2)

[(
0 b
c 0

)]
=

θ′3(
1+τ
2
|τ)

θ3(y + 1+τ
2
|τ)∆2

×
[
q1(z)

(
0 θ3(2y + x|4τ)

−e(y1 − x/2)θ3(2y + x+ 2τ |4τ) 0

)

−q2(z)
(

0 θ2(2y + x|4τ)
−e(y1 − x/2)θ2(2y + x+ 2τ |4τ) 0

)]
,

where
q1(z) = θ2(x+ 2τ |4τ)b+ e(x/2− y1)θ2(x|4τ)c,
q2(z) = θ3(x+ 2τ |4τ)b+ e(x/2− y1)θ3(x|4τ)c.

Again, Watson’s identities imply:

• The coefficient at e21 ⊗ e12 is

θ2(x+ 2τ |4τ)θ3(2y + x|4τ)− θ3(x+ 2τ |4τ)θ2(2y + x|4τ) =

= e

(
1

2
(x+ τ)

)
θ4(x+ y|2τ)θ4(y|2τ).

• The coefficient at e12 ⊗ e21 is

θ3(x|4τ)θ2(2y + x+ 2τ |4τ)− θ2(x|4τ)θ3(2y + x+ 2τ |4τ) =
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= e

(
1

2
(x+ τ) + y

)
θ4(x+ y|2τ)θ4(y|2τ).

• The coefficient at e12 ⊗ e12 is

e(x/2− y1)
(
θ2(x|4τ)θ3(2y + x+ 2τ |4τ)− θ3(x|4τ)θ2(2y + x+ 2τ |4τ)

)
=

= e(x/2− y1)θ1(x+ y|2τ)θ1(y|2τ).
• The coefficient at e21 ⊗ e21 is

e(y1 − x/2)
(
θ3(x+ 2τ |4τ)θ2(2y + x+ 2τ |4τ)− θ2(x+ 2τ |4τ)θ3(2y + x+ 2τ |4τ)

)
=

= e(y2 + x/2 + τ)θ1(y + x|2τ)θ1(y|2τ).
Note that the coefficients of the tensors e12 ⊗ e12 and e21 ⊗ e21 are not functions of

y = y2−y1. In order to overcome this problem we take φ(y) =

(
e(y/2) 0

0 e(−τ/4)

)

and consider the gauge transformation

r(x; y1, y2) 7→
(
φ(y1)⊗ φ(y2)

)
r(x; y1, y2)

(
φ−1(y1)⊗ φ−1(y2)

)
.

It is easy to see that the “diagonal tensors” ekk ⊗ ell(k, l = 1, 2) remain unchanged
(and, in particular, this gauge transformation does not influence the final answer
for the “diagonal terms” obtained before) and the transformation rule for the “skew
tensors” is the following:

e12 ⊗ e12 7→ e( τ
2
)e(y1+y2

2
)e12 ⊗ e12,

e21 ⊗ e21 7→ e(− τ
2
)e(−y1+y2

2
)e21 ⊗ e21,

e12 ⊗ e21 7→ e(−y
2
)e12 ⊗ e21,

e21 ⊗ e12 7→ e(y
2
)e21 ⊗ e12.

Hence, the new tensor of “skew terms” is

C
[
θ4(x+y|2τ)θ4(y|2τ)(e21⊗e12+e12⊗e21)+θ1(x+y|2τ)θ1(y|2τ)(e12⊗e12+e21⊗e21)

]
,

where

C =
θ′3(

1+τ
2
|τ)e(1

2
(x+ y + τ))

θ3(y + 1+τ
2
|τ)∆2

=
θ′1(0|τ)

θ4(0|2τ)θ4(x|2τ)θ1(y|τ)

=
θ′1(0|τ)

θ3(x/2|τ)θ4(x/2|τ)θ1(y|τ)
.

Using the equality

A

(
0 1
1 0

)
⊗
(

0 1
1 0

)
+B

(
0 −i
i 0

)
⊗
(

0 −i
i 0

)
=

= (A+B)(e12 ⊗ e21 + e21 ⊗ e12) + (A−B)(e21 ⊗ e21 + e12 ⊗ e12)
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and Watson’s identities

θ4(y + x|2τ)θ4(y|2τ) + θ1(y + x|2τ)θ1(y|2τ) = θ4

(
y +

x

2

∣∣∣ τ
)
θ3

( x
2

∣∣∣ τ
)

θ4(y + x|2τ)θ4(y|2τ)− θ1(y + x|2τ)θ1(y|2τ) = θ3

(
y +

x

2

∣∣∣ τ
)
θ4

( x
2

∣∣∣ τ
)

it follows that the contribution of the “skew terms” is

1

2

θ′1(0|τ)
θ1(y|τ)

(
θ3(y + x

2
|τ)

θ3(
x
2
|τ) σ ⊗ σ +

θ4(y + x
2
|τ)

θ4(
x
2
|τ) γ ⊗ γ

)
,

where

σ =

(
0 −i
i 0

)
, γ =

(
0 1
1 0

)
.

In summary, we obtain the following theorem.

Theorem 8.18. The universal family of stable vector bundles of rank two and degree
one on an elliptic curve Eτ gives the following solution of the associative Yang–
Baxter equation:

r
(2,1)
ell (x; y) =

1

2

θ′1(0|τ)
θ1(y|τ)

(
θ1(y + x

2
|τ)

θ1(
x
2
|τ) 1⊗ 1 +

θ2(y + x
2
|τ)

θ2(
x
2
|τ) h⊗ h+

+
θ3(y + x

2
|τ)

θ3(
x
2
|τ) σ ⊗ σ +

θ4(y + x
2
|τ)

θ4(
x
2
|τ) γ ⊗ γ

)
.

Recall that

cn(z) =
θ4(0|τ)θ2(z|τ)
θ2(0|τ)θ4(z|τ)

, sn(z) =
θ3(0|τ)θ1(z|τ)
θ2(0|τ)θ4(z|τ)

, dn(z) =
θ4(0|τ)θ3(z|τ)
θ3(0|τ)θ4(z|τ)

and

θ′1(0|τ) = θ2(0|τ)θ3(0|τ)θ4(0|τ),
see [42, Sections I.5 and Section II.1]. Let r̄(y) = lim

x→0
(pr⊗ pr)r(x; y) then we have:

Theorem 8.19. The solution of the classical Yang–Baxter equation obtained from
the universal family of stable vector bundles of rank two and degree one on a complex
torus Eτ is

r̄(y) =
1

2

(
cn(y)

sn(y)
h⊗ h+

1

sn(y)
γ ⊗ γ +

dn(y)

sn(y)
σ ⊗ σ

)
.

Remark 8.20. Note that resx

(
r(x; y)

)
= 1

4
1⊗ 1, hence the tensor rx(y) := r(x; y)

also satisfies the quantum Yang–Baxter equation for x 6= 0. In fact, it is the well-
known solution of the QYBE which was found and studied by Baxter.
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Remark 8.21 (see for example Section VII.3 in [22]). Let

℘(z) =
1

z2
+

∑

(n,m)∈Z2\{0,0}

(
1

(z − nτ −m)2
− 1

(nτ +m)2

)

be the Weierstraß ℘–function. Then ℘′(1
2
) = ℘′( τ

2
) = ℘′(1+τ

2
) = 0 and 1

2
, τ

2
and 1+τ

2
are the only branch points of ℘(z) in the fundamental parallelogram of Λτ . Denote
e1 = ℘(1

2
), e2 = ℘( τ

2
) and e3 = ℘(1+τ

2
). Then we have:

℘(z)− e1 =

(
cn(z)

sn(z)

)2

, ℘(z)− e2 =

(
1

sn(z)

)2

, ℘(z)− e3 =

(
dn(z)

sn(z)

)2

.

9. Vector bundles on singular cubic curves

To compute the associative r-matrices coming from the nodal and cuspidal Weier-
straß cubic curves, we use a description of vector bundles on singular projective
curves via the formalism of matrix problems [25], see also [16, 11]. The purpose
of this section is to set up a clear language and provide the core technical tools
necessary for our applications.

9.1. Description of vector bundles on singular curves. We start with recalling
the general approach of Drozd and Greuel to study torsion free sheaves on singular
projective curves [25]. In our applications, the normalization of the curve will always
be rational.

Let X be a reduced singular (projective) curve, π : X̃ → X its normalization,
I := HomO

(
π∗(O eX),O

)
= AnnO

(
π∗(O eX)/O

)
the conductor ideal sheaf. Denote

by η : Z = V (I) −→ X the closed artinian subspace defined by I (its topological

support is precisely the singular locus of X) and by η̃ : Z̃ −→ X̃ its preimage in X̃,
defined by the Cartesian diagram

(32) Z̃
η̃

//

π̃

��

X̃

π

��

Z
η

// X.

The proof of the following lemma is straightforward.

Lemma 9.1. The diagram (32) is also a push-down diagram. Moreover, denote
ν = ηπ̃ = πη̃ and consider the following natural transformations of functors:





j : 1X −→ π∗π∗,
q : 1X −→ η∗η∗,
c : π∗π∗ −→ π∗η̃∗η̃∗π∗ ∼−→ ν∗ν∗,
m : η∗η∗ −→ η∗π̃∗π̃∗η∗

∼−→ ν∗ν∗.
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Then for any vector bundle V on X we have a short exact sequence

0 −→ V

0
@ −jV

qV

1
A

−−−−−−→ π∗π
∗V ⊕ η∗η∗V

“
cV mV

”

−−−−−−−−→ ν∗ν
∗V −→ 0.

In order to relate vector bundles on X and X̃ we use the following definition.

Definition 9.2. The category Tri(X) is defined as follows.

• Its objects are triples
(
Ṽ ,N , m̃

)
, where Ṽ ∈ VB(X̃), N ∈ VB(Z) and

m̃ : π̃∗N −→ η̃∗Ṽ
is an isomorphism of O eZ-modules, called the gluing map.

• The set of morphisms HomTri(X)

(
(Ṽ1,N1, m̃1), (Ṽ2,N2, m̃2)

)
consists of all

pairs (F, f), where F : Ṽ1 → Ṽ2 and f : N1 → N2 are morphisms of vector
bundles such that the following diagram is commutative

π̃∗N1
em1

//

π̃∗(f)

��

η̃∗Ṽ1

η̃∗(F )

��

π̃∗N2
em2

// η̃∗Ṽ2.

Remark 9.3. The category Tri(X) is endowed with an interior tensor product:

(Ṽ1,N1, m̃1)⊗ (Ṽ2,N2, m̃2) = (Ṽ1 ⊗ Ṽ2,N1 ⊗N2, m̃),

where m̃ is defined to be the composition

π̃∗(N1 ⊗N2)
∼=−→ π̃∗N1 ⊗ π̃∗N2

em1⊗em2−−−−→ η̃∗Ṽ1 ⊗ η̃∗Ṽ2

∼=−→ η̃∗(Ṽ1 ⊗ Ṽ2).

Similarly, we define the functor det : Trin(X) −→ Tri1(X), where Trin(X) denotes

the full subcategory of Tri(X) whose objects (Ṽ ,N , m̃) satisfy rk(Ṽ) = rk(N ) = n.

The following theorem summarizes main results about the category Tri(X) and its
relations with the category of vector bundles VB(X).

Theorem 9.4 (Lemma 2.4 in [25] and Theorem 1.3 in [16]). Let X be a reduced
curve.

• Let F : VB(X) −→ Tri(X) be the functor assigning to a vector bundle V the triple
(π∗V , η∗V , m̃V), where m̃V : π̃∗(η∗V) −→ η̃∗(π∗V) is the canonical isomorphism.
Then F is an equivalence of categories.

• The functor F commutes with tensor products: we have a bifunctorial isomorphism

F(V1 ⊗ V2)
∼=−→ F(V1)⊗ F(V2).

Moreover, we have an isomorphism F◦det
∼=−→ det ◦F of functors VBn(E)→ Tri1(E),

where VBn(E) denotes the category of vector bundles of fixed rank n.
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• Let G : Tri(X) −→ Coh(X) be the functor assigning to a triple (Ṽ ,N , m̃) the
coherent sheaf

V := ker
(
π∗Ṽ ⊕ η∗N

(c m)−−−→ ν∗η̃
∗Ṽ
)
,

where c = c
eV is the canonical morphism π∗Ṽ −→ π∗η̃∗η̃∗Ṽ = ν∗η̃∗Ṽ and m is the

composition η∗N can−→ η∗π̃∗π̃∗N =−→ ν∗π̃∗N ν∗(em)−−−→ ν∗η̃∗Ṽ . Then the coherent sheaf V
is locally free. Moreover, the functor G is quasi-inverse to F.

Being more precise, let V
(−p

q )
−−−→ π∗Ṽ ⊕ η∗N be the canonical inclusion. Then the

morphisms p̃ : π∗V π∗(p)−→ π∗π∗Ṽ can−→ Ṽ and q̃ : η∗V η∗(q)−→ η∗η∗N can−→ N are iso-

morphisms and (π∗V , η∗V , m̃V)
(ep, eq)−−−→ (Ṽ ,N , m̃) is an isomorphism in the category

Tri(X).

• Let Ti = (Ṽi,Ni, m̃i), i = 1, 2 be objects of Tri(X) and Vi = G(Ti). Consider the
short exact sequences defining Vi = G(Ti):

0 −→ Vi

(−pi
qi

)
−−−−→ π∗Ṽi ⊕ η∗Ni

( ci mi )−−−−→ ν∗η̃
∗Ṽi −→ 0.

Then the sequence

0 −→ V1 ⊗ V2

(−p
q )
−−−→ π∗(Ṽ1 ⊗ Ṽ2)⊕ η∗(N1 ⊗N2)

( c m )−−−→ ν∗η̃
∗(Ṽ1 ⊗ Ṽ2) −→ 0

is exact, where




p : V1 ⊗ V2
p1⊗p2−−−→ π∗Ṽ1 ⊗ π∗Ṽ2

can−→ π∗(Ṽ1 ⊗ Ṽ2)

q : V1 ⊗ V2
q1⊗q2−−−→ η∗N1 ⊗ η∗N2

can−→ η∗(N1 ⊗N2)

c : π∗(Ṽ1 ⊗ Ṽ2)
π∗(can)−−−−→ π∗η̃∗η̃∗(Ṽ1 ⊗ Ṽ2) = ν∗η̃∗(Ṽ1 ⊗ Ṽ2)

m : η∗(N1 ⊗N2)
η∗(can)−−−−→ η∗π̃∗π̃∗(N1 ⊗N2)

ν∗(em)−−−→ ν∗η∗(V1 ⊗ V2) ,

using m̃ from Remark 9.3. This means that ( −p
q ) gives us a bifunctorial isomorphism

αT1,T2 : G(T1)⊗G(T2) ∼−→ G(T1 ⊗ T2).

• Let For : Tri(X) −→ VB(X̃) be the forgetful functor mapping a triple T =

(Ṽ ,N , m̃) to Ṽ. Let V = G(T ) and γT = p̃ : π∗V −→ Ṽ be the isomorphism
introduced above. Then we obtain an isomorphism of functors γ : π∗ ◦ G −→ For,
In particular, we have a commutative diagram:

HomTri(X)(T1, T2) G
//

For
��

HomX(V1,V2)

π∗

��

Hom eX(Ṽ1, Ṽ2) Hom eX(π∗V1, π
∗V2).

cnj(γT1
,γT2

)
oo
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Moreover, γ is compatible with tensor products: for Ti = (Ṽi,Ni, m̃i) and Vi = G(Ti)
(i = 1, 2) the diagram

π∗G(T1)⊗ π∗G(T2)
π∗(αT1,T2)

//

γT1
⊗γT2 ((QQQQQQQQQQQQ

π∗G(T1 ⊗ T2)

γT1⊗T2wwppppppppppp

Ṽ1 ⊗ Ṽ2

is commutative.

Our next goal is to obtain an explicit description of stable vector bundles on a
singular Weierstraß curve E. In this context, we replace X by E and note that

the normalisation is Ẽ ∼= P1. In order to obtain a clearer description of objects of
Tri(E), recall the following well-known theorem.

Theorem 9.5 (Birkhoff-Grothendieck). On the projective line P1, taking the degree
gives an isomorphism Pic(P1) ∼= Z. Any vector bundle E on P1 splits into a direct
sum of line bundles: E ∼= ⊕n∈ZOP1(n)mn .

This implies that if (Ṽ ,N , m̃) is an object of Tri(E) with rk(Ṽ) = n, we have

Ṽ =
⊕

l∈Z

OP1(l)kl and N ∼= On
Z , where

∑

l∈Z

kl = n.

Note that N is in fact free, because Z is artinian. From now on we shall always fix

a decomposition of Ṽ as above.
An explicit description of morphisms between objects in Tri(E) requires to choose

coordinates on P1. Let (z0, z1) be coordinates on V = C2. They induce homogeneous
coordinates (z0 : z1) on the projective line P1(V ) = (V \ {0})/ ∼, where v ∼ λv for
all λ ∈ C∗.

We set U0 = {(z0 : z1)|z0 6= 0} and U∞ = {(z0 : z1)|z1 6= 0} and put 0 := (1 : 0),
∞ := (0 : 1), z = z1/z0 and w = z0/z1. So, z is a coordinate in a neighbourhood of
0. If U = U0 ∩ U∞ and w = 1/z is used as a coordinate on U∞, then the transition
function of the line bundle OP1(n) is

U0 × C ⊃ U × C
(z,v) 7→( 1

z
, v
zn )−−−−−−−−→ U × C ⊂ U∞ × C.

The vector bundle OP1(−1) is isomorphic to the sheaf of sections of the so-called
tautological line bundle

{
(l, v)| v ∈ l

}
⊂ P1(V )× V = O2

P1 .
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The choice of coordinates on P1 fixes two distinguished elements, z0 and z1, in the
space HomP1

(
OP1(−1),OP1

)
:

P1 × C2

&&M
MMMMMMMMMMM

oo ? _OP1(−1)

��

zi
// P1 × C

xxrrrrrrrrrrr

P1

where zi maps
(
l, (v0, v1)

)
to (l, vi) for i = 0, 1. It is clear that the section z0 vanishes

at ∞ and z1 vanishes at 0. After having made this choice, we may write

HomP1

(
OP1(n),OP1(m)

)
= C[z0, z1]m−n :=

〈
zm−n
0 , zm−n−1

0 z1, . . . , z
m−n
1

〉
C
.

Lemma 9.6. Let E be a singular Weierstraß curve, π : P1 → E its normalization
and V a vector bundle on E. Then degE(V) = degP1(π∗V).

Proof. If n = rk(V) then π∗V is a vector bundle of rank n on P1. The canonical
morphism g : V → π∗π∗V is generically injective and V is torsion free, hence ker(g) =
0 and we have an exact sequence

0 −→ V g−→ π∗π
∗V −→ S −→ 0,

where S is a torsion sheaf supported at the singular point s of the curve E. Since g
commutes with restrictions to an open set, we have

S ∼=
(
coker(OE → π∗(OP1))

)n
.

Because s is either a node or a cusp, we obtain h0(S) = n. Using the Riemann-Roch
formula, this implies

degE(V) = χ(V) = χ(π∗π
∗V)− χ(S) = χ(π∗V)− n = degP1(π∗V).

�

Lemma 9.7. Let E be a singular Weierstraß curve, π : P1 → E its normalization
and V a simple vector bundle of rank n on E. Then

• V is stable.
• π∗V ∼= OP1(c)n1⊕OP1(c+1)n2 for some integer c ∈ Z and some non-negative

integers n1, n2 which satisfy n = n1 + n2.

Proof. For the first statement see for example [20, Corollary 4.5]. To prove the

second part, let F(V) = (Ṽ ,On
Z , m̃) and assume

π∗V ∼= Ṽ = OP1(c)⊕OP1(d)⊕ Ṽ ′′,

where d−c ≥ 2. Because the length of Z̃ is two, we can find a non-zero homogeneous
form p = p(z0, z1) ∈ HomP1

(
OP1(c),OP1(d)

)
such that η̃∗(p) = 0. This gives us a
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non-scalar endomorphism of V corresponding to the endomorphism (F, f) of the
triple F(V) given by f = id and

F =




1 0 0
p 1 0
0 0 1


 .

This contradicts our assumption that V was simple. �

An explicit description of the morphism m̃ by a matrix requires to fix isomorphisms
ζl : η̃∗OP1(l) → O eZ . In order to keep compatibility with tensor products in our
description of vector bundles, we have to ensure that for all k, l ∈ Z the following
diagram is commutative:

(33) η̃∗OP1(k)⊗ η̃∗OP1(l)
can

//

ζk⊗ζl

��

η̃∗OP1(k + l)

ζk+l

��

O eZ ⊗O eZ
mult

// O eZ .

In the case of a nodal or cuspidal Weierstraß cubic curve we shall explicitly give our
choice of these isomorphisms.

Remark 9.8. It is natural to assume ζ0 = id. Then such a family of isomorphisms
{ζl}l∈Z is uniquely determined by ζ = ζ1 : η̃∗

(
OP1(1)

)
−→ O eZ . Moreover, the choice

of a global section p = pζ = az0 + bz1 ∈ H0
(
OP1(1)

)
, which does not vanish on Z̃,

determines ζ as follows: ζ(s) = s
p

∣∣∣ eZ
. Modulo automorphisms of P1 such a section

p is determined by its unique zero, which should belong to P1 \ Z̃ ∼= Ĕ. In other
words, our choice of a set of trivializations {ζl}l∈Z corresponds to the choice of a
smooth point in Atiyah’s classification of vector bundles on an elliptic curve [5].

Note that, because we have fixed a decomposition Ṽ =
⊕

l∈Z
OP1(l)kl , a family

{ζl}l∈Z induces an isomorphism ζ
eV : η̃∗Ṽ → On

eZ . Because N ∼= On
Z , we also get an

isomorphism π̃∗N ∼= On
eZ . This allows us to describe the map m̃ : π̃∗N −→ η̃∗Ṽ as a

matrix in GLn(O eZ).

Corollary 9.9. Let Mat eZ be the category of square matrices over the ring O eZ. The
choice of isomorphisms {ζl}l∈Z yields a functor Pζ : Tri(E) −→ Mat eZ , assigning to

a triple (Ṽ ,On
Z , m̃) the matrix of the O eZ-linear map

On
eZ

em−→ η̃∗Ṽ ζ
eV
−→ On

eZ .

Moreover, let Hζ = Pζ ◦ F : VB(E) −→ Mat eZ. Using (33), for any L ∈ Pic(E) and
V ∈ VB(E) we obtain:

Hζ(L ⊗ V) = Hζ(L) ·Hζ(V) and Hζ
(
det(V)

)
= det

(
Hζ(V)

)
.
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Let (Ṽ ,N , m̃) be an object of Tri(E). We have a natural action of the group

AutP1(Ṽ)×AutZ(N ) on the vector space HomZ̃(π̃∗N , η̃∗Ṽ). The orbits of this action
correspond precisely to the points in the fibre of the functor π∗ : VB(E)→ VB(P1)

over Ṽ . In what follows, we shall use this action to find a normal form for m̃. A
description of the matrix problem describing all vector bundles on an irreducible
Weierstraß cubic curve, can be found in [25] and [11]. In this article, we are mainly
interested in a description of simple vector bundles. Having in mind Lemma 9.7, we
introduce the following notation.

In order to recover a vector bundle V from the matrix Hζ(V), we need to specify

Ṽ . For a singular Weierstraß cubic curve E, let VB(0,1)(E) be the full subcategory of
VB(E) consisting of vector bundles V such that π∗V ∼= On1

P1 ⊕OP1(1)n2 for some non-

negative integers n1, n2 ∈ Z. In a similar way, let Tri(0,1)(E) be the corresponding
subcategory of the category Tri(E).

Definition 9.10. Let E be a Weierstraß cubic curve E. Consider the following
category BM(E) of “block matrices”:

• Its objects are invertible matrices over the ring O eZ with a block structure:

M =

(
M00 M01

M10 M11

)
,

where M00 and M11 are square matrices, possibly of size zero.
• Let M and N be two objects of BM(E) of sizes m = m0+m1 and n = n0+n1

respectively, where the block Mij has size mi × mj etc. Then a morphism
from M to N in the category BM(E) is given by a pair of matrices (F, f),
where f ∈ Matn×m(OZ) and

F =

(
F00 0
F10 F11

)

has blocks F00 ∈ Matn0×m0(C), F11 ∈ Matn1×m1(C) and F10 ∈ Matn1×m0(O eZ),

such that FM = Nf̃. Here f̃ is the image of the matrix f under the morphism
Matn×m(OZ) −→ Matn×m(O eZ) induced by the ring homomorphism OZ −→
O eZ .
• The composition of morphisms in BM(E) is given by the matrix product.

Proposition 9.11. Take some isomorphism ζ : OP1(1)| eZ −→ O eZ. Then in the
notation of Remark 9.8 and Corollary 9.9, we have equivalences of categories:

VB(0,1)(E)
F−→ Tri(0,1)(E)

Pζ

−→ BM(E) ,

with block structure on Pζ
(
Ṽ ,On

Z , m̃
)

coming from the decomposition Ṽ = On1

P1 ⊕
OP1(1)n2. Moreover, the functor Pζ ◦F sends det(V) ∈ VB(E) to the determinant of
the corresponding matrix Pζ

(
F(V)

)
.
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Proof. This result follows from Theorem 9.4 and the observation that the map

η̃∗ : HomP1

(
OP1 ,OP1(1)

)
−→ Hom eZ(O eZ ,O eZ)

is an isomorphism both for a nodal and a cuspidal cubic curve. �

9.2. Simple vector bundles on a nodal Weierstraß curve. The main aim of
this subsection is an explicit description of those objects in Tri(E) which correspond
to simple vector bundles on a nodal Weierstraß curve E. We give an algorithm
which produces some kind of normal form of such triples for each given rank and
degree. Crucial for our application to the Yang–Baxter equation is a description of
the family of all simple vector bundles with fixed rank and degree in a way which is
compatible with the action of the Jacobian. We shall also see that rank and degree
of a simple vector bundle on a nodal Weierstraß curve are always coprime.

Let E be a nodal Weierstraß curve, e.g. given by zy2 = x3 +x2z, s = (0 : 0 : 1) the
singular point and π : P1 −→ E its normalization. Choose homogeneous coordinates
(z0 : z1) on P1 in such a way that π−1(s) = {0,∞}. Then, in notations of the previous

subsection, Z and Z̃ are reduced complex spaces as follows

Z = {s} and Z̃ = {0} ∪ {∞}.
Hence, for

(
Ṽ ,N , m̃

)
∈ Tri(E) the map m̃ is just an isomorphism of C×C-modules,

i.e. it is given by a pair of invertible matrices m(0) and m(∞).

The linear form p = pζ(z0, z1) = z1 − z0 ∈ H0
(
OP1(1)

)
does not vanish on Z̃.

Following the recipe from Remark 9.8, we consider the collection of isomorphisms

ζl : η̃∗OP1(l) −→ O eZ given by the formula ζl(s) =
s

pl

∣∣∣∣ eZ
for each open subset V ⊂ P1

not containing (1 : 1), l ∈ Z and any s ∈ Γ
(
V,OP1(l)

)
.

This implies the following evaluation rule for morphisms of vector bundles on P1:
if q = a0z

m−n
0 + a1z

m−n−1
0 z1 + · · · + am−nz

m−n
1 ∈ HomP1

(
OP1(n),OP1(m)

)
then we

have a commutative diagram

η̃∗OP1(n)
η̃∗(q)

//

ζn

��

η̃∗OP1(m)

ζm

��

C0 ⊕ C∞

„
(−1)m−na0 0

0 am−n

«

// C0 ⊕ C∞.

If the family {ζl} is understood, we shall often write η̃∗(q) =
((

(−1)m−na0

)
,
(
am−n

))
.

Our next goal is to describe the category BM(E) from Definition 9.10. An object
of BM(E) is a pair of matrices m(0) and m(∞) simultaneously divided into blocks

m(0) =

(
M00(0) M01(0)
M10(0) M11(0)

)
, m(∞) =

(
M00(∞) M01(∞)
M10(∞) M11(∞)

)
.
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Two objects
(
m(0),m(∞)

)
and

(
m′(0),m′(∞)

)
of BM(E) are isomorphic if and only

if the corresponding blocks have the same sizes and there exist matrices

F (0) =

(
F11 0
F21(0) F22

)
, F (∞) =

(
F11 0

F21(∞) F22

)

and f such that

F (0)m(0) = m′(0)f, F (∞)m(∞) = m′(∞)f.

In particular, we have the following isomorphism in the category BM(E):
(
m(0),m(∞)

) ∼=
(
m(0)m(∞)−1, id

)

i.e. without loss of generality we may assume that the second matrix m(∞) is the
identity matrix.

To illustrate how the explicit identification of vector bundles on E and objects of
BM(E) works in practice, we shall now consider the simplest interesting case: the

description of Pic1(E). We explicitly determine for each y ∈ Ĕ the object in Tri(E)
which corresponds to the line bundle OE(y).

The chosen coordinates provide us with an isomorphism C∗ ∼= U := P1 \ {0,∞}
mapping y ∈ C∗ to (1 : y) ∈ U . As E is nodal, the normalization restricts to

an isomorphism π : P1 \ {0,∞} → Ĕ. Together, this gives us an identification

Ĕ ∼= C∗, under which y ∈ C∗ corresponds to ỹ := π−1(y) = (1 : y) ∈ P1. Obviously,
π∗(OE(y)

)
= OP1(ỹ) ∼= OP1(1) and the following lemma is true.

Lemma 9.12. For the given choice of homogeneous coordinates on P1 and the set
of trivializations {ζl}l∈Z described above, we obtain for all y ∈ Ĕ ∼= C∗

F
(
OE(y)

)
=
(
OP1(1),Cs,

(
(y), (1)

))
.

Proof. Assume TOE(y) := F
(
OE(y)

)
=
(
OP1(1),Cs,

(
(λ), (1)

))
. It is clear that

TOE
:= F(OE) =

(
OP1 ,Cs,

(
(1), (1)

))
. Moreover, by Theorem 9.4 we have a com-

mutative diagram

HomTri(E)(TOE
, TOE(y))

G
//

For

��

HomE

(
OE,OE(y)

)

π∗

��

HomP1

(
OP1 ,OP1(1)

)
HomP1

(
OP1 ,OP1(ỹ)

)
.

cnj
“
γTO ,γTO(y)

”

oo

The section z1−yz0 ∈ HomP1

(
OP1 ,OP1(1)

)
generates the image of π∗, hence belongs

to the image of For. Using the description of morphisms in the category Tri(E) and
the evaluation rule η̃∗(z1 − yz0) =

(
(y), (1)

)
, this is equivalent to the existence of a
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constant c ∈ C∗ making the following diagram commutative:

C0 ⊕ C∞

0
@c 0
0 c

1
A

//

0
@1 0
0 1

1
A

��

C0 ⊕ C∞

0
@λ 0

0 1

1
A

��

C0 ⊕ C∞

0
@y 0
0 1

1
A

// C0 ⊕ C∞.

This implies that λ = y and F
(
OE(y)

) ∼=
(
OP1(1),Cs,

(
(y), (1)

))
. �

Our next goal is to describe the so-called Atiyah bundles.

Lemma 9.13. Let E be a nodal Weierstraß curve. Then there exists a unique
indecomposable semi-stable vector bundle An of rank n and degree 0 such that all its
Jordan-Hölder factors are isomorphic to OE. This vector bundle is called the Atiyah
bundle of rank n and is given by the triple

(
On

P1 ,Cn
s , m̃

)
, where

m(0) = Jm(1) =




1 1 0 . . . 0
0 1 1 . . . 0
...

...
. . . . . .

...
0 0 . . . 1 1
0 0 . . . 0 1




m(∞) = Im =




1 0 0 . . . 0
0 1 0 . . . 0
...

...
. . . . . .

...
0 0 . . . 1 0
0 0 . . . 0 1



.

Proof. The category of semi-stable vector bundles with the Jordan-Hölder factor OE

is equivalent to the category of finite-dimensional modules over C[[t]], see for example
[29, Theorem 1.1 and Lemma 1.7]. Therefore, there exists a unique indecomposable
vector bundle An of rank n recursively defined by the non-split exact sequences

0 −→ An −→ An+1 −→ OE −→ 0 and A1 = OE.

In order to get a description of An in terms of triples, first observe that π∗An
∼= On

P1 ,
hence F(An) =

(
On

P1 ,Cn
s , m̃

)
. The morphism m̃ is given by two invertible matrices

m(0),m(∞) ∈ GLn(C). If m̃′ =
(
m′(0),m′(∞)

)
is another pair such that

m′(0) = S−1m(0)T, m′(∞) = S−1m(∞)T

with S, T ∈ GLn(C), then
(
On

P1 ,Cn
s , m̃

′) and
(
On

P1 ,Cn
s , m̃

)
define isomorphic vector

bundles on E. We may, therefore, assume m(∞) = In. Keeping m(∞) = In un-
changed, the matrix m(0) can still be transformed to S−1m(0)S. Hence, m(0) splits
into a direct sum of Jordan blocks. Since the vector bundle An is indecomposable,
m(0) ∼ Jn(λ) for some λ ∈ C∗. From the condition HomE(An,O) = C one can
easily deduce λ = 1. �
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Now we start to focus on simple vector bundles on a nodal Weierstraß curve E.

We aim at giving a canonical form for those elements (Ṽ ,N , m̃) in Tri(E) which
correspond to simple vector bundles on E under the functor F from Theorem 9.4.

Definition 9.14. Let E be a nodal cubic curve and n1 > 0, n2 ≥ 0 integers. The
category MPnd(n1, n2) is defined as follows.

• Its objects are invertible matrices with blocks Mij ∈ Matni×nj
(C)

M =

(
M11 M12

M21 M22

)
.

• Morphisms are pairs of block matrices

HomMPnd(n1,n2)(M,M ′) = {(S, T ) | SM = M ′T} ,
with obvious composition and such that

S =

(
A 0
C ′ B

)
and T =

(
A 0
C ′′ B

)

have blocks of the same size as the blocks of M and M ′.

By MPs
nd(n1, n2) we denote the full subcategory of simple4 objects of MPnd(n1, n2).

The proof of the following lemma is straightforward.

Lemma 9.15. Let VB(0,1)
n1,n2

(E) be the category of vector bundles V ∈ VB(E) such

that π∗V ∼= On1

P1 ⊕OP1(1)n2. Then VB(0,1)
n1,n2

(E) and MPnd(n1, n2) are equivalent.

Proof. Let BMn1,n2(E) be the full subcategory of BM(E) consisting of matrices,
whose diagonal blocks have sizes n1 × n1 and n2 × n2. By Proposition 9.11 the
categories VB(0,1)

n1,n2
(E) and BMn1,n2(E) are equivalent. But it is easy to see that

sending and M ∈ MPnd(n1, n2) to (M, id) ∈ GLn1+n2(O eZ) as an object in BMn1,n2(E)
with same block structure, is an equivalence. �

Remark 9.16. If n2 = 0 the block structure becomes invisible and we end up in
a situation of elementary linear algebra. Indeed, we have MPnd(n, 0) = GLn(C)
and HomMPnd(n,0)(M,M ′) = {S | SM = M ′S}. The indecomposable objects in this
category are precisely those which are isomorphic to a Jordan block Jn(λ), λ ∈ C∗.
The endomorphism ring of Jn(λ) is isomorphic to C[t]/tn. Hence, MPs

nd(n, 0) = ∅ if
n > 1 and MPs

nd(1, 0) = GL1(C) = C∗.

We aim now at finding a canonical form for objectsM ∈ MPs
nd(n1, n2). This means

that we wish to find in each isomorphism class of MPs
nd(n1, n2) a unique object with

a particularly “simple” structure. We shall often say that we can “reduce” a matrix
M to a matrix N if M and N are isomorphic in MPs

nd(n1, n2) and N has a “simpler”

4Simple objects of MPnd(n1, n2) are by definition the objects having only scalar endomorphisms.
They are sometimes called Schurian objects or bricks.
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form than M . The reduction procedure described below is based on the following
easy lemma.

Lemma 9.17. The block M12 has full rank, if M ∈ MPs
nd(n1, n2) is simple.

Proof. If the matrix M12 does not have full rank, M can be reduced to the form

M =




M1 M2 0 0
0 0 I 0
M3 M4 0 M5

M6 M7 0 M8


 ,

where M11,M21 and M22 are split into blocks such that M1 and M8 are square
matrices. As an object of MPnd(n1, n2), such a matrix has an endomorphism (S, T )
with

S =




I 0 0 0
0 I 0 0
M5 0 I 0
M8 0 0 I


 T =




I 0 0 0
0 I 0 0
0 0 I 0
M1 M2 0 I


 .

Since M is invertible, at least one of the matrices M1 and M2 is not the zero matrix,
hence (S, T ) is not a scalar multiple of the identity. This implies that M was not
simple. �

Example 9.18. The triple
(
OP1 ⊕OP1(1),C2

s, m̃
)

with

m̃(0) =

(
0 1
λ 0

)
and m̃(∞) =

(
1 0
0 1

)
,

defines for any λ ∈ C∗ a simple vector bundle of rank 2 and degree 1 on E. The
corresponding matrix for this vector bundle is M1,1(λ) := ( 0 1

λ 0 ) ∈ MPs
nd(1, 1). �

Theorem 9.19. Let E be a nodal Weierstraß curve and denote by Spl(n,d)(E) the set
of all isomorphism classes of simple vector bundles of rank n and degree d on E. If
gcd(n, d) = 1 the map det : Spl(n,d)(E)→ Picd(E) ∼= C∗ is bijective. If gcd(n, d) > 1

we have Spl(n,d)(E) = ∅.
This result can be proven by various methods, see for example [17, Theorem 3.6]
for a description of simple vector bundles on E in terms of étale coverings. For the
reader’s convenience we shall outline another proof5, which is parallel to the case of
a cuspidal cubic curve [13].

Proof. First note that, without loss of generality, we may assume 0 ≤ d < n. If
Spl(n,d)(E) 6= ∅ and V is a non-zero element of Spl(n,d)(E) then, by Lemma 9.7,

F(V) ∼=
(
On1

P1 ⊕OP1(1)n2 ,Cn1+n2
s ,

(
M, id

))
,

5This proof is due to Lesya Bodnarchuk.
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where n2 = d and n1 = n− d. By Lemma 9.15 we have an equivalence Spl(n,d)(E) ∼=
MPs

nd(n− d, d).
Assume first n2 = 0 and n1 > 1. In this case, we have seen in Remark 9.16

that MPs
nd(n, 0) = ∅. This implies Spl(n,0)(E) = ∅ for n > 1. On the other hand,

Spl(1,0)(E) = Pic0(E) ∼= Ĕ.
For the rest of this proof we assume n2 > 0. By Lemma 9.17, the block M12 of

M ∈ MPs
nd(n1, n2) has maximal rank. If n1 = n2 this means that M12 is invertible

and M can be reduced to the form

M =

(
0 I
X 0

)

where X splits into a direct sum of Jordan blocks with non-zero eigenvalues. It is
easy to see that M is decomposable in MPnd(n1, n2) unless n1 = n2 = 1. Hence,
MPs

nd(m,m) = ∅ if m > 1.
On the other hand, if n1 6= n2, we can reduce M to the form (because both ni > 0)



0 I 0
M ′

11 0 M ′
12

M ′
21 0 M ′

22


 if n2 > n1, or to




M ′
11 M ′

12 0
0 0 I
M ′

21 M ′
22 0


 if n1 > n2.

In both cases, the additional split of the blocks is made in such a way that M ′
11 and

M ′
22 are square matrices. A straightforward calculation shows that

M ′ =

(
M ′

11 M ′
12

M ′
21 M ′

22

)

is an object of MPs
nd(n1, n2 − n1) or MPs

nd(n1 − n2, n2) respectively. This implies
that, in case n2 > n1, the fully faithful functor

MPs
nd(n1, n2 − n1) −→ MPs

nd(n1, n2)

which is defined on objects by sending

N ′ =

(
N ′

11 N ′
12

N ′
21 N ′

22

)
to N =




0 I 0
N ′

11 0 N ′
12

N ′
21 0 N ′

22


 ∈ MPs

nd(n1, n2)

and on morphisms by sending
((

A 0
D′ E

)
,

(
A 0
D′′ E

))
∈ HomMPs

nd(n1,n2−n1)(M
′, N ′)

to 




A 0 0
N ′

12D
′ A 0

N ′
22D

′ D′ E


 ,




A 0 0
0 A 0
D′′ D′ E




 ∈ HomMPs

nd(n1,n2)(M,N)

is in fact an equivalence of categories. Similarly, if n1 > n2, we obtain an equivalence

MPs
nd(n1 − n2, n2) −→ MPs

nd(n1, n2).
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If we start with any pair of positive integers n1 6= n2 and continue to reduce the
size of the matrix in the way described above, we obtain an equivalence of cat-
egories MPs

nd(m,m) → MPs
nd(n1, n2), where m = gcd(n1, n2). Our assumption

Spl(n,d)(E) 6= ∅ implies now gcd(n, d) = gcd(n1, n2) = 1 and our construction gives
us an equivalence

MPs
nd(1, 1)→ MPs

nd(n1, n2).

Using Lemma 9.17 we see that each object in MPs
nd(1, 1) is isomorphic to

M1,1(λ) =

(
0 1
λ 0

)

for some λ ∈ C∗. We consider M1,1(λ) to be the canonical form for objects in
MPs

nd(1, 1). Its image under the equivalence MPs
nd(1, 1)→ MPs

nd(n1, n2) constructed
above will be denoted by Mn1,n2(λ). This is a canonical form for objects of the
category MPs

nd(n1, n2). An explicit description of Mn1,n2(λ) is given in Algorithm
9.20 below.

Observe now that isomorphic objects of MPs
nd(n1, n2) have the same determinant

and that the functor MPs
nd(1, 1) → MPs

nd(n1, n2) respects the determinant up to a
sign which depends on (n1, n2) only. As a consequence, we see that Mn1,n2(λ) ∼=
Mn1,n2(λ

′) if and only if det
(
Mn1,n2(λ)

)
= det

(
Mn1,n2(λ

′)
)
, which is equivalent to

λ = λ′. Because we have

F
(
det(V)

)
=
(
OP1(n2),Cs, (det(M), 1)

)

for any V ∈ Spl(n,d)(E), we see now that det : Spl(n,d)(E) → Picd(E) is bijective if
gcd(n, d) = 1. �

Algorithm 9.20. For any pair of positive coprime integers (n1, n2), the simple
objects Mn1,n2(λ) ∈ MPs

nd(n1, n2) are described in the following way.

(1) First, we produce a sequence of pairs of coprime integers by replacing at each
step a pair (n1, n2) by (n1−n2, n2) if n1 > n2 and by (n1, n2−n1) if n2 > n1.
We continue until we arrive at (1, 1).

(2) Starting with the matrix M1,1(λ) ∈ MPs
nd from Example 9.18 we recur-

sively construct the matrix Mn1,n2(λ) as follows. We follow the sequence
constructed in part (1) in reverse order and
• if we go from (m1,m2) to (m1 +m2,m2) we proceed as follows

Mm1,m2(λ) =

(
X Y
Z W

)
⇒Mm1+m2,m2(λ) =




X Y 0
0 0 Im2

Z W 0


 .

• and similarly, if we go from (m1,m2) to (m1,m1 +m2) we set

Mm1,m2(λ) =

(
X Y
Z W

)
⇒Mm1,m1+m2(λ) =




0 Im1 0

X 0 Y
Z 0 W


 .
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Remark 9.21. From the construction it is clear that Mn1,n2(λ) is an n× n-matrix
having exactly one non-zero entry in each column and each row. Exactly one of
these non-zero entries is equal to λ ∈ C∗ and this entry is found in the last row. All
the other non-zero entries are equal to 1.

Remark 9.22. Because simple vector bundles on Weierstraß curves are stable ([20,

Cor. 4.5]), we have Spl(n,d)(E) = M
(n,d)
E and Theorem 9.19 provides another proof

of the part of Theorem 6.1 which says that two stable vector bundles V1 and V2 of
the same rank on a nodal Weierstraß curve are isomorphic if and only if det(V1) ∼=
det(V2).

Example 9.23. Let us apply Algorithm 9.20 to describe in terms of triples all
simple vector bundles on E of rank 5 and degree 12. From earlier calculations we

see that the normalisation of such a bundle is Ṽ = OP1(2)3 ⊕OP1(3)2, in particular
(n1, n2) = (3, 2). The sequence of reductions for sizes of matrices from the category
MPnd is:

(3, 2) −→ (1, 2) −→ (1, 1).

This induces a reverse sequence of functors

MPs
nd(1, 1) −→ MPs

nd(1, 2) −→ MPs
nd(3, 2),

giving the following sequence of canonical forms:

(
0 1
λ 0

)
7→




0 1 0
0 0 1
λ 0 0


 7→




0 1 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
λ 0 0 0 0



.

Therefore, the set of stable vector bundles of rank 5 and degree 12 is described by
the family of triples

(
OP1(2)3 ⊕OP1(3)2,C5

s, m̃
)
, where

m(0) =




0 1 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
λ 0 0 0 0



, m(∞) = I5.

Example 9.24. The indecomposable semi-stable vector bundles V of rank two and
degree zero, whose Jordan-Hölder factors are locally free, are of the form L ⊗ A2,
where L ∈ Pic0(E). Using Lemma 9.13 and compatibility with tensor products, we
see that they are described by the triples

(
O2

P1 ,C2
s, m̃

)
∈ Tri(E), where

m(0) = λJ2(1) =

(
λ λ
0 λ

)
, λ ∈ C∗ and m(∞) = I2 =

(
1 0
0 1

)
.
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Lemma 9.25. Let λ ∈ C∗, X = diag(α1, α2, . . . , αn) with αi ∈ C∗, i = 1, . . . , n and
n = n1 + n2, then XMn1,n2(λ) ∼= Mn1,n2(λ · α1 · . . . · αn) as objects of MPnd.

Proof. It is not hard to see that XMn1,n2(λ) ∈ MPnd is again simple, hence it is
isomorphic to a canonical form Mn1,n2(λ

′). This means that there exist invertible
matrices S = ( A 0

C′ B ) and T = ( A 0
C′′ B ) such that Mn1,n2(λ

′) = S−1XMn1,n2(λ)T .
Because det(S) = det(A) det(B) = det(T ), we obtain λ′ = λ det(X). �

Remark 9.26. If n1, n2 are fixed and for each λ ∈ C there is given an object
M(λ) ∈ MPs

nd(n1, n2), we obtain simple vector bundles Vλ of rank n = n1 + n2

on E such that F(Vλ) ∼=
(
On1

P1 ⊕ OP1(1)n2 ,Cn1+n2
s , (M(λ), id)

)
. Similarly, for each

β ∈ C∗ there exists a unique line bundle Lβ on E such that F(Lβ) ∼=
(
OP1 ,C, (β, 1)

)
.

We say that the family M(λ) is compatible with the action of the Jacobian, if
for all λ, β ∈ C∗ we have M(βnλ) = βM(λ). This implies, but is stronger than
Vβnλ

∼= Lβ ⊗ Vλ.
Lemma 9.25 implies that the vector bundles Vλ given by the family Mn1,n2(λ)

satisfy Vβnλ
∼= Lβ ⊗ Vλ, but Mn1,n2(λ) is not compatible with the action of the

Jacobian. However, if we replace all non-zero entries of Mn1,n2(λ) by n
√
λ, some fixed

n-th root of λ, we obtain an object Nn1,n2(λ) ∈ MPnd(n1, n2) which is isomorphic to
Mn1,n2(λ) and which is compatible with the action of the Jacobian: Nn1,n2(β

nλ) =

βNn1,n2(λ). Another choice of n
√
λ gives an isomorphic vector bundle.

Because there is no global choice of an n-th root, we define Ñn1,n2(t) := Nn1,n2(t
n)

for all t ∈ C∗ in order to globalize this construction. Compatibility for this family

has now the form Ñn1,n2(βt) = βÑn1,n2(t). As we shall see in Subsection 9.4, this
will give us a trivialization of a universal family of stable vector bundles compatible
with the action of Jacobian, necessary to construct a gauge transformation of the
geometric associative r-matrix depending on the difference of the vector bundle
spectral parameters.

If we apply this construction to the family of triples from Example 9.18, which
describe the simple vector bundles of rank 2 and degree 1, we obtain a family of
vector bundles described by triples (OP1 ⊕OP1(1),C2

s, m̃) with

m(0) = Ñ1,1(λ) =

(
0 λ
λ 0

)
, λ ∈ C∗ and m(∞) =

(
1 0
0 1

)
.

This family of matrices is compatible with the action of Pic0(E). But for λ and −λ
we always obtain isomorphic vector bundles.

9.3. Vector bundles on a cuspidal Weierstraß curve. We now recall an explicit
description of those objects in Tri(E) which correspond to simple vector bundles on
a cuspidal Weierstraß curve E, following the approach of [13]. The exposition is
very similar to the nodal case and includes an algorithm producing a normal form
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for such triples for each given rank and degree. Rank and degree of a simple vector
bundle on a cuspidal Weierstraß curve also turn out to be coprime.

Let E be the cuspidal cubic curve, given by the equation zy2 = x3. Its normali-
sation π : P1 −→ E is given by π(z0 : z1) = (z2

0z1 : z3
0 : z3

1). With these coordinates
on P1 the preimage of the singular point s = (0 : 0 : 1) ∈ E is π−1(s) = (0 : 1) =∞.

Then Z is the reduced point s ∈ E with the structure sheaf C. Moreover, Z̃ is
non-reduced with support at ∞ = (0 : 1) ∈ P1 and structure sheaf R = C[ε]/ε2.

The morphism π̃ : Z̃ → Z corresponds to the canonical ring homomorphism C→ R.

Recall that w = z0/z1 is a coordinate in the neighbourhood U∞ of the point

(0 : 1). The morphism η̃ : Z̃ → P1 corresponds to the map evU∞
: OP1(U∞) →

O eZ(U∞) = R, given by evU∞
(w) = ε. Next, following the recipe of Remark 9.8 we

use the section pζ(z0, z1) = z1 ∈ H0
(
OP1(1)

)
to define the collection of isomorphisms

ζl : η̃∗OP1(l) −→ O eZ . They are given by the formula ζl(s) = evV

(
s

zl
1

)
for each open

set V ⊂ U∞, all l ∈ Z and any s ∈ Γ
(
V,OP1(l)

)
. A morphism

q = q(z0, z1) = a0z
m−n
0 + a1z

m−n−1
0 z1 + · · ·+ am−nz

m−n
1 ∈ HomP1

(
OP1(n),OP1(m)

)

is therefore evaluated according to the rule

η̃∗OP1(n)

ζn

��

η̃∗(q)
// η̃∗OP1(m)

ζm

��

R
am−n+am−n−1ε

// R.

The following lemma shows how the explicit identification of m̃ with a matrix is
carried out for line bundles of degree one.

The chosen coordinates provide us with an isomorphism C ∼= U∞ = P1 \ {∞}
mapping y ∈ C to (1 : y) ∈ U∞. In the cuspidal case, the normalization restricts

to an isomorphism π : P1 \ {∞} −→ Ĕ. Together, this gives us an identification

Ĕ ∼= C, under which y ∈ C corresponds to ỹ := π−1(y) = (1 : y) ∈ P1.

Lemma 9.27. With respect to the given choice of homogeneous coordinates on P1

and the set of trivializations {ζl}l∈Z described above, we have for all y ∈ Ĕ ∼= C

F
(
OE(y)

) ∼=
(
OP1(1),Cs, 1− yε

)
.

Proof. As in the case of a nodal cubic curve, because OE(y) is a line bundle of
degree one, we know TOE(y) := F

(
OE(y)

)
=
(
OP1(1),Cs, (1 + λε)

)
for some λ ∈ C

and TOE
:= F(OE) =

(
OP1 ,Cs, (1)

)
. By Theorem 9.4 we have a commutative
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diagram

HomTri(E)

(
TO, TOE(y)

)
G

//

For

��

HomE

(
OE,OE(y)

)

π∗

��

HomP1

(
OP1 ,OP1(1)

)
HomP1

(
OP1 ,OP1(ỹ)

)
.

cnj
“
γTO ,γTO(y)

”

oo

The section z1−yz0 ∈ HomP1

(
OP1 ,OP1(1)

)
generates the image of π∗, hence belongs

to the image of For and there exists c ∈ C such that the following diagram is
commutative:

R
c

//

1
��

R

1+λε
��

R
1−yε

// R.

This implies c = 1, λ = −y and F
(
O(y)

)
=
(
OP1(1),Cs, (1− yε)

)
. �

We aim now at giving a canonical form for those elements in Tri(E) which corre-
spond to simple vector bundles on E having rank n and degree d. Just as in the nodal
case, without loss of generality, we may assume 0 ≤ d < n. Recall that VB(0,1)

n1,n2
(E)

is the full subcategory of VB(0,1)(E), whose objects are vector bundles V with fixed

normalization π∗V ∼= Ṽ := On1

P1 ⊕ OP1(1)n2 . The category VB(0,1)
n1,n2

(E) is equivalent

to the full subcategory of Tri(E) whose objects (Ṽ ,N , m̃) satisfy N ∼= Cn1+n2
s and

Ṽ ∼= On1

P1 ⊕ OP1(1)n2 . Hence, these objects are described by an invertible matrix
m̃ = m0 + εmε ∈ GLn1+n2(R). Note the following easy lemma.

Lemma 9.28. Let m̃ = m0 + εmε be an element of Matn×n(R), where m0,mε ∈
Matn×n(C). Then the matrix m is invertible if and only if m0 is. Moreover, in the
latter case we have: det(m̃) = det(m0)

(
1 + ε tr(m−1

0 mε)
)
.

Next, two such matrices m̃, m̃′ ∈ GLn1+n2(R) correspond to isomorphic vector bundles
if and only if there exist a matrix f ∈ GLn1+n2(C) and an automorphism F of
On1

P1 ⊕ OP1(1)n2 such that m̃′ = η̃∗(F )−1 ◦ m̃ ◦ π̃∗(f). For any m̃, using f = m−1
0

and F = id, we find an equivalent matrix m̃′ with m′
0 = id. In order to reduce

m̃ = id + εmε further, we split mε into blocks (mε)ij ∈ Matni×nj
(C) and let

F =

(
In1 0
F21 In2

)

be the automorphism of Ṽ with F21 = z0(mε)21 ∈ Matn2×n1(C[z0, z1]1). With this
choice of F and f = id, a straightforward calculation, which uses

η̃∗(F ) =

(
In1 0
0 In2

)
+ ε

(
0 0

(mε)21 0

)
,
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shows that we can reduce m̃ = id + εmε further to the form

m̃ =

(
In1 0
0 In2

)
+ ε

(
M11 M12

0 M22

)
.

Therefore, triples
(
On1

P1 ⊕ OP1(1)n2 ,Cn1+n2
s , m̃

)
with such m̃ form a category which

is equivalent to VB(0,1)
n1,n2

(E). This motivates the following definition.

Definition 9.29. Let E be a cuspidal cubic curve and n1 > 0, n2 ≥ 0 integers. The
category MPcp(n1, n2) is defined as follows.

• Its objects are “matrices” with three blocks Mij ∈ Matni×nj
(C)

M =

(
M11 M12

× M22

)
,

where × is an “empty” or “non-existing” block.
• Morphisms are given by “matrices”

HomMPcp(M,M ′) = {S | SM = M ′S} .

with obvious composition and such that S =

(
S11 ×
S21 S22

)
has blocks of the

same size as the blocks of M and M ′. The condition SM = M ′S means that

S11M11 = M ′
11S11 +M ′

12S21

S11M12 = M ′
12S22

S21M12 + S22M22 = M ′
22S22,

in other words: we ignore the lower left block in SM and M ′S.

As in the nodal case, we denote by MPs
cp(n1, n2) the full subcategory of simple

objects of MPcp(n1, n2).

Remark 9.30. If n2 = 0 the block structure and the non-existing block disappear
and we end up in a situation similar to the one described in Remark 9.16. Here we
have MPcp(n, 0) = Matn×n(C) and HomMPcp(n,0)(M,M ′) = {S | SM = M ′S}. The
indecomposable objects in this category are precisely those which are isomorphic to
a Jordan block Jn(λ), λ ∈ C. As before, this implies MPs

cp(n, 0) = ∅ if n > 1 and
MPs

cp(1, 0) = C.

Lemma 9.31. For any pair of non-negative integers (n1, n2) with n1 > 0, the cat-

egories VB(0,1)
n1,n2

(E) and MPcp(n1, n2) are equivalent. Under this equivalence, simple
vector bundles correspond to objects of MPs

cp(n1, n2).

Proof. Sending M ∈ MPs
cp(n1, n2) to In1+n2 + εM ∈ GLn1+n2(O eZ), with inherited

block structure from M , gives an equivalence between MPs
cp(n1, n2) and BMn1,n2(E).

The proof of the lemma is now completely parallel to the case of a nodal cubic curve
and is, therefore, left to the reader. �
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Next, we wish to find a canonical form for objects M ∈ MPs
cp(n1, n2). Similar to

the nodal case, in each isomorphism class of MPs
cp(n1, n2), we are going to describe a

unique object with a particularly “simple” structure. Again, the reduction procedure
described below is based on an easy lemma.

Lemma 9.32. The block M12 has full rank, if M ∈ MPs
cp(n1, n2) is simple.

Proof. Just as in the nodal case (Lemma 9.17), if M12 does not have full rank, the
matrix M can be reduced to the form

M =




M1 M2 0 0
0 0 I 0

× × M3 M4

× × 0 M5




and we obtain a non-scalar endomorphism

S =




I 0 × ×
0 I × ×
0 0 I 0
W 0 0 I


 ,

where W is an arbitrary matrix of appropriate size. �

Example 9.33. For any λ ∈ C, the triple
(
OP1 ⊕OP1(1),C2

s, m̃
)

with

m̃ =

(
1 0
0 1

)
+ ε

(
λ 1
0 0

)

defines a simple vector bundle of rank 2 and degree 1 on a cuspidal cubic curve E.
It corresponds to M1,1(λ) := ( λ 1

× 0 ) ∈ MPs
cp(1, 1).

Theorem 9.34 (see [13]). Let E be a cuspidal cubic curve and denote by Spl(n,d)(E)
the set of all isomorphism classes of simple vector bundles of rank n and degree d
on E. If gcd(n, d) = 1 the map det : Spl(n,d)(E) → Picd(E) ∼= C is bijective. If

gcd(n, d) > 1 we have Spl(n,d)(E) = ∅.
Proof. The proof very similar to the proof of Theorem 9.19. A first difference is that
if n1 = n2, we can transform the matrix M ∈ MPs

cp(n, n) to the form

M =

(
M11 I
× 0

)
,

because the block M12 is square and invertible. We can further reduce the block M11

to its Jordan canonical form keeping the block M12 = I unchanged. This implies
that M splits into a direct sum of objects of the form

(
Jm(λ) Im
× 0

)
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which are simple in MPcp(m,m) if and only if m = 1.
The other difference is that a simple object M ∈ MPcp(n1, n2) can be reduced to

M =




0 I 0
× M ′

11 M ′
12

× 0 M ′
22


 if n2 > n1, or to M =




M ′
11 M ′

12 0
0 M ′

22 I
× × 0


 if n1 > n2.

A straightforward calculation shows that the matrix

M ′ =

(
M ′

11 M ′
12

× M ′
22

)

is an object of MPs
cp(n1, n2 − n1) or MPs

cp(n1 − n2, n2) respectively and that

det(id + εM) = det(id + εM ′).

If gcd(n1, n2) = 1, we end up with an equivalence MPs
cp(1, 1) → MPs

cp(n1, n2) just
as in the nodal case. Using Lemma 9.32 we see that each object in MPs

cp(1, 1) is
isomorphic to

M1,1(λ) =

(
λ 1
× 0

)
, λ ∈ C.

By definition, Mn1,n2(λ) ∈ MPs
cp(n1, n2) denotes the image of M1,1(λ) under the

equivalence described above. Again, Mn1,n2(λ) ∼= Mn1,n2(λ
′) in MPs

cp(n1, n2) if and

only if λ = λ′. From the identity det
(
id + εM1,1(λ)

)
= 1 + ελ, the bijectivity of the

determinant map follows. �

Remark 9.35. Reversing the reduction step in the proof of Theorem 9.34 gives us
an algorithm similar to Algorithm 9.20 which produces the matrix Mn1,n2(λ) starting
with M1,1(λ). The only non-zero diagonal element of Mn1,n2(λ) will be the moduli
parameter λ ∈ C, i.e. λ = tr

(
Mn1,n2(λ)

)
.

Lemma 9.36. Let λ ∈ C, A = diag(α1, α2, . . . , αn) with αi ∈ C and n = n1 + n2,
then A+Mn1,n2(λ) ∼= Mn1,n2(λ+ α1 + α2 + · · ·+ αn) as objects of MPcp.

Proof. We proceed by induction on n, the size of the matrix Mn1,n2(λ). The case
n1 = n2 = 1 is an easy calculation. Assume the statement is true for all pairs (n1, n2)
of positive integers such that n1 + n2 < n. We shall deal with the case n1 > n2, the
opposite case is similar and left to the reader.

From the proof of Theorem 9.34 we know that Mn1,n2(λ) has the structure

Mn1,n2(λ) =




M ′
11 M ′

12 0
0 M ′

22 In2

× × 0


 so that Mn1−n2,n2(λ) =

(
M ′

11 M ′
12

× M ′
22

)
,

with M ′
11,M

′
22 being square matrices of sizes n1−n2 and n2 respectively. If we write

A = diag(α1, α2, . . . , αn1−n2 |αn1−n2+1, . . . , αn1 |αn1+1, . . . , αn) = diag(A1|A2|A3),
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with Ai being diagonal blocks, we obtain

A+Mn1,n2(λ) =




M ′
11 + A1 M ′

12 0
0 M ′

22 + A2 In2

× × A3


 .

A straightforward calculation shows that the matrix

S =




In1−n2 0 ×
0 In2 ×
0 −A3 In2




defines an isomorphism in the category MPcp(n1, n2) between A+Mn1,n2(λ) and



M ′
11 + A1 M ′

12 0
0 M ′

22 + A2 + A3 In2

× × 0


 .

The inductive hypothesis implies that Mn1−n2,n2(λ) + diag(A1|A2 + A3) is a simple
object of MPcp(n1−n2, n2) which is isomorphic to Mn1−n2,n2(λ+α1 + . . .+αn). This
implies that A+Mn1,n2(λ) ∼= Mn1,n2(λ+ α1 + . . .+ αn) in MPcp(n1, n2). It was not
possible to give a direct proof like for Lemma 9.25 in the nodal case, because it is
not obvious at the beginning that A+Mn1,n2(λ) ∈ MPcp is again simple. �

Remark 9.37. This lemma implies that the object Nn1,n2(λ) ∈ MPcp(n1, n2), ob-
tained from Mn1,n2(λ) by replacing each diagonal entry by λ

n
, is isomorphic to

Mn1,n2(λ) in MPcp(n1, n2). Moreover, this matrix is compatible with the action of the
Jacobian in the sense that for all λ, β ∈ C we have βIn +Nn1,n2(λ) = Nn1,n2(nβ+λ).
This is equivalent to (1 + εβ)(In + εNn1,n2(λ)) = In + εNn1,n2(nβ + λ). The precise
meaning of this condition will be clarified in Subsection 9.4.

Remark 9.38. Because simple vector bundles on Weierstraß curves are stable ([20,

Cor. 4.5]), we have Spl(n,d)(E) = M
(n,d)
E and Theorem 9.34 provides another proof of

the part of Theorem 6.1 which says that two stable vector bundles V1 and V2 of the
same rank on a cuspidal Weierstraß curve are isomorphic if and only if det(V1) ∼=
det(V2).

Moreover, because the group Pic0(E) ∼= C is torsion free and divisible, it follows
from det(V ⊗L) ∼= det(V)⊗L⊗n that the action of the Jacobian Pic0(E) on the set

M
(n,d)
E of stable vector bundles of rank n and degree d is simply transitive.

Example 9.39. The family of vector bundles on a cuspidal cubic curve, described
by the triples

(
OP1 ⊕OP1(1),C2

s, m̃
)

with

m̃ = I2 + εN1,1(λ) =

(
1 0

0 1

)
+ ε

(
λ
2

1

0 λ
2

)
,
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defines a universal family of stable vector bundles of rank 2 and degree 1. The family
of matrices

Nn1,n2(λ) =

(
λ
2

1

0 λ
2

)

is compatible with the action of Pic0(E).

9.4. Universal families and their trivializations. The goal of this subsection
is an explicit description of a universal family on the moduli space of stable vector
bundles on a singular Weierstraß cubic curve E.

For a reduced complex space B consider the Cartesian diagram

Z̃ ×B η̃B=η̃×id−−−−−→ P1 ×B
π̃B=π̃×id

y
yπB=π×id

Z ×B ηB=η×id−−−−−→ E ×B
and abbreviate νB = πB ◦ η̃B = ηB ◦ π̃B. If B is a point we omit the subscript B in
the notation introduced.

Let us fix homogeneous coordinates (z0 : z1) on P1 and denote OP1×B(l) =
pr∗1OP1(l), where pr1 : P1 × B → P1 is the projection map. Let p = p(z0, z1) ∈
H0
(
OP1(1)

)
be a section, which is non-vanishing on Z̃. The recipe of Remark 9.8

gives a family of isomorphisms ζl : η̃∗
(
OP1(l)

)
−→ O eZ . Pulling back to P1 × B, we

obtain isomorphisms ζl : η̃∗B
(
OP1×B(l)

)
−→ O eZ×B denoted for the sake of simplicity

by the same letters.

Let Ã =
⊕

l∈Z
OP1×B(l)nl be a vector bundle of rank n on P1 × B. Then there

are induced isomorphisms ζ
eA : η̃∗BÃ −→ On

eZ×B
and ζ

eA : νB∗η̃∗BÃ −→ νB∗On
eZ×B

,

denoted again by the same letters. For any point b ∈ B we have: Ãb := Ã|P1×{b} =⊕
l∈Z
OP1(l)nl . In a similar way, we obtain isomorphisms ζ

eAb : η̃∗Ãb −→ On
eZ and

ζ
eAb : ν∗η̃∗Ãb −→ ν∗On

eZ . Note that the isomorphisms ζ
eA and ζ

eAb are related by the
canonical base change diagrams.

Now we proceed with our construction of vector bundles on E × B. We start
with an invertible matrix M ∈ GLn(O eZ×B). If convenient, we may start instead
with a holomorphic function M : B −→ Matn×n(C), denoted by the same letter.
The corresponding element in GLn(O eZ×B) will then be (M, id) in the nodal case and
1n + εM in the cuspidal case (see Lemmas 9.15 and 9.31). For any point b ∈ B we
denote by M(b) the corresponding matrix in GLn(O eZ) or Matn×n(C) respectively.
Following the notation of Subsection 9.1, we denote

m : ηB∗On
Z×B

can−→ νB∗On
eZ×B

νB∗(M)−−−−→ νB∗On
eZ×B
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and let m̃ be the unique map which makes the following diagram of isomorphisms
commutative:

On
eZ×B

em
//

M

44η̃∗BÃ
ζ

eA
// On

eZ×B

In a similar way, let mb and m̃b be the morphisms determined by the matrix M(b).
The following theorem is a mild generalization of Theorem 9.4.

Theorem 9.40. Let Ā = ⊕l∈ZOP1(l)nl be a vector bundle of rank n on P1, ζ :
O(1)P1

∣∣ eZ −→ O eZ be the isomorphism induced by a section p = pζ(z0, z1) ∈ H0
(
OP1(1)

)
,

and Ã = ⊕l∈ZOP1×B(l)nl be the pull-back of Ā to P1 ×B.

• Consider the coherent sheaf A on E ×B given by the exact sequence

(34) 0→ A
“

i
p

”

−−→ πB∗Ã ⊕ ηB∗On
Z×B

( ζ
eA m )−−−−−→ νB∗On

eZ×B
→ 0.

Then A ∈ Coh(E × B) is locally free and for each b ∈ B we have: Ab = A|E×{b} ∼=
G
(
Ã
∣∣
E×{b}, On

Z , m̃(b)
)
, where G is the functor described in Theorem 9.4. In what

follows, we shall use the notation A = G
(
Ã,On

Z×B, m̃
)
.

• Let B̃ = ⊕l∈ZOP1×B(l)ml be a vector bundle of rank m on P1×B, N ∈ GLm(O eZ×B),

n : ηB∗Om
Z×B

can−→ νB∗Om
eZ×B

νB∗(N)−−−−→ νB∗Om
eZ×B

and B = G
(
Ã,Om

Z×B, ñ
)
. Then

HomE×B(A, B) ⊆ HomP1×B(Ã, B̃)×Matm×n(OZ×B)

consists of those pairs (F, f) for which the following diagram is commutative:

On
eZ×B

π̃∗
B(f)

��

M
//

em
**On

eZ×B η̃∗BÃ
ζ

eA
oo

η̃∗
B(F )

��

Om
eZ×B

N
//

en

44
Om

eZ×B η̃∗BB̃.
ζ

eB
oo

• Let f : B′ −→ B be a holomorphic map between reduced analytic spaces. Let
M ′ ∈ GLn(O eZ×B′) be the image of the matrix M under the morphism induced by
H0(O eZ×B)→ H0(O eZ×B′), which is given by pull-back under f . Let A′ = (id×f)∗A,

Ã′ = (id × f)∗Ã etc. Then we have: A′ ∼= G
(
Ã′,On

Z×B′ , m̃′). In other words, this
construction is compatible with base change.
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• Let N ∈ H0(O∗
eZ×B

), L̃ = OP1×B(c) for some c ∈ Z and L = G
(
L̃,OZ×B, ñ

)
be the

corresponding line bundle, i.e. we have an exact sequence

0→ L
“

j
q

”

−−→ πB∗L̃ ⊕ ηB∗OZ×B

( ζ
eL n )−−−−→ νB∗O eZ×B → 0.

Then the following sequence is exact:

0→ A⊗L

„
i⊠j
p⊠q

«

−−−−→ πB∗
(
Ã ⊗ L̃

)
⊕ ηB∗On

Z×B

( ζ
eA⊗ eL m⊠n )−−−−−−−−→ νB∗On

eZ×B
→ 0,

where the morphism m ⊠ n is induced by the matrix M · N , i ⊠ j is the morphism

A ⊗ L i⊗j−→ πB∗Ã ⊗ πB∗L̃ can−→ πB∗
(
Ã ⊗ L̃

)
and p ⊠ q is defined is a similar way.

This means that the tensor product of a vector bundle with a line bundle is given
by the product of the corresponding matrices. More generally, the tensor product of
two vector bundles corresponds to the tensor product of the defining matrices.

• Finally, we have the following short exact sequence:

0→ detA −→ πB∗ det Ã ⊕ ηB∗OZ×B

( ζdet eA det(m) )−−−−−−−−−→ νB∗O eZ×B → 0,

where the morphism det(m) corresponds to the determinant det(M) ∈ H0(O eZ×B).

Proof. To prove the first part of the statement, note that the sheaf νB∗On
eZ×B

is

B-flat. Hence, for any point b ∈ B the restriction of the sequence (34) to E × {b}

0→ Ab → π∗Ãb ⊕ η∗On
Z

“
ζ

eAb mb

”

−−−−−→ ν∗On
eZ → 0,

is exact again. By Theorem 9.4 the coherent sheaf Ab is locally free. Since B is
reduced, A is locally free, too.

The description of morphisms between A and B in terms of morphisms between

Ã and B̃ and matrices M and N follows from the universal property of the kernel.
In order to show the base change property for G we use again that νB∗On

eZ×B
is

flat over B. Let f̃ = id× f : E ×B′ −→ E ×B then the functor f̃ ∗ induces a short
exact sequence

0→ f̃ ∗A
f̃∗

“
i
p

”

−−−−→ f̃ ∗(πB∗Ã ⊕ ηB∗On
Z×B

) f̃∗( ζ
eA m )−−−−−−→ f̃ ∗(νB∗On

eZ×B

)
→ 0.
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Consider the following commutative diagram:

P1 ×B′ id×f
//

πB′

��

P1 ×B
pr1

//

πB

��

P1

π

��

E ×B′ f̃
//

pr2
��

E ×B pr1
//

pr2
��

E

B′ f
// B

It implies that the base-change morphism f̃ ∗πB∗Ã −→ πB′∗(id× f)∗Ã is an isomor-
phism. Indeed, it can be identified with the composition of isomorphisms

f̃ ∗πB∗Ã ∼= f̃ ∗πB∗pr∗1Ā ∼= f̃ ∗pr∗1π∗Ā ∼= πB′∗(id× f)∗pr∗1Ā ∼= πB′∗(id× f)∗Ã,

given by the flat base change. Denote Ã′ = (id × f)∗Ã. Then it is not difficult to
show that the following diagrams are commutative:

f̃ ∗πB∗Ã
f̃∗(ζ

eA)
//

can

��

f̃ ∗νB∗On
eZ×B

can

��

πB′∗Ã′ ζ
eA′

// νB′∗On
eZ×B′

f̃ ∗ηB∗On
Z×B

f̃∗(m)
//

can

��

f̃ ∗νB∗On
eZ×B

can

��

ηB′∗On
Z×B′

m′
// νB′∗On

eZ×B′
,

in which the vertical morphisms are induced by the base change. This implies that
we have the following commutative diagram

0 // f̃ ∗A

��

f̃∗
“

i
p

”

// f̃ ∗(πB∗Ã ⊕ ηB∗On
Z×B

)

can

��

f̃∗( ζ
eA m )

// f̃ ∗(νB∗On
eZ×B

)

can

��

// 0

0 // f̃ ∗A // πB′∗Ã′ ⊕ ηB′∗On
Z×B′

( ζ
eA′

m′ )
// νB′∗On

eZ×B′
// 0.

Finally, the compatibility of G with tensor products can be proven along similar
lines as in the absolute case, see [16, Kapitel 2] for more details. �

It turns out that the description of simple vector bundles in terms of objects of
MPs

nd(n1, n2) and MPs
cp(n1, n2) respectively, allows us to give an explicit description

of a universal family of stable vector bundles of rank n and degree d on nodal and
cuspidal Weierstraß cubic curves.

Proposition 9.41. Let E be either a nodal or a cuspidal Weierstraß cubic curve,
0 ≤ d < n be coprime integers and G = C∗ if E is nodal and G = C if E is
cuspidal. If M : G −→ Matn×n(C) is a holomorphic function such that the image of
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M contains exactly one representative of each isomorphism class in MPs
nd(n− d, d)

or MPs
cp(n− d, d) respectively, then

P := G
(
On−d

P1×G ⊕OP1×G(1)d,On
Z×G, m̃

)

is a universal family of stable vector bundles of rank n and degree d on E.

Proof. By Lemma 9.15 and Lemma 9.31 and because each simple vector bundle is
stable ([20, Cor. 4.5]), for each stable vector bundle V of rank n and degree d there
exists a unique b ∈ G such that V ∼= Pb.

Let Q ∈ VB
(
E ×M (n,d)

E

)
be a universal family of stable vector bundles of rank

n and degree d on E. The universal property implies that there exists a unique

morphism f : G → M
(n,d)
E such that P = (id × f)∗Q ⊗ pr∗2L. Restricting on

E × {b} shows that f(b) = [Pb], the point in M
(n,d)
E which corresponds to the

isomorphism class of the vector bundle Pb. Since Pb1 6∼= Pb2 for b1 6= b2, the map f

is bijective. Because M
(n,d)
E is known to be smooth, bijectivity of f implies that f

is an isomorphism. Hence, the pair (G,P) represents the moduli functor. �

Corollary 9.42. Let E be a singular Weierstraß cubic curve, G = C∗ if E is nodal

and G = C if E is cuspidal, 0 ≤ d < n be coprime integers, P̃ = On−d
P1×G⊕OP1×G(1)d,

and M be the canonical form from the proofs of Theorems 9.19 and 9.34 respectively.
Then the coherent sheaf

P = ker
(
πG∗P̃ ⊕ ηG∗On

Z×G

“
ζ

eP m
”

−−−−→ νG∗On
eZ×G

)

is a universal family of stable vector bundles of rank n and degree d on the curve E.

To construct a trivialization of a vector bundleA given by a matrixA ∈ GLn

(
O eZ×G

)

via the sequence (34), we pick a holomorphic section p = pξ ∈ H0
(
OP1(1)

)
(in our

applications we shall have p = z1). This section induces a family of trivializations
{ξl : OP1(l)|eU −→ OeU

}
l∈Z

, compatible with tensor products, from which we obtain

isomorphisms ξ
eA : Ã|eU×G −→ On

eU×G
, because Ã =

⊕OP1×G(l)kl . Here, Ũ ⊂ P1

could be any subset on which pξ does not vanish, but we shall assume Ũ ∩ Z̃ = ∅,
which implies that πG|eU×G : Ũ × G −→ U × G is an isomorphism. Restricting the

sequence (34) to the open subset U × G ⊂ E × G, we obtain a trivialization ξA of
the family A

(35) ξA : A|U×G
i−→ πG∗Ã|U×G

πG∗

“
ξ

eA
”

−−−−−→ On
U×G.

Remark 9.43. Note that in the construction of all our families of stable vector
bundles on a singular Weierstraß cubic curve we have chosen two sections pζ , pξ ∈
H0
(
OP1(1)

)
. These choices are independent of each other! The section pζ is used

to define a family A associated to a matrix A ∈ GLn

(
O eZ×G

)
, whereas pξ is used to

trivialize it on U ×G.
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Even though in our application of Theorem 9.44 we shall come back to the frame-
work of Section 7, we consider here a more general setting: J and M are arbi-
trary reduced complex spaces. We denote the canonical projections as before by

p : E × J ×M −→ E ×M , q : E × J ×M −→ E × J , p eZ : Z̃ × J ×M −→ Z̃ ×M
and q eZ : Z̃ × J ×M −→ Z̃ × J .

Theorem 9.44. Let τ : J×M −→M be a flat morphism, τ̃ = idE×τ , τ eZ = id eZ×τ
and fix P ∈ GLn

(
O eZ×M

)
and N ∈ GL1

(
O eZ×M

)
such that

(36) τ ∗eZP = q∗eZN · p
∗
eZP .

Denote by P ∈M (n,d)
E and N ∈ Picc(E) the bundles defined by P and N respectively.

Let pξ ∈ H0
(
OP1(1)

)
be a section which gives trivializations ξP of P on U ×M and

ξN of N on U × J .
Then there exists an isomorphism ϕ : q∗N ⊗ p∗P −→ τ̃ ∗P which is represented

by the identity with respect to the trivializations ξP and ξN on U × J ×M (compare
with Proposition 7.2).

Proof. The bundles P and N are defined by the short exact sequences

0 −→ N
“

j
q

”

−−→ πJ∗Ñ ⊕ ηJ∗OZ×J

( ζ
fN n )−−−−→ νJ∗O eZ×J −→ 0

and

0 −→ P ( i
r )−−→ πM∗P̃ ⊕ ηM∗On

Z×M

( ζ
eP p )−−−−→ νM∗On

eZ×M
−→ 0,

where P̃ =
⊕

l∈Z
OP1×M(l)kl and Ñ = OP1×J(c). Let P̂ =

⊕
l∈Z
OP1×J×M(l)kl and

N̂ = OP1×J×M(c). By Theorem 9.40 we have short exact sequences

0 −→ τ̃ ∗P −→ (πJ×M)∗P̂ ⊕ (ηJ×M)∗On
Z×J×M

( ζ
bP τ̃∗(p) )−−−−−−−→ (νJ×M)∗On

eZ×J×M
−→ 0,

0 −→ p∗P −→ (πJ×M)∗P̂ ⊕ (ηJ×M)∗On
Z×J×M

( ζ
bP p∗(p) )−−−−−−−→ (νJ×M)∗On

eZ×J×M
−→ 0,

and

0 −→ q∗N −→ (πJ×M)∗N̂ ⊕ (ηJ×M)∗OZ×J×M

( ζ
cN q∗(n) )−−−−−−−→ (νJ×M)∗O eZ×J×M −→ 0.

Moreover, we also know that the sequence

0 −→ q∗N ⊗ p∗P −→ (πJ×M)∗P̂ ⊕ (ηJ×M)∗On
Z×J×M

β→ (νJ×M)∗On
eZ×J×M

−→ 0

is exact, where we abbreviated β = ( ζ
bP q∗(n)⊠p∗(p) ). Because τ is flat, the morphism

τ̃ ∗(p) is induced by the matrix τ ∗eZ(P ) and the morphism q∗(n)⊠ p∗(p) by the matrix
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q∗eZ(N) · p∗eZ(P ). Hence, using (36), we obtain a commutative diagram

(πJ×M)∗P̂ ⊕ (ηJ×M)∗On
Z×J×M

(
ζ

bP τ̃∗(m)
)

// (νJ×M)∗On
eZ×J×M

(πJ×M)∗P̂ ⊕ (ηJ×M)∗On
Z×J×M

(
ζ

bP q∗(n)⊠p∗(p)
)

//

( id 0
0 id )

OO

(νJ×M)∗On
eZ×J×M

id

OO

But this implies that we have an induced morphism ϕ : q∗N ⊗ p∗P −→ τ̃ ∗P .
It remains to verify that the isomorphism ϕ is the identity with respect to the

trivializations induced by ξP and ξN . By Theorem 9.40, we have a commutative
diagram

τ̃ ∗P
τ̃∗(i)

//

id

��

τ̃ ∗(πM)∗P̃
can

��

τ̃ ∗P // (πJ×M)∗P̂

q∗N ⊗ p∗P q∗(j)⊠p∗(i)
//

q∗(j)⊗p∗(i) ++VVVVVVVVVVVVVVVVVVVVV

ϕ

OO

(πJ×M)∗P̂

id

OO

q∗πJ∗Ñ ⊗ p∗πM∗P̃

can

OO

The key point is now that the trivializations ξ
eP and ξ

eN are the pull backs of trivi-
alizations ξP̄eU :

⊕OP1(l)kl |eU −→ On
eU and ξN̄eU : OP1(c)|eU −→ OeU , on P1. This implies

that the base-change morphism can : τ̃ ∗(πM)∗P̃ −→ (πJ×M)∗P̂ is the identity with

respect to the trivializations ξ
eP and ξ

bP . It follows that, in these trivializations, the
isomorphism ϕ is the identity. �

After choosing representing pairs (Jd,L(d)), (J,L) and (M,P) for the functors

Picd, Pic0 and M
n,d
E , in Section 7 we have constructed a morphism τ : J×M −→M .

To make this explicit, let G = C∗ if E is nodal and G = C if E is cuspidal. For
simplicity, we assume again 0 ≤ d < n.

We define J = Jd = M = G with universal bundles L(d) and L both given by
(y, id) in the nodal case and by 1 + εy in the cuspidal case. We define the universal
bundle P to be given by (Mn−d,d, id) in the nodal case (proof of Theorem 9.19) and
1n + εMn−d,d in the cuspidal case (proof of Theorem 9.34). Universality was shown
in Corollary 9.42.
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Using the notation of diagram (25) in Section 7, we obtain now te = idG and det =
±idG, the sign depending on (n, d) only. Moreover, because

(
(y1), (1)

)(
(y2), (1)

)
=(

(y1y2), (1)
)
, the group structure on J = G is multiplication in the nodal case and

because (1 + y1ε)(1 + y2ε) = 1 + (y1 + y2ε), the group structure is addition in the
cuspidal case. Therefore, τ = σ′ : G×G −→ G has the description τ(a, b) = anb in
the nodal case and τ(a, b) = na+ b in the cuspidal case.

We also consider the vector bundle P ′ of rank n and degree d on G × E, which

is given by (Ñn−d,d, id) in the nodal case (Remark 9.26) and 1n + εÑn−d,d in the
cuspidal case (Remark 9.37). These were constructed in such a way that (36) holds
with respect to the morphism τ ′ : G×G −→ G given by τ ′(a, b) = ab (respectively
τ ′(a, b) = a+ b).

If fn : G −→ G is given by fn(t) = tn in the nodal case and by fn(t) = nt in the
cuspidal case, we have (idE × fn) ◦ τ̃ ′ = τ̃ ◦ (idE×J × fn), because J = G is abelian.

From Remark 9.26 and Remark 9.37 respectively, it is clear that (idE×fn)∗P and
P ′ are isomorphic after restriction to a fibre. This implies that these two bundles are
locally isomorphic (with respect to the basis G, which is reduced). Equivalently, up
to a twist by the pull-back of a line bundle on G, (idE×fn)∗P and P ′ are isomorphic.
As G is a non-compact Riemann surface, we even get (idE × fn)∗P ∼= P ′, but we do
not need this in the sequel.

Corollary 9.45. The morphism τ ′ and the bundles P ′ and L satisfy the properties of
Theorem 9.44. Moreover, each point of G has an open neighbourhood M ′ ⊂ G such
that there exits an isomorphism ϕ : q∗L ⊗ p∗P|E×J×M ′ −→ τ̃ ∗P|E×J×M ′, which is
represented by the identity with respect to the trivializations ξP and ξL on U×J×M ′.

Proof. Because, up to a local isomorphism, τ is isomorphic to addition of complex
numbers, it is flat. Now, the first statement is clear from the above. The prove the
second, chose a sufficiently small open neighbourhood M ′ ⊂ G around a given point
on G such that fn restricted to M ′ is an isomorphism and (idE×fn)∗P is isomorphic
to P ′ over E ×M ′. Because q ◦ (idE×J × fn) = q, p ◦ (idE×J × fn) = (idE × fn) ◦ p
and (idE×fn)◦ τ̃ ′ = τ̃ ◦ (idE×J ×fn), with the aid of the isomorphism idE×J ×fn

∣∣
M ′

the claim follows from the first part of the corollary. �

In the cuspidal case, fn is an isomorphism, hence we may choose M ′ = G. In the

nodal case, however, the matrix Ñn1,n2 does not descent to M = G, as it involves
taking n-th roots; fn is an unramified n-fold cover. Therefore, the isomorphism ϕ
exists only locally on M in this case.

Remark 9.46. The map x 7→ OE(x) gives a canonical isomorphism Ĕ → Pic1
E.

Let e ∈ E be the point which has coordinate z = 1 in the nodal case (Subsection
9.2) and z = 0 in the cuspidal case (Subsection 9.3). This point corresponds to

the neutral element of J under the isomorphisms Ĕ
can−→ J1 te←− J (see Section 7).
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This isomorphism and our choice of the representing pair (J,L) with J = G induce

coordinates on Ĕ.
Lemma 9.12 shows that these coordinates coincide with the ones induced by the

coordinates on P1 and the normalization morphism P1 \ Z̃ π−→ Ĕ. However, by
Lemma 9.27 we see that in the case of a cuspidal curve these two choices are different ;
they are related by the involution of C mapping z to −z.
Remark 9.47. If (n, d) ∈ Z+ × Z are coprime integers, we let c be the unique
integer for which n1 = (1 + c)n − d > 0 and n2 = d − cn ≥ 0. With the aid of the

equivalence between VB(c,c+1)
n1,n2

(E) and VB(0,1)
n1,n2

(E), given by the tensor product with
OE(ce), it can be shown that all the results of this section are also valid for such
pairs (n, d).

10. Computations of r-matrices for singular Weierstraß curves

Let E be a singular Weierstraß cubic curve, ΩE the sheaf of regular holomorphic
1-forms, ω ∈ H0(ΩE) a no-where vanishing global section. As usual, for a pair

of coprime integers (n, d) ∈ Z+ × Z, let M = M
(n,d)
E be the moduli space of stable

holomorphic vector bundles of rank n and degree d on E, P = P(n, d) ∈ VB(E×M)
be a universal family and ξP : P|U×M ′ −→ O|nU×M ′ its trivialization, as constructed
in the previous section. Recall that these data define the germ of a meromorphic
function

r̃ = r̃ξ :
(
M ×M × E × E, o

)
−→ Matn×n(C)⊗Matn×n(C),

whose value at the point (v1, v2; y1, y2), where v1 6= v1 and y1 6= y2, is defined
via the commutative diagram (31). Our next goal is to get explicit formulae to

calculate the morphisms resP
v1 ,Pv2

y1
(ω) and ev

Pv1 ,Pv2 (y1)
y2 in the case of nodal and

cuspidal Weierstraß cubic curves. To do this, we consider first the case of vector
bundles on a projective line P1.

10.1. Residue and evaluation morphisms on P1. Let (z0 : z1) be homogeneous
coordinates on P1, 0 = (1 : 0) and U =

{
(z0 : z1)|z0 6= 0

}
. Let z = z1

z0
be a local

coordinate on U . In what follows, we shall use the identification C
∼=−→ U mapping

x ∈ C to (1 : x) ∈ U .
Let V =

⊕
j∈Z
OP1(j)nj andW =

⊕
i∈Z
OP1(i)mi be a pair of vector bundles on P1

of ranks n and m respectively. Then a morphism F ∈ HomP1(V ,W) can be written
in matrix form: F = (Fij), where Fij ∈ Matmi×nj

(
C[z0, z1]i−j

)
.

Consider the set of trivializations
{
ξl : OP1(l)|U −→ OU

}
l∈Z

mapping a local

section p of OP1(l) to the holomorphic function
p
zl
0|U

. They induce trivializations

ξV : V|U −→ On
U and ξW : W|U −→ Om

U . Let x, y ∈ U and ω be a meromorphic
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differential form on P1 holomorphic at x. Let ξ̄V be the morphism

V|U ⊗ Cx
ξV⊗id−−−→ On

U ⊗ Cx
can−→ Cn

x;

the morphism ξ̄W is defined in a similar way. Our goal is to get explicit formulae to
calculate the morphisms:

HomP1

(
V ,W(x)

) resV,W
x (ω)−−−−−→ HomP1

(
V ⊗ Cx,W ⊗ Cx

) cnj(ξ̄V ,ξ̄W )−−−−−−→ Matm×n(C)

and

HomP1

(
V ,W(x)

) ev
V,W(x)
y−−−−−→ HomP1

(
V ⊗ Cy,W ⊗ Cy

) cnj(ξ̄V ,ξ̄W )−−−−−−→ Matm×n(C).

Let σ = z1 − xz0 ∈ H0
(
OP1(1)

)
be a section such that div(σ) = [x]. Then σ defines

an isomorphism OP1(1) −→ OP1(x) mapping a global section p = p(z0, z1) to the

meromorphic function
p
σ . Moreover, it induces an isomorphism

tσ : HomP1

(
V ,W(1)

)
−→ HomP1

(
V ,W(x)

)
.

Let V ′ = V|U and W ′ =W|U . By Proposition 4.8 we have a commutative diagram

HomP1

(
V ,W(x)

) resV,W
x (ω)

//

can

��

HomP1

(
V ⊗ Cx,W ⊗ Cx

)

can

��

HomU

(
V ′,W ′(x)

) resV
′,W′

x (ω)
//

cnj
(

ξV , ξW (x)
)
��

HomU

(
V ′ ⊗ Cx,W ′ ⊗ Cx

)

cnj
(

ξ̄V , ξ̄W
)

��

HomU

(
On

U ,Om
U (x)

) resx(ω)
//

can

��

HomU

(
Cn

x,C
m
x

)

can

��

Matm×n

(
O(x)

) resx(ω)
// Matm×n(C),

where O(x) denotes the vector space of meromorphic functions on U which have at
most a pole of order one at x. Let T be the composition

HomP1

(
V ,W(1)

) tσ−→ HomP1

(
V ,W(x)

) cnj
(

ξV , ξW (x)
)

−−−−−−−−−→ Matm×n

(
O(x)

)
.

Then we have the following result: if F ∈ HomP1

(
V ,W(1)

)
then T (F ) =

F (1, z)
z − x .

Let ω = g(z)dz then by Lemma 4.5 we have:

resx(ω)
(F (1, z)

z − x
)

= g(x)F (1, x).

Corollary 10.1. In the above notation, the morphism

resx := resx(ω) ◦ T : HomP1

(
V ,W(1)

)
−→ Matm×n(C)

has the following form:
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• if ω = dz
z then F (z0, z1) is mapped to 1

xF (1, x);
• if ω = dz then F (z0, z1) is mapped to F (1, x).

In a similar way, we compute the morphism ev
V,W(x)
y . Indeed, by Proposition 4.12

we have a commutative diagram

HomP1

(
V ,W(x)

) ev
V,W(x)
y

//

can

��

HomP1

(
V ⊗ Cy,W ⊗ Cy

)

can

��

HomU

(
V ′,W ′(x)

) ev
V′,W′(x)
y

//

cnj
(

ζV , ζW (x)
)
��

HomU

(
V ′ ⊗ Cy,W ′ ⊗ Cy

)

cnj
(

ζ̄V , ζ̄W
)

��

HomU

(
On

U ,Om
U (x)

) evy
//

can

��

HomU

(
Cn

y ,C
m
y

)

can

��

Matm×n

(
O(x)

) evy
// Matm×n(C)

and for A(z) ∈ Matm×n

(
O(x)

)
we have evy

(
A(z)

)
= A(y).

Corollary 10.2. In the above notations, the morphism

evy := evy ◦T : HomP1

(
V ,W(1)

)
−→ Matm×n(C)

maps a matrix F (z0, z1) ∈ HomP1

(
V ,W(1)

)
to 1

y − xF (1, y).

Remark 10.3. The above morphisms can be included into the following diagram:

HomP1

(
V ,W(1)

)

tσ
��resx

��

evy

��

HomP1

(
V ,W(x)

)

resx(ω)vvmmmmmmmmmmmmm

evy
((QQQQQQQQQQQQQ

Matm×n(C) Matm×n(C)

In particular, the linear maps resx and evy depend on the choice of a section σ ∈
H0
(
OP1(1)

)
vanishing at x: such a σ is determined uniquely only up to a non-zero

constant. However, as we shall see below, this choice does not affect the final formula
to compute the triple Massey product r̃P

v1 ,Pv1

y1,y2
(ω) on a cubic curve.
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10.2. Residue and evaluations maps on singular Weierstraß curves. Let E
be a singular Weierstraß cubic curve, s ∈ E its unique singular point, π : P1 −→ E
normalization of E. We choose homogeneous coordinates on E in such a way that
π−1(s) = {(0 : 1), (1 : 0)} if E is nodal and π−1(s) = {(0 : 1)} if E is cuspidal. Let

Ĕ be the regular part of E then the isomorphism π : P1 \π−1(s) −→ Ĕ induces local

coordinates on Ĕ. In what follows, we shall identify a point y ∈ Ĕ = G with its
preimage ỹ = (1 : y) ∈ P1. Let 0 < d < n be a pair of mutually prime integers and
P ∈ VB(E ×M) a universal family of stable vector bundles of rank n and degree d

on E. Recall that for v1 6= v2 ∈M and y1 6= y2 ∈ Ĕ we have a commutative diagram

HomE

(
Pv1 |y1 ,Pv2 |y1

) π∗
// HomP1

(
π∗Pv1 |ỹ1 , π

∗Pv2 |ỹ1

)

HomE

(
Pv1 ,Pv2(y1)

)
resP

v1 ,Pv2
y1

(ω)

OO

π∗
//

ev
Pv1 ,Pv2 (y1)
y2

��

HomP1

(
π∗Pv1 , π∗Pv2(ỹ1)

)
resπ∗Pv1 ,π∗Pv2

ỹ1
(ω̃)

OO

ev
π∗Pv1 ,π∗Pv2 (ỹ1)
ỹ2

��

HomE

(
Pv1 ⊗ Cy2 ,Pv2 ⊗ Cy2

) π∗
// HomP1

(
π∗Pv1 |ỹ2 , π

∗Pv2 |ỹ2

)
.

In particular, the computation of the morphisms resP
v1 ,Pv2

y1
(ω) and ev

Pv1 ,Pv2 (y1)
y2 can

be reduced to an analogous computation on P1.
Let E ′ and M ′ be open neighbourhoods of e ∈ E and m ∈ M , ξ : P|E′×M ′ −→
On

E′×M ′ be a trivialization of the universal family P which is compatible with the
action of the Jacobian. For v ∈M ′ let Pv = P|E×v and ξv be the induced trivializa-
tion ξv : Pv|E′ −→ On

E′ . Next, for y ∈ E ′ let ζ̄v be the corresponding isomorphism
Pv ⊗ Cy −→ Cn

y . Our goal is to compute the value of the geometric r–matrix rξ

at the point (v1, v2; y1, y2). This linear morphism r̃ξ(v1, v2; y1, y2) is defined via the
commutative diagram

HomE(Pv1 ⊗ Cy1 ,Pv2 ⊗ Cy1)
cnj
(

ξ̄v1 ,ξ̄v2

)
//

r̃P
v1 ,Pv2

y1,y2
(ω)

��

Matn×n(C)

r̃ξ(v1,v2;y1,y2)
��

HomE(Pv1 ⊗ Cy2 ,Pv2 ⊗ Cy2)
cnj
(

ξ̄v1 ,ξ̄v2

)
// Matn×n(C).

Let P̃ = On−d
P1 ⊕Od

P1(1) and P̂ be the pull-back of P̃ to P1×M . Let ζ1 : OP1(1)| eZ −→
O eZ be the isomorphism used in Section 9 in the construction of the category Tri(E).

Recall that the universal family P = P(n, d) was defined using the following short
exact sequence

0 −→ P
“

i
p

”

−−→ πM∗P̂ ⊕ ηM∗On
Z×M

( ζ
bP m )−−−−−→ νM∗On

eZ×M
−→ 0,
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In particular, the trivialization ξ̂
bP : P̂|U×M ′ −→ On

U×M ′ induces the trivialization

ξP : P|E′×M ′
i−→ πM∗P̂|E′×M ′

ξ
bP
−→ On

E′×M ′ .

Moreover, by Theorem 9.4 we know that the morphism

ĩ : π∗
MP

π∗(i)−−→ π∗
MπM∗P̂ can−→ P̂

is an isomorphism. Hence, we have the following commutative diagram

HomE

`
P

v1 ⊗ Cy1
,Pv2 ⊗ Cy1

´

cnj
`

ξ̄v1 , ξ̄v2

´
**VVVVVVVVVVVVVVVVVVV

cnj ◦ π∗

//

r̃P
v1 ,Pv2

y1,y2
(ω)

��

HomP1( eP ⊗ Cỹ1
, eP ⊗ Cỹ1

)

cnj
`

ξ̃v1 , ξ̃v2

´
ttiiiiiiiiiiiiiiiii

Matn×n(C)

r̃ξ(v1,v2;y1,y2)

��

Πv1,v2

y1

resỹ1

OO

evỹ2

��

Matn×n(C)

HomE

`
P

v1 ⊗ Cy2
,Pv2 ⊗ Cy2

´ cnj ◦ π∗

//

cnj
`

ξ̄v1 , ξ̄v2

´ 44hhhhhhhhhhhhhhhhhhh

HomP1( eP ⊗ Cỹ2
, eP ⊗ Cỹ2

)

cnj
`

ξ̃v1 , ξ̃v2

´jjUUUUUUUUUUUUUUUUU

where Πv1,v2
y1

= Im
(
HomE

(
Pv1 ,Pv2(y1)

) cnj
(̃
iv1 , ĩv2 (y1)

)
◦π∗

−−−−−−−−−−−→ HomP1

(
P̃ , P̃(ỹ1)

))
.

The morphisms resỹ1 : Πv1,v2
y1
−→ HomP1(P̃ ⊗ Cỹ1 , P̃ ⊗ Cỹ1) and evỹ2 : Πv1,v2

y1
−→

HomP1(P̃ ⊗ Cỹ2 , P̃ ⊗ Cỹ2) are isomorphisms. Hence, in order to compute the linear
map rξ(v1, v2; y1, y2), it suffices to get explicit formulae for the morphisms

HomP1(P̃ ⊗ Cỹ1 , P̃ ⊗ Cỹ1)
res−1

ỹ1−−−→ Πv1,v2
y1

evỹ2−−→ HomP1(P̃ ⊗ Cỹ2 , P̃ ⊗ Cỹ2).

Consider the short exact sequence

0 −→ OE(y1)

“
j
q

”

−−→ π∗
(
OP1(1)

)
⊕ η∗OZ

( ζ1 ny )−−−−→ ν∗O eZ −→ 0.

By Theorem 9.4 we know that the morphism

j̃ : OP1(ỹ1) = π∗(OE(y1)
) π∗(j)−−→ π∗π∗OP1(1)

can−−→ OP1(1)

is an isomorphism. Let σ = j̃(1) ∈ H0
(
OP1(1)

)
. Then the morphism

tσ : HomP1

(
P̃ , P̃(1)

)
−→ HomP1

(
P̃ , P̃(y1)

)

introduced in Subsection 10.1 is the inverse of the morphism

j̃∗ : HomP1

(
P̃ , P̃(y1)

)
−→ HomP1

(
P̃ , P̃(1)

)
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induced by j̃. Consider the short exact sequence

0 −→ Pv2

“
iv2

qv2

”

−−−−→ π∗P̃ ⊕ η∗On
Z

( ζ
eP m(v2) )−−−−−−−→ ν∗On

eZ −→ 0.

We know that the sequence

0 −→ Pv2(y1)
( k

l )−−→ π∗P̃(1)⊕ η∗On
Z

( ζ
eP(1) m )−−−−−−→ ν∗On

eZ −→ 0

is exact, where k is the morphism Pv2 ⊗OE(y1)
iv1⊗j−−−→ π∗P̃ ⊗π∗OP1(1)

can−→ π∗
(
P̃(1)

)

and m corresponds to the tensor product of matrices m(v2) and n.

Lemma 10.4. In the above notation, the following diagram is commutative:

P̃(ỹ1)
j̃

// P̃(1)

π∗(Pv2(y1)
) k̃

99ssssssssssj̃(ỹ1)

eeLLLLLLLLLL

Proof. This follows from the definition of the morphism k and the fact that the
diagram

π∗(P(y1)
)

//

can

��

π∗π∗P̃ ⊗ π∗π∗OP1(1)
π∗(can)

//

=

��

π∗π∗P̃(1)

can

��

π∗P ⊗OP1(ỹ1) // π∗π∗P̃ ⊗ π∗π∗OP1(1)
π∗(can)⊗π∗(can)

// P̃ ⊗ OP1(1)

is commutative. �

Using Lemma 10.2, we obtain the following result.

Proposition 10.5. The following diagram is commutative:

HomTri(E)

(
TPv1 , TPv2 (y1)

) For
//

G

��

HomP1

(
P̃ , P̃(1)

)

tσ
��

HomE

(
Pv1 ,Pv2(y1)

) cnj
(̃
iv1 , ĩv2 (ỹ1)

)
◦π∗

// HomP1

(
P̃ , P̃(ỹ1)

)
,

where TPv = F(Pv) for all v ∈M .
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Proof. First note that by Theorem 9.4 the diagram

HomTri(E)

(
TPv1 , TPv2 (y1)

)

G

xxpppppppppppppppppppppppp

For

&&M
MMMMMMMMMMMMMMMMMMMMM

HomE

(
Pv1 ,Pv2(y1)

) cnj
(̃
iv1 , k̃
)
◦π∗

// HomP1

(
P̃ , P̃(1)

)

is commutative. By Lemma 10.2 the diagram

HomE

(
Pv1 ,Pv2(y1)

)

cnj
(̃
iv1 ,̃iv2 (ỹ1)

)
◦π∗

yyssssssssssssssssssssss

cnj
(̃
iv1 ,k̃
)
◦π∗

%%K
KKKKKKKKKKKKKKKKKKKK

HomP1

(
P̃ , P̃(ỹ1)

) j̃∗
// HomP1

(
P̃ , P̃(1)

)

is commutative, too. Patching both diagrams together and using that j̃∗ = t−1
σ , we

get the claim. �

Corollary 10.6. Let Π̃v1,v2
y1

= Im
(
HomTri(E)

(
TPv1 , TPv2 (y1)

) For−→ HomP1

(
P̃ , P̃(1)

))
.

Then the following diagram is commutative:

Π̃v1,v2
y1

//

tσ

��

HomP1

(
P̃ , P̃(1)

)

tσ
��

Πv1,v2
y1

// HomP1

(
P̃ , P̃(ỹ1)

)

Collecting everything together, we get the following algorithm for computing asso-
ciative r–matrices coming from a singular Weierestraß cubic curve E.

Algorithm 10.7. Let ω ∈ H0(Ω1,R
E ) ⊂ H0(Ω1,M

P1 ) be the global regular differential

one form on P1 equal to
dz

z
if E is nodal and dz if E is cuspidal. The linear morphism

r̃ξ
ω(v1, v2; y1, y2) can be computed in the following way.

• Compute the vector space Π̃v1,v2
y1
⊆ HomP1

(
P̃ , P̃(1)

)
.

• Consider the morphism resy1 : HomP1

(
P̃ , P̃(1)

)
−→ Matn×n(C) given by

resy1(F ) =

{
1
y1
F (1, y1) if E is nodal

F (1, y1) if E is cuspidal.
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• If E is either nodal or cuspidal, we set evy2 : HomP1

(
P̃ , P̃(1)

)
−→ Matn×n(C)

to be given by the formula

evy2(F ) =
1

y2 − y1

F (1, y2).

• The linear morphism r̃ξ(v1, v2; y1, y2) : Matn×n(C) −→ Matn×n(C) can be
computed as the composition

Matn×n(C)
res−1

y1−−−→ Π̃v1,v2
y1

evy2−−→ Matn×n(C).

10.3. A trigonometric solution obtained from a nodal cubic curve. Let E
be a nodal Weierstraß cubic curve. In this subsection we calculate the associative r-
matrices corresponding to the moduli spaces of rank two (semi-)stable vector bundles
on a nodal Weierstraß curve. We use the notation from Subsection 9.2.

We start with the case of the moduli space of stable vector bundles of rank 2

and degree 1, M = M
(2,1)
E = C∗. It is convenient to use the local homeomorphism

σ : C∗ → C∗ given by σ(z) = z2, because, according to Example 9.18 and Remark
9.26, the family of stable vector bundles (1× σ)∗P(2, 1) is then given by the triple(
OP1 ⊕OP1(1),C2

s,m
)
, where

m(0) =

(
0 λ
λ 0

)
, λ ∈ C∗ and m(∞) =

(
1 0
0 1

)
.

Our goal is to compute the map

rλ1,λ2
y1,y2

: Mat2×2(C) −→ Mat2×2(C),

(
a b
c d

)
7→
(
ϕ ψ
η ξ

)
.

Step 1. In order to calculate the entries ϕ, ψ, η, ξ we first need to describe the

subspace Πλ1,λ2
y1

⊂ HomP1

(
OP1 ⊕ OP1(1),OP1(1) ⊕ OP1(2)

)
. Following the recipe of

Subsection 9.2, we take the section pζ = z1 − z0 to evaluate a morphism

F =

(
a′z0 + a′′z1 t

b′z2
0 + b′′z0z1 + b′′′z2

1 d′z0 + d′′z1

)
∈ HomP1

(
OP1⊕OP1(1),OP1(1)⊕OP1(2)

)
.

This gives the following evaluation rule:

F (0) =

(
−a′ t
b′ −d′

)
, F (∞) =

(
a′′ t
b′′′ d′′

)
.

From the definition of the category of triples we see that F belongs to Πλ1,λ2
y1

if
and only if there exists a matrix ϕ ∈ Mat2×2(C) making the following diagram
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commutative:

C2
0 ⊕ C2

∞

0
@F (0) 0

0 F (∞)

1
A

// C2
0 ⊕ C2

∞

C2
0 ⊕ C2

∞

0
B@

“
0 λ1

λ1 0

”
0

0 ( 1 0
0 1 )

1
CA

OO

0
@ϕ 0

0 ϕ

1
A

// C2
0 ⊕ C2

∞

0
B@

“
0 λ2y1

λ2y1 0

”
0

0 ( 1 0
0 1 )

1
CA

OO

This is equivalent to the equations:

F (∞) = ϕ and F (0)

(
0 λ1

λ1 0

)
=

(
0 λ2y1

λ2y1 0

)
ϕ.

Taking a′′, b′′, b′′′, d′′ as free variables and solving the above system we get




a′ = −λy1d
′′

d′ = −λy1a
′′

t = λy1b
′′′

b′ = (λy1)
2b′′′, where λ =

λ2

λ1

.

Step 2. Next, the equation resy1(F ) =

(
a b
c d

)
reads as

(
a′ + a′′y1 t

b′ + b′′y1 + b′′′y2
1 d′ + d′′y1

)
= y1

(
a b
c d

)
.

From this we obtain 



a′ = − λy1

1− λ2 (d+ λa)

a′′ = 1
1− λ2 (a+ λd)

b′ = λy2
1b

b′′ = c− λ2 + 1
λ

y1b

b′′′ = 1
λ
b

d′ = − λy1

1− λ2 (a+ λd)

d′′ = 1
1− λ2 (d+ λa)

t = y1b.
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Step 3. By the formula for the evaluation map we get:

evy2(F ) =
1

y2 − y1

(
a′ + a′′y2 t

b′ + b′′y2 + b′′′y2
2 d′ + d′′y2

)
=

1

y

(
ϕ ψ
η ξ

)
,

where we denote 



ϕ =
y2 − λ2y1

1− λ2 a+
λ(y2 − y1)

1− λ2 d

ψ = y1b

ξ =
λ(y2 − y1)

1− λ2 a+
y2 − λ2y1

1− λ2 d

η =
(y2 − y1)(y2 − λ2y1)

λ
b+ y2c.

In order to calculate the corresponding solution of the associative Yang–Baxter
equation we use the inverse of the canonical isomorphism

Mat2×2(C)⊗Mat2×2(C) −→ Lin
(
Mat2×2(C),Mat2×2(C)

)

given by X ⊗ Y 7→ tr(X ◦ −)Y . It is easy to see that under this inverse

Lin
(
Mat2×2(C),Mat2×2(C)

)
−→ Mat2×2(C)⊗Mat2×2(C)

a linear function eij 7→ αkl
ijekl, α

kl
ij ∈ C corresponds to the tensor αkl

ijeji⊗ ekl. Having
this rule in mind we obtain the desired associative r–matrix:

r(λ; y1, y2) =
y2 − λ2y1

(y2 − y1)(1− λ2)
(e11 ⊗ e11 + e22 ⊗ e22) +

λ

1− λ2
(e11 ⊗ e22 + e22 ⊗ e11)

+
y1

y2 − y1

e21 ⊗ e12 +
y2

y2 − y1

e12 ⊗ e21 +
y2 − λ2y1

λ
e21 ⊗ e21.

The gauge transformation ϕ(z) = ϕ(µ; z) : (C2, 0) −→ Aut
(
Matn(C)

)
(see Definition

2.5) given by (
a b
c d

)
7→
( √

z 0
0 1

)(
a b
c d

)(
1√
z

0

0 1

)

yields the transformation




eii ⊗ ejj 7→ eii ⊗ ejj, i, j ∈ {1, 2}
e21 ⊗ e12 7→

√
y2

y1
e21 ⊗ e12

e12 ⊗ e21 7→
√

y1

y2
e12 ⊗ e21

e21 ⊗ e21 7→ 1√
y1y2

e21 ⊗ e21.

Thus, we end up with the solution

r(λ, y) =
y − λ2

(y − 1)(1− λ2)
(e11 ⊗ e11 + e22 ⊗ e22) +

λ

1− λ2
(e11 ⊗ e22 + e22 ⊗ e11)+

+

√
y

y − 1
(e12 ⊗ e21 + e21 ⊗ e12) +

(√
y

λ
− λ√

y

)
e21 ⊗ e21,
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where y =
y2

y1

. Using the notation 1 = e11 + e22, this can be rewritten as

r(λ, y) =
1⊗ 1
1− λ2

+
1

y − 1
(e11 ⊗ e11 + e22 ⊗ e22)−

1

λ+ 1
(e11 ⊗ e22 + e22 ⊗ e11)

+

√
y

y − 1
(e12 ⊗ e21 + e21 ⊗ e12) +

(√
y

λ
− λ√

y

)
e21 ⊗ e21.

This is a solution of the associative Yang–Baxter equation of type (10), and by
Theorem 2.15 this tensor also satisfies the quantum Yang–Baxter equation.

In order to rewrite r(λ; y) in the additive form, we make the change of variables
y = exp(2iz), λ = exp(iv). Making a gauge transformation we can multiply the
tensor e21 ⊗ e12 with an arbitrary scalar without changing the coefficients of the
other tensors. Therefore, we obtain

2rtrg(v, z) =
sin(z + v)

sin(z) sin(v)
(e11 ⊗ e11 + e22 ⊗ e22) +

1

sin(v)
(e11 ⊗ e22 + e22 ⊗ e11)+

+
1

sin(z)
(e12 ⊗ e21 + e21 ⊗ e12) + sin(z + v)e21 ⊗ e21.

Up to a scalar, the corresponding solution r̄(z) := limv→0(pr ⊗ pr)r(v; z) of the
classical Yang–Baxter equation is the trigonometric solution of Cherednik:

r̄trg(z) =
1

2
cot(z)h⊗ h+

1

sin(z)
(e12 ⊗ e21 + e21 ⊗ e12) + sin(z)e21 ⊗ e21.

10.4. Trigonometric solutions coming from semi-stable vector bundles.

Our next goal is to construct a solution r(v; y) of the associative Yang–Baxter equa-
tion (8) having a higher-order pole with respect to v. The triple

(
O2

P1 ,C2
s,m

)
with

m(0) =

(
λ λ
0 λ

)
, λ ∈ C∗ and m(∞) =

(
1 1
0 1

)

describes a universal family of semi-stable indecomposable vector bundles of rank
two and degree one, having locally free Jordan-Hölder factors.

Step 1. First we compute the subspace Πλ1,λ2
y1

⊂ HomP1

(
OP1⊕OP1 ,OP1(1)⊕OP1(1)

)
.

Recall that for a morphism

F =

(
a′z0 + a′′z1 b′z0 + b′′z1

c′z0 + c′′z1 d′z0 + d′′z1

)
∈ HomP1

(
OP1 ⊕OP1 ,OP1(1)⊕OP1(1)

)

we take the evaluation rule induced by the section pζ = z1 − z0:

F (0) = −F ′ := −
(
a′ b′

c′ d′

)
F (∞) = F ′′ :=

(
a′′ b′′

c′′ d′′

)
.
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Thus, F belongs to Πλ1,λ2
y1

if and only if we have

F (0)

(
λ1 λ1

0 λ1

)
=

(
λ2y1 λ2y1

0 λ2y1

)
F (∞).

This implies that

F ′ = −λy1F
′′ + λy1

(
−c′′ a′′ + c′′ − d′′
0 c′′

)
.

Step 2. The equation resy1(F ) = y1

(
a b
c d

)
reads F ′ + y1F

′′ = y1

(
a b
c d

)
.

Solving this equation we obtain




a′′ =
1

1− λa+
λ

(1− λ)2
c

b′′ =
λ

1− λa+
1

1− λb−
λ(λ+ 1)

(1− λ)3
c+

λ

(1− λ)2
d

c′′ =
1

1− λc

d′′ = − λ

(1− λ)2
c+

1

1− λd.

Step 3. From the formula evy2(F ) =
1

y2 − y1

(F ′ + y2F
′′) we obtain:

r̃λ1,λ2
y1,y2

(
a b
c d

)
=

(
ϕ ψ
η ζ

)
,

where




ϕ =
y − λ

(y − 1)(1− λ)
a+

λ

(1− λ)2
c

η =
y − λ

(y − 1)(1− λ)
c

ξ = − λ

(1− λ)2
c+

y − λ
(y − 1)(1− λ)

d

ψ = − λ

(1− λ)2
a+

y − λ
(y − 1)(1− λ)

b− λ(1 + λ)

(1− λ)3
c+

λ

(1− λ)2
d

and y =
y2

y1

, λ =
λ2

λ1

. Hence, we obtain the associative r–matrix

r(λ; y) =
y − λ

(y − 1)(1− λ)

(
e11 ⊗ e11 + e22 ⊗ e22 + e21 ⊗ e12 + e12 ⊗ e21

)
+

+
λ

(1− λ)2

(
e12 ⊗ h− h⊗ e12

)
− λ(1 + λ)

(1− λ)3
e12 ⊗ e12.
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Denoting y = exp(2iz), λ = exp(−2iv) and making a gauge transformation

e11 7→ e11, e22 7→ e22, e12 7→ 2e12 and e21 7→
1

2
e21

we finally end up with an associative r–matrix

r(v; z) =
sin(z + v)

2 sin(z) sin(v)

(
e11 ⊗ e11 + e22 ⊗ e22 + e21 ⊗ e12 + e12 ⊗ e21

)

+
1

2 sin2(v)

(
e12 ⊗ h− h⊗ e12

)
− cos(v)

sin3(v)
e12 ⊗ e12.

Remark 10.8. Since lim
v→0

(
pr⊗pr(r(v; z))

)
does not exist, the family of indecompos-

able semi-stable vector bundles of rank two and degree zero on a nodal Weierstraß
curve E, whose Jordan-Hölder factors are locally free, does not give a solution of
the classical Yang–Baxter equation.

10.5. A rational solution obtained from a cuspidal cubic curve. In this sub-
section we shall calculate the rational solution of the classical Yang–Baxter equation,
obtained from a universal family of stable vector bundles of rank 2 and degree 1 on
a cuspidal cubic curve. In terms of Subsection 9.3 the universal family is described
by the family of triples

(
OP1 ⊕OP1(1),C2

s,m
)
, where

m = m0 + εmε =

(
1 0
0 1

)
+ ε

(
λ 1
0 λ

)
, λ ∈ C.

As in the previous subsection, let

(
a b
c d

)
∈ Mat2×2(C) and

(
ϕ ψ
η ξ

)
= r̃λ1,λ2

y1,y2

(
a b
c d

)
.

Step 1. Again, we start by calculating the linear subspace Πλ1,λ2
y1

⊂ HomP1

(
OP1 ⊕

OP1(1),OP1(1)⊕OP1(2)
)
. Recall that, in the case of a cuspidal curve, a morphism

F =

(
a′z0 + a′′z1 t

b′z2
0 + b′′z0z1 + b′′′z2

1 d′z0 + d′′z1

)
∈ HomP1

(
OP1 ⊕OP1(1),OP1(1)⊕OP1(2)

)

is evaluated on the analytic subspace Z̃ using the section pζ = z1. This gives the
following evaluation rule:

F 7→
(
a′′ + a′ε t
b′′′ + b′′ε d′′ + d′ε

)
.
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From the definition of the category Tri(E) we see that F belongs to Πλ1,λ2
y1

if and only
if there exists a matrix f ∈ Mat2×2(C) making the following diagram commutative

R2

0
@a

′′ t
b′′′ d′′

1
A+ε

0
@a

′ 0
b′′ d′

1
A

// R2

R2

0
@1 0
0 1

1
A+ε

0
@λ1 1

0 λ1

1
A

OO

f
// R2,

0
@1 0
0 1

1
A+ε

0
@λ2 − y1 1

0 λ2 − y1

1
A

OO

where R = C[ε]/ε2. This leads to the equality
(
a′ 0
b′′ d′

)
+

(
a′′ t
b′′′ d′′

)(
λ1 1
0 λ1

)
=

(
λ2 − y1 1

0 λ2 − y1

)(
a′′ t
b′′′ d′′

)
.

Taking a′′, b′, b′′′ and t as free variables we obtain




a′ = (λ− y1)a
′′ + b′′′

b′′ = (λ− y1)b
′′′

d′ = (λ− y1)a
′′ − b′′′ − (λ− y1)

2t
d′′ = a′′ − (λ− y1)t.

Step 2. By the formula for the residue map resy1 we have:

resy1(F ) =

(
a′ + a′′y1 t

b′ + b′′y1 + b′′′y2
1 d′ + d′′y1

)
=

(
a b
c d

)

from which we get:




t = b

a′′ =
1

2λ
a+

λ− y1

2
b+

1

2λ
d

b′ = −λy1

2
a+

λ2y1(λ− y1)

2
b+ c+

λy1

2
d

b′′′ =
1

2
a− λ(λ− y1)

2
b− 1

2
d

Step 3. Since the formula for the map evy2 is given by:

evy2(F ) =
1

y2 − y1

(
a′ + a′′y2 t

b′ + b′′y2 + b′′′y2
2 d′ + d′′y2

)
=

1

y

(
ϕ ψ
η ξ

)
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we obtain:



ϕ = (1 +
y2 − y1

2λ
)a+

(λ− y1)(y2 − y1)

2
b+

y2 − y1

2λ
d

ψ = t

η =
(y2 − y1)(y2 − y1 + λ)

2
a− λ(λ− y1)(λ+ y2)(y2 − y1)

2
b+

+ c− (y2 − y1)(λ+ y2)

2
d

ξ =
y2 − y1

2λ
a− (y2 − y1)(y1 − λ)

2
b+

(
1 +

y2 − y1

2λ

)
d.

From this we get the following associative r-matrix:

(37) r(λ, y1, y2) =
1

2λ
1⊗1+

1

y2 − y1

(
e11⊗ e11 + e22⊗ e22 + e12⊗ e21 + e21⊗ e12

)
+

+
λ− y1

2
e21 ⊗ h+

λ+ y2

2
h⊗ e21 −

λ(λ− y1)(λ+ y2)

2
e21 ⊗ e21.

Projecting this matrix to sl2(C) ⊗ sl2(C) we obtain the rational solution of the
classical Yang–Baxter equation

(38) r̄(y1, y2) =
1

y2 − y1

(
1

2
h⊗ h+ e12 ⊗ e21 + e21 ⊗ e12

)
+
y2

2
h⊗ e21−

y1

2
e21⊗ h,

found for the first time by Stolin in [62]. It is easy to check that r̄(y1, y2) does
not have infinitesimal symmetries, hence by Theorem 2.15 the tensor r(λ, y1, y2)
satisfies the Quantum Yang–Baxter equation. This solution was recently found by
Khoroshkin, Stolin and Tolstoy [39].

Remark 10.9. By a result of Belavin and Drinfeld [9] it is known that the r–matrix
(38) is equivalent to a solution depending on the difference of spectral parameters.
However, we were not able to find the corresponding gauge transformation in the
literature and the following form of Stolin’s solution seems to be new. Consider the
gauge transformation φ : (C, 0) −→ Aut

(
sl2(C)

)
given by the formula

φ(y)h = h− 2y2e21, φ(y)e12 = −y
2

2
h+

1

4
e12 −

y4

4
e21 and φ(y)e21 = 4e21.

Then we have:
(
φ(y1)⊗ φ(y2)

)
r(y1, y2) = s(y2 − y1), where

(39) s(y) =
1

y

(1

2
h⊗ h+ e12 ⊗ e21 + e21 ⊗ e12

)
+ y(e21 ⊗ h+ h⊗ e21)− y3e21 ⊗ e21.

Remark 10.10. For any t ∈ C∗ consider the constant gauge transformation

e11 7→ e11, e22 7→ e22, e21 7→ t e21, e12 7→
1

t
e12.
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Then the associative r–matrix (37) transforms into the solution

rt(λ, y1, y2) =
1

2λ
1⊗ 1 +

1

y2 − y1

(
e11 ⊗ e11 + e22 ⊗ e22 + e12 ⊗ e21 + e21 ⊗ e12

)
+

+ t
(λ− y1

2
e21 ⊗ h+

λ+ y2

2
h⊗ e21

)
+
t2λ(λ− y1)(λ+ y2)

2
e21 ⊗ e21.

Taking the limit t→ 0, we get the following solution of the associative Yang–Baxter
equation (12):

(40) r(λ, y) =
1

2λ
1⊗ 1 +

1

y

(
e11 ⊗ e11 + e22 ⊗ e22 + e12 ⊗ e21 + e21 ⊗ e12

)
.

Note that the corresponding solution of the classical Yang–Baxter equation (3) is
the rational solution of Yang.

11. Summary

Let us summarise the main analytical results obtained is this article. We have
shown that for any pair of coprime integers 0 < d < n and an irreducible reduced
projective curve E with trivial dualizing sheaf one can canonically attach the germ
of a tensor-valued function

r
(n,d)
E (v; y1, y2) : (C3, 0) −→ Matn×n(C)⊗Matn×n(C)

satisfying the associative Yang–Baxter equation

r(u; y1, y2)
12r(u+ v; y2, y3)

23 = r(u+ v; y1, y3)
13r(−v; y1, y2)

12

+r(v; y2, y3)
23r(u; y1, y3)

13.

By Proposition 2.9, the tensor r
(n,d)
E (v; y1, y2) defines a family of commuting first

order differential operators. Moreover, under certain conditions (which are always
fulfilled at least for elliptic curves and for nodal cubic curves) it also satisfies the
quantum Yang–Baxter equation with respect to the spectral variables y1 and y2 and

a fixed value of v 6= 0. For (n, d) = (2, 1) these tensors r
(2,1)
E have the following

explicit form

• For an elliptic curve E = Eτ = C/〈1, τ〉 we get

r
(2,1)
ell (v; y) =

θ′1(0|τ)
θ1(y|τ)

[
θ1(y + v|τ)
θ1(v|τ)

1⊗ 1 +
θ2(y + v|τ)
θ2(v|τ)

h⊗ h+

+
θ3(y + v|τ)
θ3(v|τ)

σ ⊗ σ +
θ4(y + v|τ)
θ4(v|τ)

γ ⊗ γ
]
,

where 1 = e11 + e22, h = e11 − e22, σ = i(e21 − e12) and γ = e21 + e12. This solution
is a quantization of the elliptic solution of the classical Yang–Baxter equation

r̄
(2,1)
ell (y) =

1

2

(
cn(y)

sn(y)
h⊗ h+

1

sn(y)
γ ⊗ γ +

dn(y)

sn(y)
σ ⊗ σ

)
.
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studied by Baxter, Belavin and Sklyanin.
• For the plane nodal cubic curve E = V (zy2−x3−zx2) ⊂ P2 we get a trigonometric
solution

r
(2,1)
trg (v, y) =

sin(y + v)

sin(y) sin(v)
(e11 ⊗ e11 + e22 ⊗ e22) +

1

sin(v)
(e11 ⊗ e22 + e22 ⊗ e11)+

+
1

sin(y)
(e12 ⊗ e21 + e21 ⊗ e12) + sin(y + v)e21 ⊗ e21.

This solution is a quantization of the trigonometric solution of Cherednik:

r̄
(2,1)
trg (y) =

1

2
cot(z)h⊗ h+

1

sin(y)
(e12 ⊗ e21 + e21 ⊗ e12) + sin(y)e21 ⊗ e21.

• For the cuspidal nodal cubic curve E = V (zy2−x3) ⊂ P2 we get a rational solution

r
(2,1)
rat (v, y1, y2) =

1

v
1⊗ 1 +

2

y2 − y1

(e11 ⊗ e11 + e22 ⊗ e22 + e12 ⊗ e21 + e21 ⊗ e12)+

+ (v − y1)e21 ⊗ h+ (v + y2)h⊗ e21 − v(v − y1)(v + y2)e21 ⊗ e21.

This solution of the quantum Yang–Baxter equation is a quantization of the rational
solution of Stolin

r̄(y1, y2) =
1

y2 − y1

(
1

2
h⊗ h+ e12 ⊗ e21 + e21 ⊗ e12

)
+
y2

2
h⊗ e21 −

y1

2
e21 ⊗ h.

Note that this solution is gauge equivalent to the solution

s(y) =
1

y

(1

2
h⊗ h+ e12 ⊗ e21 + e21 ⊗ e12

)
+ y(e21 ⊗ h+ h⊗ e21)− y3e21 ⊗ e21

depending on the difference of spectral parameters.

• Next, the following solution r
(2,1)
rat−deg(v; y) of the associative Yang–Baxter equation

is a degeneration of the rational solution r
(2,1)
rat (v, y1, y2):

r
(2,1)
rat−deg(v, y) =

1

2v
1⊗ 1 +

1

y

(
e11 ⊗ e11 + e22 ⊗ e22 + e12 ⊗ e21 + e21 ⊗ e12

)
.

The corresponding solution of the classical Yang–Baxter equation is the rational
solution of Yang:

r
(2,1)
rat−deg(y) =

1

y

(1

2
h⊗ h+ e12 ⊗ e21 + e21 ⊗ e12

)
.

• In the case of a nodal cubic curve E, the universal family of indecomposable semi-
stable vector bundles of rank 2 and degree 0 having locally free Jordan-Hölder factors
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gives the following solution of the associative Yang–Baxter equation:

r
(2,0)
trg (v; y) =

sin(y + v)

2 sin(y) sin(v)

(
e11 ⊗ e11 + e22 ⊗ e22 + e21 ⊗ e12 + e12 ⊗ e21

)

+
1

2 sin2(v)

(
e12 ⊗ h− h⊗ e12

)
− cos(v)

sin3(v)
e12 ⊗ e12.

This solution has higher order poles with respect to the spectral variable v and does
not project to a solution of the classical Yang–Baxter equation. However, it still
yields a family of commuting Dunkl operators.

The second analytic application of methods developed in this article, is the follow-
ing. Consider the Weierstraß family of plane cubic curves zy2 = 4x3− g2xz

2− g3z
3,

where g2, g3 ∈ C. Recall the following classical result.

Proposition 11.1 (see Section II.4 in [36]). Let τ ∈ C \ R and Λτ = Z + τZ ⊂ C2

be the corresponding lattice. Then the complex torus C/Λτ is isomorphic to the
projective cubic curve zy2 = 4x3 − g2xz

2 − g3z
3, where

(41)

g2 = 60
∑

(m′,m′′)∈Z2\{(0,0)}

1

(m′ +m′′τ)4
, g3 = 140

∑

(m′,m′′)∈Z2\{(0,0)}

1

(m′ +m′′τ)6
.

Conversely, for any pair (g2, g3) ∈ C2 such that ∆(g2, g3) = g3
2 − 27g2

3 6= 0 there
exists a unique τ from the domain D given below, such that (g2, g3) =

(
g2(τ), g3(τ)

)
.

D =

{
τ ∈ C

∣∣∣∣ |Re(τ)| ≤ 1

2
, |τ | ≥ 1 if Re(τ) ≤ 0, |τ | > 1 if Re(τ) > 0

}

Let (n, d) ∈ N × Z be a pair of coprime integers and M = M
(n,d)
E/T

∼= Ĕ be the

moduli space of relatively stable vector bundles on E of rank n and degree d with
universal family P(n, d). Let t = (g2, g3) and o =

(
(0 : 1 : 0), t

)
∈ E, m ∈M be the

point corresponding to o and ξ be some trivialization of P(n, d) in a neighbourhood
of (o,m) ∈ E ×T M and ω ∈ H0(ωE/T ) be a nowhere vanishing regular one-form.
Then we get the germ of a meromorphic function

rξ :=
(
r
(n,d)
E/T (ω)

)ξ
:
(
M ×T M ×T Ĕ ×T Ĕ, ô

)
−→ Matn×n(C)×Matn×n(C)

which satisfies the associative Yang–Baxter equation

rξ(t; v1, v2; y1, y2)
12rξ(t; v1, v3; y2, y3)

23 = rξ(t; v1, v3; y1, y3)
13rξ(t; v3, v2; y1, y2)

12+

+rξ(t; v2, v3; y2, y3)
23rξ(t; v1, v2; y1, y3)

13

and its “dual”

rξ(t; v2, v3; y1, y2)
23rξ(t; v1, v3; y1, y2)

12 = rξ(t; v1, v2; y1, y2)
12rξ(t; v2, v3; y1, y3)

13+

+rξ(t; v1, v3; y1, y3)
13rξ(t; v2, v1; y2, y3)

23.
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Moreover, it fulfills the unitarity condition

rξ(t; v1, v2; y1, y2) = −τ
(
rξ(t; v2, v1; y2, y1)

)
,

where τ(a⊗ b) = b⊗ a. The function rξ(t; v1, v2; y1, y2) depends analytically on the
parameter t ∈ T and its poles lie on the hypersurfaces v1 = v2 and y1 = y2.

Next, different choices of trivializations of the universal family P lead to equivalent
solutions: if ζ is another trivialization of P and φ = ζ ◦ ξ−1 : (M×TE, o) −→ GLn(C)
is the corresponding holomorphic function, then we have:

rζ =
(
φ(t, v1, y1)⊗ φ(t, v2, y2)

)
rξ
(
φ(t, v2, y1)

−1 ⊗ φ(t, v1, y2)
−1
)
.

We have shown that r
(2,1)
ell (v; y) is equivalent to the solution r

(2,1)
E/T (t; v; y) for all

t = (g2, g3) such that ∆(t) 6= 0. This equivalence relation is generated by the gauge
transformations and coordinate changes.

The trigonometric solution r
(2,1)
trg (v; y) is equivalent to the solution r

(2,1)
E/T (t; v; y)

for t = (g2, g3) 6= (0, 0) but such that ∆(t) = 0. Finally, the rational solution

r
(2,1)
rat (v; y1, y2) is equivalent to the solution r

(2,1)
E/T

(
(0, 0); v; y

)
.

In other words, we get the following result, which seems to be difficult to show by

direct computations: the rational solution r
(2,1)
rat (v; y1, y2) is equivalent to a solution,

which is a degeneration of the trigonometric solution r
(2,1)
trg (v; y) and of the elliptic

solution r
(2,1)
ell (v; y).
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(1977), no. 2, 165–189.
[42] D. Lawden, Elliptic functions and applications, Applied Mathematical Sciences, 80, Springer-

Verlag, New York, 1989.
[43] P. Lowrey, Interactions between autoequivalences, stability conditions, and moduli problems,

arXiv:0905.1731.
[44] D. Lu, J. Palmieri, Q. Wu, J. Zhang, A-infinity algebras on Ext-algebras, arXiv:math/0606144.
[45] H. McKean, Theta functions, solitons, and singular curves, Partial differential equations and

geometry (Proc. Conf., Park City, Utah, 1977), pp. 237–254, Lecture Notes in Pure and Appl.
Math., 48, Dekker, New York, 1979.

[46] S. Merkulov, Strong homotopy algebras of a Kähler manifold, Int. Math. Res. Not. 1999, (1999)
no. 3, 153–164.

[47] A. Morimoto, Sur la classification des espaces fibrés vectoriels holomorphes sur un tore com-

plexe admettant des connexions holomorphes, Nagoya Math. Journal 15 (1959) 83–154.
[48] M. Mulase, Algebraic theory of the KP equations, Perspectives in mathematical physics, 151–

217, Conf. Proc. Lecture Notes Math. Phys., III, Int. Press, Cambridge, MA, 1994.
[49] D. Mumford, Tata lectures on theta I, Progress in Math. 28, Birkhäuser Boston, MA, 1983.
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