
SS 14 Marinescu

Homework 2

1. Problem
Prove the following generalization of the argument principle. Let f be meromorphic
in the domain G with zeros a1, . . . and poles b1, . . . . Let g ∈ O(G). Let Γ ⊂ G be
a cycle homologous to zero with aj, bk /∈ |Γ|. Then

1

2πi

∫
Γ

g(z)
f(z)

f ′(z)
dz =

∑
j

n(Γ, aj)ν(aj)g(aj) +
∑
k

n(Γ, bk) ordbk(f)g(bk).

2. Problem
Consider the variables w1, . . . , wn and the elementary symmetric functions σ1, . . . , σn,
defined by

n∏
j=1

(X − wj) = Xn − σ1X
n−1 + . . .+ (−1)kσkX

n−k + . . .+ (−1)nσn .

Consider the symmetric functions Sm =
∑n

j=1 w
m
j .

(a) Use the expansion of the logarithm on both sides of the equality

n∑
j=1

log(1− wjX) = log

(
1 +

n∑
k=1

(−1)kσkX
k

)
to prove that

−
∞∑
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sk
k
Xk =

∞∑
p=1

(−1)p−1

p

(
n∑

k=1

(−1)kσkX
k

)p

.

Deduce that

Sk =
∑

p1,... ,pn≥0,
p1+2p2+...+npn=k

(−1)p1+...+pn+kk(p1 + . . .+ pn − 1)!

p1! . . . pn!
σp1

1 . . . σpn
n

and Sk ∈ Z[σ1, . . . , σn].

(b) Show that

n∑
k=0

(−1)kσkX
k = exp

(
−
∞∑
k=1

Sk

k
Xk

)
=
∞∑
p=0

(−1)p

p!

(
∞∑
k=1

Sk

k
Xk

)p

and deduce that

σk =
∑

p1,... ,pn≥0,
p1+2p2+...+npn=k

(−1)k+p1+...+pn

p1! . . . pn!

Sp1
1 . . . Spk

k

1p12p2 . . . npn

and σk ∈ Q[S1, . . . , Sk] (Newton’s formulas).



3. Problem
Let f : Cn → Cm, f = (f1, . . . , fm) be a holomorphic map.

(a) Show that f is real-differentiable and its differential df(a) : Cn → Cm is C-
linear with matrix representation in the canonical bases

Jf (z) =

(
∂fi
∂zj

(z)

)
1≤i≤m,
1≤j≤n

.

(b) Write fj = uj +
√
−1vj and consider f = (u1, v1, . . . um, vm) as mapping from

R2n to R2m. Denote by

JR
f (z) =



∂u1

∂x1

∂u1

∂y1

. . .
∂u1

∂yn
∂v1

∂x1

∂v1

∂y1

. . .
∂v1

∂y1
...

...
...

∂vm
∂x1

∂vm
∂y1

. . .
∂vm
∂yn


the real Jacobi matrix of f . Asumme n = m. Show that

det JR
f (z) = |det Jf (z)|2 .

(c) Let G ⊂ Cn, D ⊂ Cm be open sets and f : G → D, f = (f1, . . . , fm) and
g : D → C be holomorphic. Show that g ◦ f is holomorphic and

∂(g ◦ f)

∂zj
(z) =

m∑
k=1

∂g

∂wk

(f(z))
∂fk
∂zj

(z), 1 ≤ j ≤ n.

Deduce that if h : D → C` is holomorphic, then

Jh◦f (z) = Jh(f(z))Jf (z), z ∈ G.

(d) Let f : G→ Cn, G ⊂ Cn be of class C`. Show that

det JR
f = det


(
∂fk
∂zj

) (
∂fk
∂z̄j

)
(
∂f̄k
∂zj

) (
∂f̄k
∂z̄j

)


4. Problem
Prove the holomorphic implicit mapping theorem by using the implicit mapping
theorem from real analysis.



5. Problem
Prove the constant rank theorem : Let f : G → Cm holomorphic, where G ⊂ Cn is
open. Assume Jf has constant rank k in G. Show that for any a ∈ G there exists a
neighbourhood Ua of a, a neighbourhood Vf(a) of f(a), biholomorphic maps Φ: Ua →
P n
ε (0) ⊂ Cn,Ψ: Vf(a) → Pm

ε (0) ⊂ Cm such that Ψ ◦ f ◦ Φ−1 : P n
ε (0) → Pm

ε (0) has
the form (z1, . . . , zn) 7→ (z1, . . . , zk, 0, . . . , 0). Show that {z ∈ G | f(z) = f(a)} is a
submanifold of dimension n− k of G for any a ∈ G, and f(Ua) is a submanifold of
dimension k of Vf(a).

6. Problem
Let G ⊂ Cn be open. A map f : G→ Cm is called holomorphic embedding if f is a
holomorphic immersion and f : G→ f(G) is a homeomorphism. Show that if f is a
holomorphic embedding, then f(G) is a complex submanifold of Cm.

7. Problem

(a) Let h ∈ n−1O0[zn] be a Weierstrass polynomial and f ∈ nO0. Assume that
fh ∈ n−1O0[zn]. Show that f ∈ n−1O0[zn].

(b) Show that the Weierstrass Division Theorem implies the Weierstrass Prepara-
tion Theorem.

(c) Let f ∈ nO0 be of order k. Show that the n−1O0-module nO0/(f) is finitely
generated and free of rank k and if f is regular of order k in zn, then a basis
of nO0/(f) is given by 1, zn, . . . , z

k−1
n .

8. Problem

(a) Let f ∈ nO0 have finite order in zn and let h ∈ n−1O0[zn] be the Weierstrass
polynomial of f (according to the Preparation Theorem). Then the injection

n−1O0[zn] → nO0 induces a C-algebra isomorphism n−1O0[zn]/n−1O0[zn]h →
nO0/nO0h.

(b) Show that a Weierstrass polynomial h ∈ n−1O0[zn] is prime in n−1O0[zn] if and
only if it is prime in nO0.

(c) Let h ∈ n−1O0[zn] be a Weierstrass polynomial. Assume that h is reducible in

n−1O0[zn]. Show that the factors of its decomposition are Weierstrass polyno-
mials up to units in nO0.

9. Problem
Prove Hensel’s Lemma: Let h ∈ n−1O0[zn] be a monic polynomial of degree ≥ 1
and let h(0′, ζ) = (ζ − c1)k1 . . . (ζ − cm)km . Then there exist monic polynomials
h1, . . . , hm ∈ n−1O0[zn] of degree k1, . . . , km such that h = h1 . . . hm and hj(0

′, ζ) =
(ζ − cj)kj , 1 ≤ j ≤ m.

10. Problem
Prove in detail Proposition 2.4.20.


