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Abstract. In this article we obtain large deviation estimates for ze-
ros of random holomorphic sections on punctured Riemann surfaces.
These estimates are then employed to yield estimates for the respec-
tive hole probabilities. A particular case of relevance that is covered
by our setting is that of cusp forms on arithmetic surfaces. Most of the
results we obtain also allow for reasonably general probability distri-
butions on holomorphic sections, which underlines the universal char-
acter of these estimates. Finally, we also extend our results to the case
of certain higher dimensional complete Hermitian manifolds, which
are not necessarily assumed to be compact.

1. Introduction

1.1. Zeros of Random Holomorphic Sections

One particularly important aspect in the study of random functions or stochastic
processes has been the investigation of their zero sets, see [1] and [5] and the ref-
erences therein. We will impose some further assumptions here, focusing on the
case of geometric generalizations of random polynomials, that is, random holo-
morphic sections.

To motivate and introduce our setting, we begin with recalling that for ana-
lytic functions

∑∞
n=0 anz

n whose coefficients an are assumed to be independent
random variables, Offord proved in his fundamental article [20] the exponential
decay of the tail probabilities of an analytic function having an excess or defi-
ciency of zeros in a given region. More recently, Sodin [26] used Offord’s method
to improve Offord’s exponential bound on the probability that a random analytic
function has no zeros in a disk of radius r (hole probability) by showing that it de-
cays at least at the rate O(e−Cr2

). This result has since been refined and extended
in various ways in a series of papers [17; 21; 27; 28; 29; 30].

Shiffman, Zelditch, and Zrebiec [25] significantly enlarged the scope of these
results by generalizing the situation described above to compact Kähler manifolds
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and zeros of holomorphic sections of powers of a positive line bundle. A principal
interest in this setting is the study of the distribution of zeros as p → ∞. In this
situation, the power series representation of an analytic function is not canonical
anymore, and, as a consequence, one has to replace the arguments based on the
power series by more analytic and geometric methods that are appropriate for the
study of holomorphic sections. In particular, these include tools such as Bergman
kernels and coherent states asymptotics, which are by now deeply rooted in the
study of the geometry of Kähler manifolds.

In this paper, we pursue the above results in two directions: From a geomet-
ric point of view, we are now concerned with the case of noncompact (complete)
complex manifolds. On the probabilistic side, we allow for probability measures
that are no longer Gaussian; instead, these probability measures will be assumed
to fulfill some rather general conditions, which therefore entail a certain univer-
sality of the results we obtain. In Bayraktar, Coman, and Marinescu [9] (see also
[8] for a survey) it is shown that the equidistribution of zeros takes place for a
large class of probability measures satisfying a certain moment condition (e.g.
measures with heavy tail probability and small ball probability, or measures with
support contained in totally real subsets of the complex probability space). Analo-
gous equidistribution results for non-Gaussian ensembles are proved in [6; 7; 10;
13]. In this paper we consider probability measures satisfying very mild condi-
tions in terms of their densities (see Section 1.3).

We primarily focus on the case of a Riemann surface with cusps and prove
large deviation estimates for zeros of random holomorphic sections of high pow-
ers Lp of a holomorphic line bundle L whose curvature equals the Poincaré metric
near the cusps. A special case is that of cusp forms of high degree 2p. For such
a bundle L, Auvray, Ma, and Marinescu [3] (cf. also [4]) gave a very precise de-
scription of the Bergman kernel near the cusps; in particular, they provided an
optimal uniform estimate of the supremum norm of the Bergman kernel, involv-
ing the fractional growth order p3/2 in the tensor power (the growth order is p

in the compact case). Using this estimate we obtain in Theorem 1.4 asymptotic
bounds for the expectation and the tail probability of the maximum modulus of a
random section on an open set. What is more, we also establish extensions to the
case of higher dimensional Hermitian manifolds under suitable conditions.

We now introduce the setting for our bounds on the excess or deficiency prob-
abilities of zeros. Indeed, for a compact Kähler manifold (X,ω) endowed with a
Hermitian holomorphic line bundle (L,h) with positive curvature ω = c1(L,h),
Shiffman and Zelditch [23] showed that the normalized currents of integration
1
p

[Div(sp)] over zero divisors of a random sequence of sections sp ∈ H 0(X,Lp)

converge almost surely to c1(L,h) as p → ∞. This result was generalized to the
noncompact setting in [14] and to the setting of singular metrics whose curvature
is a Kähler current in [9; 11; 12]. It holds also in our present setting and implies
that the number of zeros (counted with multiplicity) of a random section sp in an
open set U with negligible boundary is asymptotically equal to p times the area of
U in the metric given by c1(L,h). In Theorem 1.5 we prove this result in our set-
ting and show that the probability that a section sp has an excess or deficiency of
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zeros in U (when centered around its typical value) decreases at rate exp(−Cp2)

at least, this being consistent with the decay obtained in Sodin [26] cited above.

1.2. Geometric Setting: Punctured Riemann Surfaces

Let � be a compact Riemann surface and let D = {a1, . . . , aN } ⊂ � be a finite
set. The induced punctured Riemann surface will be denoted by � = �\D, and
ω� will be a Hermitian form on �. We furthermore let L be a holomorphic line
bundle on � and denote by h a singular Hermitian metric on L satisfying the
following properties:

(α) h is smooth over �, and for all j ∈ {1, . . . ,N } there is a trivialization of
L in the complex neighborhood V j of aj in � with associated coordinate
zj such that |1|2

h(zj ) = | log(|zj |2)|.
(β) There exists ε0 > 0 such that the (smooth) curvature RL of h satisfies

iRL ≥ ε0ω� over �; moreover, iRL = ω� on Vj := V j \{aj }; in particu-
lar, ω� = ωD∗ in the local coordinate zj on Vj and (�,ω�) is complete.

Here, ωD∗ denotes the Poincaré metric on the punctured unit disc D
∗, normal-

ized as

ωD∗ = i dz ∧ dz

|z|2 log2(|z|2)
. (1.1)

Since h is assumed to be a Hermitian metric, on the local chart Vj as in assumption
(α), the coordinate zj has norm strictly less than 1, so that the area (volume) of
Vj with respect to measure ω� is finite.

Let J ∈ End(T �) denote the complex structure of � and write gT � =
ω�(·, J ·) for the complete Riemannian metric on � so that the corresponding
Riemannian volume element is exactly ω� . For x ∈ � and v ∈ Tx�, we denote
by ‖v‖ the norm of v with the metric gT �

x . For x, y ∈ �, we write dist(x, y) for
their Riemannian distance. Furthermore, for x ∈ � we set

a(x) = iRL
x /ω�,x ≥ ε0 > 0. (1.2)

For p ≥ 1, we denote by hp := h⊗p the metric induced by h on Lp |� . We write
H 0(�,Lp) for the space of holomorphic sections of Lp on � and L2(�,Lp) for
the space of L2-sections of Lp on �. Set

H 0
(2)(�,Lp) = H 0(�,Lp) ∩ L2(�,Lp)

=
{
s ∈ H 0(�,Lp) : ‖s‖2

L2 :=
∫

�

|s|2
hpω� < ∞

}
, (1.3)

which we tacitly assume to be endowed with the L2-metric. Then the sections in
H 0

(2)(�,Lp) extend to holomorphic sections of Lp over �, that is,

H 0
(2)(�,Lp) ⊂ H 0(�,Lp). (1.4)

Moreover, for p ≥ 2, elements in H 0
(2)(�,Lp) are exactly the sections in

H 0(�,Lp) vanishing on the puncture divisor D.
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In the sequel, we write c1(L,h) for the first Chern form of (L,h), that is,

c1(L,h) = i

2π
RL. (1.5)

Hence, c1(L,h) ≥ ε0
2π

ω� due to (α). We set

dp := dimH 0
(2)(�,Lp) = dimH 0(�,Lp ⊗ O�(−D))

= deg(L) p + 1 − g − N, (1.6)

where deg(L) is the degree of L over �, and g is the genus of �.
Furthermore, we denote the Schwartz kernel of the orthogonal projection from

L2(�,Lp) onto H 0
(2)

(�,Lp), called Bergman kernel, by Bp(x, y) for x, y ∈ �.

If S
p
j , j = 1, . . . , dp is an orthonormal basis of H 0

(2)(�,Lp) with respect to the

L2 inner product, then

Bp(x, y) =
dp∑

j =1

S
p
j (x) ⊗ S

p,∗
j (y) ∈ L

p
x ⊗ L

p,∗
y for x, y ∈ �, (1.7)

where the dual S
p,∗
j (y) = 〈·, Sp

j (y)〉hp ∈ L
p,∗
y is defined by hp . In particular,

Bp(x, x) is a positive function in x ∈ �.

1.3. Probabilistic Setting

For each p ∈ N, we will endow H 0
(2)

(�,Lp) with a probability measure ϒp and

hence obtain a sequence of probability spaces (H 0
(2)(�,Lp),ϒp)p∈N. In order to

construct the sequence {ϒp }p∈N, we proceed as follows. For each p ∈ N, we fix an

orthonormal basis Op = {Sp
j }dp

j =1 for H 0
(2)(�,Lp) with respect to the respective

L2-inner products. We assume given a family of independent C-valued random
variables {ηp

j }p∈N,1≤j ≤dp
such that the following are satisfied:

• uniformly bounded densities: each η
p
j admits a probability density func-

tion (PDF) f
p
j on C with respect to the standard Lebesgue measure on

C � R
2, and there exists a constant M0 > 0 such that for all p and all

1 ≤ j ≤ dp ,

sup
z∈C

f
p
j (z) ≤ M0 ; (1.8)

• uniform lower bound for variances: for each p, the random variables η
p
j ,

1 ≤ j ≤ dp are centered (i.e., E[ηp
j ] = 0) and have the same variance σ 2

p >

0 (σp > 0). Moreover, there exists c0 > 0 such that for all p,

c0 ≤ σ 2
p < ∞; (1.9)

• moment bounds: there exists C0 > 0 such that for all p, 1 ≤ j ≤ dp we
have

E[|ηp
j |dp ] ≤ C0(dp)dp . (1.10)
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Remark 1.1. All of the above conditions are rather natural to avoid degeneracies.
Indeed, condition (1.8) limits the concentration of η

p
j in small areas of C, and

condition (1.10) avoids an overly fast growth of moments. The conditions are rel-
atively mild in that it is easily seen to be verified for a wide range of distributions
including for example sub-Gaussian or exponential distributions.

For each p ∈ N, the orthonormal basis Op induces an identification H 0
(2)

(�,

Lp) � C
dp , where the section sp = ∑dp

j =1 zjS
p
j maps to the vector (z1, . . . , zdp ) ∈

C
dp . Denoting by dVolp the standard Lebesgue measure on C

dp � R
2dp , this nat-

urally induces a probability measure ϒp on H 0
(2)

(�,Lp) via

dp∏
j =1

f
p
j (zj )dVolp. (1.11)

For later use, we will abbreviate the respective density as

f p(z1, . . . , zdp ) =
dp∏

j =1

f
p
j (zj ). (1.12)

Hence, using the above identification, a random section in (H 0
(2)(�,Lp),ϒp)

with distribution ϒp can be written as

sp =
dp∑

j =1

η
p
j S

p
j . (1.13)

In general, ϒp (and f p) depends on both the choice of orthonormal basis Op and

the sequence {ηp
j }dp

j =1.
In the sequel, we fix—once and for all—a choice of the constants M0, c0, C0.

Moreover, most of the constants appearing in our computations throughout this
paper depend on this choice, but we do not make this dependence explicit in our
notation.

Some examples of families of probability measures satisfying the above as-
sumptions are given in the following.

Example 1.2 (Gaussian ensembles). A natural choice for ϒp is taking the se-
quence {ηp

j }p∈N,1≤j ≤dp
to be i.i.d. centered complex Gaussian random variables

with positive variance. Then conditions (1.8)–(1.10) are clearly satisfied, and in
this case ϒp is independent of the choice of basis Op .

Example 1.3 (Random sections with bounded coefficients). Let rp , p ∈ N, be a
sequence of positive numbers uniformly bounded below by r > 0. Let Up denote
a complex random variable that is uniformly distributed on the disk D(0, rp) ⊂ C.
For each p, we take η

p
j , 1 ≤ j ≤ dp , to be a sequence of i.i.d. random variables
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with the same distribution as Up . Then

E[|Up |dp ] = 2

dp + 2
r
dp
p , (1.14)

and hence, to satisfy condition (1.10), we shall choose rp ≤ dp for all p.

1.4. Main Results for Punctured Riemann Surfaces

We start with investigating the supremum norm of random holomorphic sections
on open sets. For this purpose, for U a nonempty open subset of � and sp ∈
H 0

(2)(�,Lp), we set

MU
p (sp) = sup

x∈U

|sp(x)|hp < + ∞. (1.15)

For sections sp of unit L2-norm, an optimal upper bound for MU
p (sp) is given

by the square root of the supremum of Bergman kernel function Bp(x, x) on U .
Using the results of [3] mentioned previously, one can get an upper bound for
MU

p (sp), which grows as p1/2 if U is relatively compact in �, and as p3/4 other-
wise. Note that for the case of cusp forms on arithmetic surfaces (see Section 4),
MU

p (sp) has its own interest, and such upper bounds are also obtained by other
methods; we refer to [16; 22] for more details.

Our first main result concerns the expectation and concentration properties for
the random variables MU

p (sp).

Theorem 1.4. Let � and (L,h) be a punctured Riemann surface and a line
bundle satisfying conditions (α) and (β), respectively, and let ϒp be the measures
considered in Section 1.3. Let U be an open subset of �. Then there exists a
constant CU > 0 such that for all p ∈ N we have

1

CU

p−2 ≤ E[MU
p (sp)] ≤ CUp9/4. (1.16)

For any δ > 0, there exists a constant CU,δ > 0 such that for any p ∈ N we have

ϒp({sp : | logMU
p (sp)| ≥ δp}) ≤ e−CU,δp

2
. (1.17)

For a holomorphic line bundle E → � and a holomorphic section s ∈ H 0(�,E),
which is not identically zero, we denote by Div(s) = ∑

s(x)=0 mx · x the divisor
of zeros of s, where the sum runs over the zeros x ∈ � of s and mx = ordx(s) is
the multiplicity of s at x. Note that the zero set of s in any compact subset of �

is finite due to the identity theorem for holomorphic functions.
If s ∈ H 0(�,E), then we define the measure of zeros of s by

[Div(s)] =
∑

x∈�,s(x)=0

mxδx. (1.18)

In view of the higher dimensional case we note that [Div(s)] can be identified
with a (1,1)-current on �. We say that a sequence (μp)p∈N of (1,1)-currents (or
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measures) on � converges weakly to a (1,1)-current μ on � if

lim
p→∞(μp,φ) = (μ,φ) for all φ ∈ C∞

0 (�), (1.19)

where C∞
0 (�) denotes the space of smooth compactly supported functions on �.

Now we go back to our setting where E = Lp , p = 1,2, . . . , and sp ∈
H 0

(2)(�,Lp). If U ⊂ � is an open set, then we write

NU
p (sp) =

∫
U

[Div(sp)] (1.20)

to denote the number of zeros (with multiplicities) of sp in U and AreaL(U)

to denote the area of U defined by the volume form iRL. As a consequence of
assumption (β), we have that AreaL(U) is finite.

Next we will apply the results in Theorem 1.4, using essentially the well-
known Lelong–Poincaré formula (cf. (1.33)), to study the zeros of random holo-
morphic section sp . In particular, we can infer an upper bound for hole probabil-
ities. Using Borel–Cantelli type arguments, we then also obtain the almost sure
convergence of zeros of sequences of holomorphic sections. For this purpose let
us introduce the product probability space

(H,ϒ) =
∞∏

p=1

(H 0
(2)(�,Lp),ϒp). (1.21)

An element in H is a sequence (sp)p∈N, sp ∈ H 0
(2)(�,Lp).

The results we obtain are stated in the following.

Theorem 1.5. Let � and (L,h) be a punctured Riemann surface and a line
bundle satisfying conditions (α) and (β), respectively, and let ϒp be the measures
considered in Section 1.3.

(a) ϒ -almost surely, we have the weak convergence of measures

lim
p→∞

1

p
[Div(sp)] = c1(L,h) on �. (1.22)

(b) If U is an open set of � with ∂U having zero measure with respect to some
given smooth volume measure on �, then for any δ > 0, there exists a constant
Cδ,U > 0 such that for p � 0 the following holds:

ϒp

({
sp :

∣∣∣∣ 1

p
NU

p (sp) − AreaL(U)

2π

∣∣∣∣ > δ

})
≤ e−Cδ,U p2

. (1.23)

We will give a quick proof of item (a) by using Theorem 1.10. It follows actually
from [11, Theorem 5.1] that the convergence of currents in (a) takes place on
�. Our emphasis here is on item (b), which is a large deviation estimate in this
context. As a consequence of (1.23), choosing δ = AreaL(U)/2π , we infer the
following estimates of hole probabilities.
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Corollary 1.6. If U is a nonempty open set of � with ∂U having zero measure
in �, then there exists a constant CU > 0 such that for p � 0,

ϒp({sp : NU
p (sp) = 0}) ≤ e−CU p2

. (1.24)

Note that in the above statements, we can take U to be noncompact in �, that
is, an open neighborhood of the punctured points. In particular, for the cusped
hyperbolic surfaces investigated in Section 4, our results can be used to study the
zeros of cusp forms near cusps.

Moreover, in the case of Gaussian ensembles, we also have a lower bound
estimate for the hole probabilities of matching exponential order for Corollary 1.6.

Proposition 1.7. Suppose that {ϒp }p∈N is defined as in Example 1.2 with σp =
1. If U is a relatively compact open subset of � such that ∂U has zero measure
in �, and if there exists a section τ ∈ H 0

(2)(�,L) such that it does not vanish in

U ⊂ �, then there exists C′
U > 0 such that for p � 0,

ϒp({sp : NU
p (sp) = 0}) ≥ e−C′

U p2
. (1.25)

Fix an integer k0 ≥ 2. For each aj ∈ D, there exist rj ∈ ]0, 1
2 [ and τj ∈

H 0
(2)(�,Lk0) such that τj has no zeros in D

∗
2rj

⊂ Vj described in assumption

(β). For 0 < r < rj , set D(r, rj ) = {z ∈ C : r < |z| < rj } ⊂ D
∗
rj

⊂ Vj . Then there
exists cj > 0 such that for 0 < r < rj , we have

ϒpk0({spk0 : ND(r,rj )

pk0
(spk0) = 0}) ≥ e−cj | log r|p2 = rcj p2

, ∀p � 0. (1.26)

In the next subsection we provide some intermediate results, which are of inde-
pendent interest and which will play an important role on our way to proving the
results given previously.

1.5. Intermediate Results: An Approach to Theorem 1.5

The normalized Bergman kernel is defined as

Pp(x, y) =
|Bp(x, y)|hp

x ⊗h
p,∗
y√

Bp(x, x)
√

Bp(y, y)
, x, y ∈ �. (1.27)

Near-diagonal estimates for Pp(x, y) play a central role in our computations.
In the case of compact Kähler manifolds, such results were established in [24,
Propositions 2.6 and 2.7] and in [25, Proposition 2.1]. In our setting, we will take
advantage of the Bergman kernel expansion for complete, possibly noncompact,
Hermitian manifolds obtained by Ma and Marinescu in [18, Theorems 4.2.1 and
6.1.1].

Theorem 1.8. Let U be a relatively compact open subset of �, then we have
the following uniform estimate on the normalized Bergman kernel. Fix k ≥ 1 and
b >

√
16k/ε0. Then:
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(a) There exists C > 0 such that for all p ∈ N≥2 and all x, y ∈ U with

dist(x, y) ≥ b

√
logp

p
we have Pp(x, y) ≤ Cp−k .

(b) For p ≥ 2, there exist functions

Gp :
{
(x, y) ∈ U × U : dist(x, y) ≤ b

√
logp

p

}
→ R

such that sup |Gp | → 0 as p → ∞, and such that

Pp(x, y) = (1 + Gp(x, y)) exp

(
− a(x)p

4
dist(x, y)2

)
, (1.28)

where a(x) is defined by (1.2).

Note that in the higher dimensional setting considered in Section 1.6, an analog of
the above results still holds true (cf. Theorem 5.1). These estimates, together with
a crucial inequality for the marginal densities of ϒp proved in Proposition 3.7,
are the key ingredients of our proof of (1.17) in Theorem 1.4. As a consequence,
we obtain the following estimate for the logarithm of the modulus of holomorphic
sections.

Proposition 1.9. Let U be a relatively compact open subset in �. For any δ > 0,
there exists CU,δ > 0 such that for all p � 0,

ϒp

({
sp :

∫
U

| log |sp |hp |ω� ≥ δp

})
≤ e−CU,δp

2
. (1.29)

Note that estimate (1.29) is a version of [25, Lemma 1.6]. To prove it, we use
here Theorem 1.4 (cf. Section 3.4) instead of [25, Theorem 3.1]. But since ω� is
singular near punctures, estimate (1.29) does not hold if we take U = �. Indeed,
as we will see in Section 3.4, | log |sp |hp | is not integrable with respect to ω� near
the punctures.

Using the Lelong–Poincaré formula, Proposition 1.9 leads to a large deviation
estimate stated in the next result. Theorem 1.5 will be one of its consequences.

Theorem 1.10. If φ ∈ C∞(�) is such that φ is locally constant in an open neigh-
borhood of D, then for δ > 0 there exists Cφ,δ > 0 such that for p � 0 we have

ϒp

({
sp :

∣∣∣∣( 1

p
[Div(sp)], φ

)
−

∫
�

φc1(L,h)

∣∣∣∣ > δ

})
≤ e−Cφ,δp

2
, (1.30)

where the sum in (1.30) takes into account the multiplicities of the zeros.

We would like to point out the difference between (1.30) here and the one proved
in [25, Theorem 1.5]. Indeed, for p ≥ 2, the section sp always vanishes at the
punctures as specified by D. Denoting by ordaj

(sp) ≥ 1 the vanishing order of sp
at aj ∈ D, we infer that

N V j
p (sp) = N Vj

p (sp) + ordaj
(sp), (1.31)
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where V j , Vj are open sets as in assumptions (α) and (β). In terms of divisors on
�, we can then rewrite (1.31) as

[Div�(sp)] = [Div(sp)] +
∑
j

ordaj
(sp)δaj

, (1.32)

where we view [Div(sp)] as a divisor on �.
Note that h is a singular Hermitian metric of L over �, but for any smooth

function φ on �, the Lelong–Poincaré formula still holds true [18, Theo-
rem 2.3.3], that is,

([Div�(sp)], φ) = i

π
(∂∂ log |sp |hp ,φ) + p(c1(L,h),φ). (1.33)

Comparing (1.32) and (1.33) with the event in (1.30), we see that to obtain
Theorem 1.10, it is sufficient to control the vanishing orders ordaj

(sp) in a uni-
form way for p � 0 and for arbitrary sp , except for possibly subsets of small
probability. Indeed, we have the following result.

Lemma 1.11. There exist p0 > 0, k0 > 0 such that for any p ≥ p0 the following
inequalities hold ϒp-almost surely:

ordaj
(sp) ≤ k0, ∀aj ∈ D. (1.34)

This lemma will be restated as Lemma 3.9 in a more concrete way. Its proof, given
in Section 3.5, relies on the positivity of L on �.

1.6. Higher Dimensional Hermitian Manifolds

In Section 5, we provide extensions of our results (with suitable adaptations) to
higher dimensional complex manifolds. Since our method relies on the Bergman
kernel expansions, we work in the geometric settings considered in [14] and [18,
Chapter 6].

Let (X,J,ω) be an m-dimensional complex Hermitian (not necessarily com-
pact) manifold where J denotes the complex structure and ω is a positive
(1,1) form. To ω we associate a J -invariant Riemannian metric gT X defined by
gT X(u,u) = ω(u,Jv) for all u,v ∈ TxX and x ∈ X. We assume that (X,gT X) is
complete. If U ⊂ X is open, then let �

p,q

0 (U) denote the set of smooth differen-
tial forms on U of bi-degree (p, q) that have compact support in U . In particular,
C∞

0 (U) = �
0,0
0 (U).

Let (L,h) be a holomorphic line bundle over X. We still denote the Chern
curvature form of L by RL, and let Rdet be the curvature of the holomorphic
connection ∇ det on K∗

X = det(T (1,0)X) with the Hermitian metric induced by
gT X . In addition we assume that there exist ε1 > 0, C1 > 0 such that

iRL > ε1ω, iRdet > −C1ω, |∂ω|gT X < C1. (1.35)

Some remarks:
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(1) If (X,ω) is Kähler, then ∂ω = 0 and the second condition in (1.35) is
trivially satisfied. Moreover, in this case, iRdet = Ricω, where Ricω is the
Ricci curvature associated with gT X .

(2) The assumptions in (1.35) imply the full asymptotics of the Bergman ker-
nel on compact sets of X (cf. [18, Theorem 6.1.1]).

Let C∞
0 (X,Lp) denote the space of compactly supported smooth sections on

which we define a scalar inner product by

〈s1, s2 〉 :=
∫

X

〈s1(x), s2(x)〉hp dV(x), (1.36)

where hp = (hL)⊗p and dV = 1
m! ω

m is the volume form induced by ω. We also
let L2(X,Lp) be the Hilbert space obtained by completing C∞

0 (X,Lp) with re-
spect to the norm ‖ · ‖p induced by (1.36). Here, we consider Hilbert space of
holomorphic sections

H 0
(2)(X,Lp) := L2(X,Lp) ∩ H 0(X,Lp). (1.37)

In addition, we assume that for p ∈ N, dp = dimC H 0
(2)(X,Lp) is finite, and that

as p → ∞,

dp = O(pm). (1.38)

This hypothesis is satisfied in several geometric situations. The punctured Rie-
mann surface discussed in previous subsections is an example of complex dimen-
sion one. We will give other examples in Section 5.

For sp ∈ H 0
(2)(X,Lp), let Zsp denote the zero set of sp , that is,

Zsp = {x ∈ X : sp(x) = 0}. (1.39)

For a nontrivial section sp , the zero set Zsp is a complex (m − 1)-dimensional
hypersurface. We define the divisor of sp by Div(sp) = ∑

V ordV (sp) · V , where
the sum runs over all irreducible analytic hypersurfaces V of Zsp and ordV (sp) ∈
Z is the order of sp along V . For any hypersurface V , we denote by [V ] the
current of integration on V and by [Div(sp)] = ∑

V ordV (sp)[V ] the current of
integration on Div(sp). This is a (1,1)-current.

Consider the product probability space

(H,ϒ) =
∞∏

p=1

(H 0
(2)(X,Lp),ϒp). (1.40)

When ϒp , p ∈ N, are defined from Gaussian ensembles (Example 1.2), Dinh,
Marinescu, and Schmidt [14, Theorem 1.2] showed that the zero divisors of
generic random sequences (sp)p ∈ ∏∞

p=1 H 0
(2)(X,Lp) are equidistributed with

respect to c1(L,hL). For proving this result, they actually gave a convergence
speed for the divisors as follows.

Theorem 1.12 ([14, Theorem 1.5]). If U is a relatively compact open subset
of X, then there exist a constant c = c(U) > 0 and a positive integer p(U)
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with the following property. For any positive number sequence (λp)p∈N with

limp→∞ λp/ logp = ∞, and for any p ≥ p(U) and φ ∈ �
m−1,m−1
0 (U), we have

ϒp

({
sp :

∣∣∣∣( 1

p
[Div(sp)] − c1(L,h),φ

)∣∣∣∣ >
λp

p
‖φ‖C2

})
≤ cp2me−λp/c, (1.41)

where ‖ · ‖C2 denotes the C2-norm of smooth sections.

To get a probability bound of order e−c′pm+1
in (1.41) via setting λp = pm+1, we

obtain from (1.41) that

ϒp

({
sp :

∣∣∣∣( 1

p
[Div(sp)] − c1(L,h),φ

)∣∣∣∣ > pm‖φ‖C2

})
≤ cp2me−pm+1/c.

(1.42)
This is clearly a weaker version of the estimate from Theorem 1.5.

Now, for each p ∈ N, we let ϒp be the probability measure on H 0
(2)

(X,Lp),
constructed in Section 1.3 (not necessarily assumed to be Gaussian). Note that
in condition (1.10), we have dp = O(pm). In this higher dimensional setting we
prove the following results.

Theorem 1.13. Let U be a relatively compact open subset of X. Then there exists
a constant CU > 0 such that for any p ∈ N,

1

CU

p−m−1 ≤ E[MU
p (sp)] ≤ CUp2m. (1.43)

For any δ > 0, there exists a constant CU,δ > 0 such that for any p ∈ N,

ϒp({sp : | logMU
p (sp)| ≥ δp}) ≤ e−CU,δp

m+1
. (1.44)

Then we can get the following improvement of (1.42).

Theorem 1.14. If U is a relatively compact open subset of X, then for any δ > 0
and φ ∈ �

m−1,m−1
0 (U), there exists a constant c = c(U, δ,φ) > 0 such that for

p ∈ N we have

ϒp

({
sp :

∣∣∣∣( 1

p
[Div(sp)] − c1(L,h),φ

)∣∣∣∣ > δ

})
≤ e−cpm+1

. (1.45)

Moreover, ϒ -almost surely we have the weak convergence of (1,1)-currents

lim
p→∞

1

p
[Div(sp)] = c1(L,h). (1.46)

Since c1(L,h) is positive, c1(L,h)m/m! defines a positive volume element on X.
If U ⊂ X is open, then set

VolL2m(U) =
∫

U

c1(L,h)m

m! . (1.47)

We will see in (5.6) that this volume is always finite.
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For sp ∈ H 0
(2)(X,Lp), we define the (2m − 2)-dimensional volume (with re-

spect to c1(L,h)) of Zsp in an open subset U ⊂ X as follows:

VolL2m−2(Zsp ∩ U) =
∫

Zsp ∩U

c1(L,h)m−1

(m − 1)! . (1.48)

As a consequence of Theorem 1.14, we have the following theorem.

Theorem 1.15. If U is a relatively compact open subset of X such that ∂U has
zero measure in X, then for any δ > 0, there exists a constant cU,δ > 0 such that
for p large enough we have

ϒp

({
sp :

∣∣∣∣ 1

p
VolL2m−2(Zsp ∩ U) − mVolL2m(U)

∣∣∣∣ > δ

})
≤ e−cU,δp

m+1
. (1.49)

If U is a nonempty open (possibly not relatively compact) set of X with ∂U

having zero measure in X, then there exists a constant CU > 0 such that

ϒp({sp : Zsp ∩ U = ∅ }) ≤ e−CU pm+1
, ∀p � 0. (1.50)

Note that when X is compact and ω = iRL, as well as for the special choice of
ϒp , p ∈ N, as a Gaussian ensemble (cf. Example 1.2), the results in Theorems
1.13, 1.14, and 1.15 recover the main results proved in [25].

1.7. Organization of the Paper

This paper is organized as follows. In Section 2, we recall the estimates of the
Bergman kernels for the punctured Riemann surface �. In Section 2.3, we give a
proof of Theorem 1.8.

In Section 3, we give the proofs of other results stated in Sections 1.4 and
1.5. In particular, Sections 3.1–3.3 are devoted to the proof of Theorem 1.4. In
Section 3.5, we prove at first Lemma 1.11 and then Theorem 1.10. In Section 3.6,
we prove Theorem 1.5 using Theorem 1.10. At last, in Section 3.7, we prove
Proposition 1.7.

In Section 4, we give a discussion for hyperbolic surfaces with cusps and of
high genus. They are important examples of punctured Riemann surfaces where
our results apply.

Finally, in Section 5, we study the higher dimensional complex Hermitian man-
ifolds and give the proofs of the results stated in Section 1.6.

2. Estimates on Bergman Kernel

In this section, we recall some results on the Bergman kernel expansions for our
punctured Riemann surface � obtained by Ma and Marinescu [18, Chapter 6]
and by Auvray, Ma, and Marinescu [3]. Note that the results in [18, Chapter 6]
are applicable to general Hermitian manifolds and line bundles such as the ones in
Section 1.6; we refer to Section 5 for a more detailed discussion. In this section,
we focus on �.
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2.1. On-Diagonal Estimates

Recall that the positive smooth function a on � is defined as follows, for x ∈ �:

a(x) = iRL
x

ω�,x

≥ ε0. (2.1)

In our setting (with assumptions (α) and (β)), due to [18, Theorem 6.1.1] we
have the following result.

Theorem 2.1. For any compact set K ⊂ �, we have the uniform asymptotic ex-
pansion for x ∈ K :

Bp(x, x) = p

2π
a(x) + OK(1), asp → + ∞. (2.2)

In [3], an asymptotic expansion of Bp near the punctured points is obtained by
studying the Bergman kernel expansion for the punctured disk endowed with the
Poincaré metric. Furthermore, they obtained a global optimal upper bound for Bp .
By [3, Corollary 1.4], we have

sup
x∈�

Bp(x, x) =
(

p

2π

)3/2

+ O(p), asp → + ∞. (2.3)

Remark 2.2. The uniform upper bound of Bp(x, x) given in (2.3) plays an im-
portant role in the proof of Theorem 1.4. In the absence of such a uniform upper
bound on the noncompact manifold, we should assume U to be relatively com-
pact in Theorem 1.4. As we will see in Section 3.7, the upper bound of Bp(x, x)

in (2.3) is also necessary in the proof of (1.26).

2.2. Off- and Near-Diagonal Estimates

For the off- and near-diagonal expansion of Bp , we still apply [18, Theorem 6.1.1]
to our punctured Riemann surface.

Proposition 2.3 ([18, Theorem 6.1.1]). For any � ∈ N and δ > 0, for any com-
pact subset K ⊂ �, there exists C�,δ,K > 0 such that for all p ∈ N and x, y ∈ K

with dist(x, y) ≥ δ,
|Bp(x, y)| ≤ Cl,δ,Kp−�. (2.4)

Fix any compact subset K , and for any N ∈ N, there exist ε > 0, functions Fr ,
and constants C,C′ > 0 such that for x0 ∈ K , v, v′ ∈ (Tx0�,gT �

x0
), ‖v‖, ‖v′ ‖ ≤

2ε, we have, as p → ∞,∣∣∣∣ 1

p
Bp(expx0

(v), expx0
(v′)) −

N∑
r=0

Fr

(√
pv,

√
pv′)κ−1/2(v)κ−1/2(v′)p−r/2

∣∣∣∣
≤ Cp−(N +1)/2(1 + √

p‖v‖ + √
p‖v′ ‖)2N +6 exp

(−C′ √
p‖v − v′ ‖)

+ O(p−∞).

(2.5)



Large Deviations on Punctured Riemann Surfaces 15

The norm on the left-hand side of (2.5) is taken at the point x0 after trivializing the
line bundle L near x0 along the radial geodesic path centered at x0 with respect to
the Chern connection of (L,h). The function κ , and the functions Fr , r ∈ N, all
depending smoothly on x0, will be described more explicitly in what follows (cf.
(2.6), (2.9)). The term O(p−∞) is used to denote a decay faster than p−� for any
� ∈ N.

As in the previous proposition, for x0 ∈ K and ε > 0 sufficiently small, we can
identify the Euclidean ball BTx0�(0,4ε) ⊂ (Tx0�,gT �

x0
) with the geodesic ball

B�(x0,4ε) ⊂ � via the local geodesic coordinate centered at x0. Let g�0 be a
metric on �0 := Tx0� � R

2 that coincides with gT � on BTx0�(0,2ε) and gT �
x0

outside BTx0 �(0,4ε). Let dv�0 be the Riemannian volume form of (�0, g
�0), and

let dvTx0� denote the Riemannian volume form of (Tx0�,gT �
x0

). The function κ

is a positive function on Tx0� such that for v ∈ Tx0�,

dv�0(v) = κ(v) dvTx0 �(v). (2.6)

In particular, κ(0) = 1. Moreover, when x0 varies in the compact set K , for v ∈
Tx0� with ‖v‖ ≤ 2ε, the function κ(v) is uniformly bounded.

To describe the function Fr , we need to explain the complex coordinate near
x0. Let f denote a unit vector of T

(1,0)
x0 �, that is, gT �

x0
(f, f) = 1. Set

e1 = 1√
2
(f + f), e2 = i√

2
(f − f). (2.7)

Then {e1, e2 } is an oriented orthonormal basis of the (real) tangent space
(Tx0�,gT �

x0
). If v = v1e1 + v2e2 ∈ Tx0�, v1, v2 ∈ R, then

v = (v1 + iv2)
1√
2

f + (v1 − iv2)
1√
2

f, (2.8)

and we associate it with a complex coordinate z = v1 + iv2 ∈ C. In this coordinate,
we have ∂

∂z
= 1√

2
f and ‖ ∂

∂z
‖ = | ∂

∂z
|gT � = 1

2 . Note that, for z ∈ C, |z| still denotes
the standard norm of z as complex number.

Now, for v, v′ ∈ Tx0�, let z, z′ denote the corresponding complex coordinates.
Set

Fr (v, v′) = P(v, v′)Jr (v, v′), (2.9)

where

P(v, v′) = a(x0)

2π
exp

(
− 1

4
a(x0)(|z|2 + |z′ |2 − 2zz′)

)
, (2.10)

and

Jr (v, v′)is a polynomial in v, v′ of degree at most 3r ,

whose coefficients are smooth in x0 ∈ �.
(2.11)

In particular,
J0 = 1. (2.12)

The following lemma is elementary.
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Lemma 2.4. The norm of P satisfies

|P(v, v′)| = a(x0)

2π
exp

(
− 1

4
a(x0)‖v − v′ ‖2

)
. (2.13)

Proof. This follows directly from (2.10) in combination with the formula

|z − z′ |2 = |z|2 + |z′ |2 − 2�(zz′)
= |z|2 + |z′ |2 − 2zz′ + 2i�(zz′), (2.14)

where �(·), �(·) denote, respectively, the real and imaginary parts. By definition,
we have |z − z′ | = ‖v − v′ ‖. �

2.3. Normalized Bergman Kernel: Proof of Theorem 1.8

We start by proving the first estimate of the theorem. Note that U is relatively
compact in �, so U is compact and Proposition 2.3 is applicable. Let ε > 0 be
the sufficiently small quantity stated in the second part of Proposition 2.3. Then,
by the first part of the same proposition, if x, y ∈ U is such that dist(x, y) ≥ ε, we
have

|Bp(x, y)| ≤ Ck+1,ε,Kp−k−1. (2.15)

We fix large enough p0 ∈ N such that

b

√
logp0

p0
≤ ε

2
. (2.16)

For p > p0, if x, y ∈ U is such that b

√
logp

p
≤ dist(x, y) < ε, then we take advan-

tage of the expansion in (2.5) with N = 2k + 1, x0 = x, v = 0, y = expx(v
′), and

v′ ∈ Tx�, to obtain∣∣∣∣ 1

p
Bp(x, y) −

2k+1∑
r=0

Fr

(
0,

√
pv′)κ−1/2(v′)p−r/2

∣∣∣∣
≤ Cp−k−1(1 + √

p‖v′ ‖)4k+8 exp
(−C′ √

p‖v′ ‖) + O(p−k−1). (2.17)

Now, for k ≥ 1, there exists a constant Ck > 0 such that for any r > 0,

(1 + r)4k+8 exp(−C′r) ≤ Ck. (2.18)

Note that ‖v′ ‖ = dist(x, y). By (2.9), Lemma 2.4 and the fact that ‖v′ ‖ ≥ b

√
logp

p
,

we get

|Fr

(
0,

√
pv′)| ≤ Cp3r/2 exp

(
− ε0

4
b2 logp

)
, (2.19)

where the constant C > 0 does not depend on x ∈ U , and the number ε0 from
assumption (β) can be taken smaller than 1.

Since we take b >
√

16k/ε0, then for r = 0, . . . ,2k + 1, we get

|Fr

(
0,

√
pv′)κ−1/2(v′)p−r/2 | ≤ Cp−(2k−1). (2.20)

Finally, combining (2.15)–(2.20), we get the desired estimate for any p > 1.
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We next prove the second part of our theorem. For this purpose, we only need

to consider sufficiently large p such that b

√
logp

p
≤ ε

2 , where ε is given in Step 1.

In expansion (2.5), we take x0 = x, y = expx(v
′), N = 1, so dist(x, y) =

‖v′ ‖ = |z′ | ≤ b

√
logp

p
, where z′ ∈ C is the complex coordinate for v′. We infer

Bp(x, y) = pκ−1/2(v′)a(x)

2π
exp

(
− 1

4
a(x)p‖v′ ‖2

)
+ p1/2κ−1/2(v′)a(x)

2π
exp

(
− 1

4
a(x)p‖v′ ‖2

)
J1

(
0,

√
pv′)

+ O(| logp|4). (2.21)

Since ‖v′ ‖ ≤ b

√
logp

p
, using (2.11) we infer that |J1(0,

√
pv′)| ≤ C| logp|3/2.

The previous in combination with (2.2) then supplies us with

exp( 1
4a(x)p‖v′ ‖2)Bp(x, y)√
Bp(x, x)

√
Bp(y, y)

= pa(x)κ−1/2(v′)√
Bp(x, x)

√
Bp(expx(v

′), expx(v
′))

+ O(p−1/2 | logp|3/2 + p−1 | logp|4)

= 1 + O(‖v′ ‖ + p−1/2 | logp|3/2 + p−1 | logp|4)

= 1 + o(1), as p → +∞.

(2.22)
Note that in the definition of Pp we have the Hermitian norm of Bp(x, y).

Since in the asymptotic expansion (2.21) we have trivialized the line bundle near
x using the Chern connections, we have

|Bp(x, y)|hp
x ⊗h

p,∗
y

= |Bp(x, y)|. (2.23)

Combining (2.22) and (2.23), we get the estimate (1.28) by taking the term
Gp(x, y) to be the o(1)-term in the last equation in (2.22). This completes the
proof of Theorem 1.8.

3. Proofs of the Results for Punctured Riemann Surfaces

In the sequel, we adopt the following notation and conventions: for positive func-
tions f,g : N → R, we write f (p) � g(p) if there exists a constant C > 0 (pos-
sibly depending on some given data) such that f (p) ≤ Cg(p) for all (sufficiently
large) p ∈ N. Similarly, we write f (p)� g(p) if f (p) ≥ cg(p) for some constant
c > 0 and all (sufficiently large) p ∈ N. Moreover, we write f (p) � g(p) if both
f (p) � g(p) and f (p) � g(p) hold.

Since the computations of this section are also applicable in the higher dimen-
sional case and for a relatively compact open subset U as described in Section 1.6
and Section 5, we will always emphasize the quantity dp appearing in various
estimates of this section. We use punctured Riemann surfaces as an important ex-
ample when dp � p. Another advantage of this class is that due to [3] we can
study divisors on open subsets that are not relatively compact.
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3.1. Supremum Norm of Random Holomorphic Sections

As introduced above, sp will denote a random section with probability measure
ϒp . Then MU

p (sp) is a positive random variable. In this subsection, we study the
expectation E[MU

p (sp)] to understand the typical value of MU
p (sp).

For a vector ηp = (η
p

1 , . . . , η
p
dp

) ∈ C
dp , set ‖ηp ‖2 = ∑dp

j =1 |ηp
j |2. For x ∈ U

and for sp = ∑dp

j =1 η
p
j S

p
j , we have

|sp(x)|hp ≤ ‖ηp ‖Bp(x, x)1/2. (3.1)

The bounds in (1.10) also give the bounds for σ 2
p , p ∈ N.

Lemma 3.1. There exists a constant K0 > 0 such that for p ∈ N,

σ 2
p ≤ K0d

2
p. (3.2)

Proof. Since E[ηp
j ] = 0, then σ 2

p = E[|ηp
j |2 ]. Let p be sufficiently large such that

dp > 2. By Jensen’s inequality, we get

E[|ηp
j |2 ]dp/2 ≤ E[|ηp

j |dp ]. (3.3)

Then (3.2) follows from assumption (1.10) for η
p
j . �

Lemma 3.2. We have the following inequalities of moments of ‖ηp ‖ for p ∈ N

sufficiently large:

c0dp ≤ E[‖ηp ‖2 ] ≤ K0d
3
p,

E[‖ηp ‖dp ] ≤ C0(dp)2dp +1.
(3.4)

Therefore, we have the lower bound estimate for all p ∈ N sufficiently large

E[‖ηp ‖ ] ≥ C
− 1

dp −2

0 (dp)
− 2dp +1

dp −2 (c0dp)
dp −1
dp −2 � (dp)

−1− 4
dp −2 . (3.5)

Proof. Note that by the assumption (cf. (1.9)) for η
p
j , 1 ≤ j ≤ dp , we have

E[‖ηp ‖2 ] = dpσ 2
p. (3.6)

Then the first inequality in (3.4) follows directly from (1.9) and (3.2), we now
prove the second one.

For p sufficiently large, we have dp > 3, so we can set

q = 1

1 − 2
dp

> 1. (3.7)

Then

q
dp

2
≤ dp, (3.8)
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and by Hölder’s inequality, we have

‖ηp ‖dp ≤
( dp∑

j =1

|ηp
j |dp

)
(dp)q

dp
2 . (3.9)

Then the second inequality in (3.4) follows directly from (1.10), (3.8), and (3.9).
Set a = dp −2

dp −1 , p1 = 1/a = dp −1
dp −2 , p2 = dp − 1, then by Hölder’s inequality for

the pair (p1,p2), we get

E[‖ηp ‖2 ] = E[‖ηp ‖a ‖ηp ‖2−a ] ≤ E[‖ηp ‖ ]1/p1E[‖ηp ‖dp ]1/p2 . (3.10)

Using (3.4), inequality (3.5) follows. This completes our proof. �

By (2.3), there is a constant p0 ∈ N (independent of open set U ) such that for all
p > p0,

sup
x∈U

Bp(x, x) <
1

π
√

2π
p3/2. (3.11)

Then we have
MU

p (sp) ≤ ‖ηp ‖p3/4. (3.12)

Proposition 3.3. We have the following inequalities for sufficiently large p:

E[MU
p (sp)] ≤ (K0)

1/2p3/4d
3/2
p � p9/4,

E[MU
p (sp)dp ] ≤ C0(dp)2dp +1p3dp/4

� (Cp)Cdp forsomeconstantC > 0.

(3.13)

Moreover,
E[MU

p (sp)] � p−2. (3.14)

Proof. The inequalities in (3.13) follow directly from dp � p, (3.4), (3.12), and

E[‖ηp ‖ ]2 ≤ E[‖ηp ‖2 ]. (3.15)

Now we prove the lower bound in (3.14). We fix a point x0 ∈ U . Then

|sp |2
hp (x0) =

dp∑
j,l=1

η
p
j η

p
l hp(S

p
j (x0), S

p
l (x0)), (3.16)

and using (1.9) we infer that

E[|sp(x0)|2
hp ] =

dp∑
j =1

E[|ηp
j |2 ]|Sp

j (x0)|2
hp = σ 2

pBp(x0, x0) ≥ c0Bp(x0, x0).

(3.17)
The second inequality of (3.13) implies

E[|sp(x0)|dp

hp ] ≤ C0(dp)2dp +1p3dp/4. (3.18)

Also, by Hölder’s inequality for |sp(x0)|hp as in (3.10),

E[|sp(x0)|2
hp ] ≤ E[|sp(x0)|hp ]

dp −2
dp −1 E[|sp(x0)|dp

hp ] 1
dp . (3.19)
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Combining this with (3.17), (3.18), we get

E[|sp(x0)|hp ] ≥ (c0Bp(x0, x0))
dp −1
dp −2

(
1

C0(dp)2dp +1p3dp/4

) 1
dp −2

� d
− 7/4+2/dp

1−2/dp
p .

(3.20)
Since dp � p and E[|sp(x0)|hp ] ≤ E[MU

p (sp)], we get (3.14). This finishes the
proof. �

Remark 3.4. Note that the lower bound p−2 in (3.14) is clearly non-optimal.
Using the asymptotic expansion of Bp(x, x) given in Theorem 2.1, and by (3.20),
we get the following limit:

lim inf
p→∞ p7/4

E[MU
p (sp)] ≥ c0a(x0) > 0, (3.21)

where c0 is the constant in (1.9), and a(x) is defined in (2.1). Note that we always
have a(x0) ≥ ε0 > 0. Since x0 ∈ U is arbitrarily chosen, we get

lim inf
p→∞ p7/4

E[MU
p (sp)] ≥ c0 sup

x∈U

a(x). (3.22)

Remark 3.5. If we take a relatively compact open subset U in �, then the esti-
mates in Proposition 3.3 can be improved as follows: as p sufficiently large,

p−3/2−δ � E[MU
p (sp)] � p2, (3.23)

where δ > 0 is any sufficiently small number.

Applying the Chebyshev inequality to the second inequality in (3.13), we get the
following result.

Corollary 3.6. There exists a constant C > 0 such that for any sequence
{λp }p∈N of strictly positive numbers, we have

ϒp({sp : MU
p (sp) ≥ λp }) � e−dp logλp +Cdp logp. (3.24)

3.2. Uniform Bound on the Marginal Density Function

In this subsection, we prove an important consequence of (1.8), that is, an upper
bound on the marginal densities of ϒp . We now fix p ∈ N. Let V ⊂ C

dp be a C-
subspace of dimension n ≤ dp , and let V ⊥ ⊂ C

dp denote its orthogonal subspace
with respect to the standard Hermitian metric on C

dp .
If v ∈ C

dp , let v = v0 + v1, v0 ∈ V , v1 ∈ V ⊥ denote the orthogonal decompo-
sition of v. Let dV0, dV1 denote the standard Lebesgue volume elements on V ,
V ⊥ respectively such that

dVolp(v) = dV0(v0)dV1(v1). (3.25)

Proposition 3.7. For v0 ∈ V , set

g
p
V (v0) =

∫
v1 ∈V ⊥

f p(v0 + v1)dV1(v1). (3.26)
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Then g
p
V is a probability density function on V such that

sup
v0 ∈V

g
p
V (v0) ≤ Mn

0

(
dp

n

)
, (3.27)

where M0 is the constant in (1.8), and
(
dp

n

) = dp !
n! (dp −n)! .

Proof. If n = dp or 0, then the proposition trivially holds true. Hence, without loss
of generality we can and do assume n < dp from now on for the rest of the proof.
Since p is fixed, we simply set d = dp , k = d − n > 0, and we let E1, . . . ,Ek

be an orthonormal basis of V ⊥. Writing e1, . . . , ed for the standard orthonormal
basis of Cd , this corresponds exactly to the sections S

p
j under the identification

H 0
(2)(�,Lp) � C

dp . Write for i = 1, . . . , k,

Ei =
d∑

j =1

a
j
i ej , a

j
i ∈ C. (3.28)

Let Wp denote the matrix (a
j
i ) of size k × d , and denote by W ∗

p its complex
adjoint matrix. The orthonormality of the basis implies

WpW ∗
p = Idk×k. (3.29)

Let I (d, k) denote all the subsets of {1, . . . , d} of cardinality k, then |I (d, k)| =(
d
n

)
. If S ∈ I (d, k), let Wp,S denote the square matrix consisting of the k columns

of Wp indexed by S (in the order induced by S), and let W
∗,S
p denote the square

matrix consisting of k rows of W ∗
p indexed by S (in the order induced by S). It is

clear that W
∗,S
p is exactly the complex adjoint matrix of Wp,S . Then, due to the

Cauchy–Binet formula (i.e., a generalized Pythagorean or Gougu theorem), we
have

1 = detWpW ∗
p =

∑
S∈I (d,k)

detWp,SW ∗,S
p . (3.30)

Now observe that detWp,SW
∗,S
p ≥ 0, and hence due to (3.30) there exists SV ∈

I (d, k) such that

detWp,SV
W ∗,SV

p ≥ 1

|I (d, k)| . (3.31)

In particular, Wp,SV
is an invertible square matrix.

We now prove (3.27). Let t = (t1, . . . , tk) denote the complex coordinates of
V ⊥ with respect to the basis Ei , i = 1, . . . , k. Then we can write

v1 =
k∑

i=1

tiEi ∈ V ⊥, dV1(t) =
k∏

i=1

√−1

2
dti ∧ dti . (3.32)

Let s = (sj )j ∈SV
∈ Ck be another complex coordinate system of V ⊥ such that

sj = ∑k
i=1 tia

j
i . Then Wp,SV

represents exactly the Jacobian matrix for the holo-
morphic coordinate change from t to s, so that the Jacobian determinant for the
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real coordinate change is given by detWp,SV
W

∗,SV
p . Then, for any integrable func-

tion F on Ck , we have∫
t ∈Ck

F

( k∑
i=1

tia
j
i , j ∈ SV

)
dV1(t) =

∫
s∈Ck

F (s)
1

detWp,SV
W

∗,SV
p

dV1(s).

(3.33)
Writing v0 = (v1

0, . . . , vd
0 ) ∈ V ⊂ C

d , we infer that

f p(v0 + v1) =
∏

j /∈SV

f
p
j

(
v

j

0 +
k∑

i=1

tia
j
i

)
·

∏
j ∈SV

f
p
j

(
v

j

0 +
k∑

i=1

tia
j
i

)

≤ Mn
0 ·

∏
j ∈SV

f
p
j

(
v

j

0 +
k∑

i=1

tia
j
i

)
, (3.34)

where the last inequality follows from (1.8). Now, applying formula (3.33), we
deduce

g
p
V (v0) ≤ Mn

0

detWp,SV
W

∗,SV
p

∫
s∈Ck

∏
j ∈SV

f
p
j (v

j

0 + sj )dV1(s)

= Mn
0

detWp,SV
W

∗,SV
p

. (3.35)

Combining (3.31) with (3.35), we get (3.27). This completes our proof. �

3.3. Expectation and Concentration: Proof of Theorem 1.4

We prove here Theorem 1.4 about the expected value and concentration of the
random supremum norm.

Note that inequality (1.16) follows from Proposition 3.3. By Remark 3.4, the
lower bound in (1.16) can be improved to 1

CU
p−7/4−ε for any given ε > 0. More-

over, as a consequence of Theorem 2.1, the constant 1
CU

in this lower bound can
be made more explicit such as c0a(x0) with any point x0 ∈ U and for sufficiently
large p.

Now we start to prove (1.17). Note that

{sp : | logMU
p (sp)| ≥ δp} ⊂ {sp : MU

p (sp) ≥ eδp } ∪ {sp : MU
p (sp) ≤ e−δp }.

(3.36)
Upon choosing λp = eδp in (3.24) this entails by dp ∼ p,

ϒp({sp : MU
p (sp) ≥ eδp }) ≤ e−CU,δp

2
, ∀p � 0. (3.37)

Now we consider the probability of {MU
p (sp) ≤ λp } for arbitrary sequences

{λp }p∈N of positive numbers less than 1. We claim that there exist constants
C > 0, C′ > 0 such that for p � 0,

ϒp({sp : MU
p (sp) ≤ λp }) ≤ eCdp logλp +C′dp logp. (3.38)
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If we take λp = e−δp in (3.38), then we get, with a constant CU,δ > 0,

ϒp({sp : MU
p (sp) ≤ e−δp }) ≤ e−CU,δp

2
, ∀p � 0; (3.39)

then inequality (1.17) follows.
Therefore, in the sequel, we focus on proving (3.38), which is clearly a more

general statement than that we actually need. For U ′ ⊂ U , a smaller open subset
that is relatively compact in �, we have

ϒp({sp : MU
p (sp) ≤ λp }) ≤ ϒp({sp : MU ′

p (sp) ≤ λp }). (3.40)

Fix a point x0 ∈ U ′ and a 2-cube [−t, t ]2 in R
2 � Tx0�. We choose t > 0 suffi-

ciently small so that

Ft := expx0
([−t, t ]2) ⊂ U ′,

and that
1

2
‖v − u‖ ≤ dist(expx0

(v), expx0
(u)) ≤ 2‖v − u‖ for all v,u ∈ [−t, t ]2. (3.41)

Instead of proving directly (3.38), it is enough to prove the following estimate:

ϒp({sp : MFt
p (sp) ≤ λp }) ≤ eCdp logλp +C′dp logp for p � 0. (3.42)

The uniform estimates in Theorem 1.8 hold for the open set U ′. Although our
proof of (3.42) is inspired by the arguments in [25, Section 3.2], some new com-
putational techniques such as Proposition 3.7 are needed since we are concerned
with non-Gaussian ensembles of random variables.

Let d > 0 be a constant to be determined later. For each p > 0, we consider
the lattice points

�p :=
{
(v1, v2) ∈ Z

2 : |vj | ≤ t
√

p

d

}
, (3.43)

and for v ∈ �p we define lattice points on the surface by

xp
v = expx0

(
d√
p

v

)
∈ Ft . (3.44)

The number of lattice points is given by

np := ��p =
(

2

[
t

√
p

d

]
+ 1

)2

= 4t2

d2
p + O

(√
p
) � dp. (3.45)

For v ∈ �p , we fix some λv ∈ Lx
p
v

with |λv |h = 1 and set

ξv = 〈λ⊗p
v , sp(x

p
v )〉hp

Bp(x
p
v , x

p
v )1/2

. (3.46)

Then ξv is a complex-valued random variable. By Theorem 2.1, for x
p
v ∈ Ft , we

have the following uniform estimate for p ≥ 1 and v ∈ �p:

Bp(xp
v , xp

v ) = p
a(x

p
v )

2π
+ O(1). (3.47)
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Then (3.42) follows from the claim

ϒp

({
max
v∈�p

|ξv | ≤ λp

})
≤ eCdp logλp +C′dp logp, ∀p � 0. (3.48)

Note that sp = ∑
j η

p
j S

p
j , so we have

ξv =
∑
j

η
p
j

〈λ⊗p
v , S

p
j (x

p
v )〉hp

Bp(x
p
v , x

p
v )1/2

. (3.49)

Recall that η
p
j , j = 1, . . . , dp , are independently distributed random variables

with expectation E[ηp
j ] = 0 and uniformly bounded variance σ 2

p as in (1.9), (3.2).
Then

c0 ≤ E[|ξv |2 ] = σ 2
p ≤ K0d

2
p. (3.50)

Let �uv := E[ξuξv ] denote the covariance of ξu and ξv for u,v ∈ �p , and let
� = (�uv)u,v∈�p denote the covariance matrix. Then, by (1.27), (3.49),

|E[ξuξv ]| = σ 2
pPp(x

p
u , xp

v ). (3.51)

For b = √
32/ε0 + 1, we get by Theorem 1.8 that for p � 0,

|�uv | ≤
⎧⎨⎩2σ 2

p exp(− a(x
p
u )p
4 dist(xp

u , x
p
v )2) if dist(xp

u , x
p
v ) ≤ b

√
logp

p
,

σ 2
pO(p−2) if dist(xp

u , x
p
v ) ≥ b

√
logp

p
,

(3.52)

where the constant defining O(·) is independent of p.
Fix u ∈ �p , then by (3.45) and the second estimate in (3.52), we have

1

σ 2
p

∑
v∈�p,v �=u

|�uv | ≤
∑
near

+O(p−1), (3.53)

where ∑
near

=
∑{

1

σ 2
p

|�uv | : 0 < dist(xp
u , xp

v ) ≤ b

√
logp

p

}
. (3.54)

Noting that

a(x
p
u )dist(xp

u , xp
v )2 > ε0

d2

4p
‖u − v‖2, (3.55)

the first estimate in (3.52) supplies us with∑
near

≤ 2
∑
v �=u

e− ε0d2

16 ‖u−v‖2 ≤ 2
∑

v∈Z2,v �=0

e− ε0d2

16 ‖v‖2

≤ b′
∫

x∈R2,‖x‖≥2/3
e− ε0d2

64 ‖x‖2
dx ≤ b′ ′e− ε0d2

144 ≤ 1

3
, (3.56)

where the constants b′, b′ ′ > 0 are independent of p � 0, and d > 0 is chosen
large enough so as to guarantee the last inequality.
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We denote the �∞-norm of η ∈ C
n by ‖η‖ ∞ = maxv |ηv |. Furthermore, we

write In for the n × n identity matrix, as well as � = σ 2
pIn + A, where A has zero

diagonal entries. By (3.53) and (3.56), for p � 0,

‖Aη‖ ∞ ≤ σ 2
p

2
‖η‖ ∞, η ∈ C

n. (3.57)

Then

‖�η‖ ∞ ≥ ‖σ 2
pη‖ ∞ − ‖Aη‖ ∞ ≥ σ 2

p

2
‖η‖ ∞ ≥ c0

2
‖η‖ ∞. (3.58)

As a Hermitian square matrix, � is invertible and the eigenvalues of �−1 are
bounded above by 2/σ 2

p . Now set

ζ = (ζv) := �−1/2ξ ∈ C
n, (3.59)

so that the coordinates ζv are random variables centered with finite variance, but
generally they are not independently distributed. Moreover, we have

E[ζuζ v ] = δuv, ∀u,v ∈ �p. (3.60)

Next, note that each ζv is a linear combination of the (η
p
j ), that is,

ζv =
∑
j

η
p
j βj (v), (3.61)

where βj (v) ∈ C are constants. To apply directly Proposition 3.7, we normalize
the random variables η

p
j , j = 1, . . . , dp , as follows:

η̃
p
j = 1

σp

η
p
j . (3.62)

Then the PDF of η̃
p
j on C, with respect to the Lebesgue measure, is given by

f̃
p
j (z) = f

p
j (σpz)σ 2

p. (3.63)

By (1.8) and (1.9), we have that for all p, j ∈ {1, . . . , dp },

sup
z∈C

|f̃ p
j (z)| ≤ M0σ

2
p < ∞. (3.64)

As in (1.12), we denote by f̃ p the joint probability density function of the random

vector (η̃
p
j )

dp

j =1 ∈ C
dp . For v ∈ �p , set

Ev = (σpβ1(v), . . . , σpβdp
(v)) ∈ C

dp . (3.65)

By (3.60), {Ev }v∈�p forms an orthonormal set in C
dp , let Vp ⊂ C

dp denote the
C-subspace spanned by {Ev }v∈�p . Then

n = dimC Vp ≤ dp. (3.66)

Let Kp denote the dp × n-matrix whose columns are the column vectors Ev ,
v ∈ �p . Then

K∗
pKp = In. (3.67)
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Set Qp = KpK∗
p , then Qp is exactly the square matrix defining the orthogonal

projection from C
dp onto Vp in C

dp . Let V ⊥
p = Im(1 − Qp) be the orthogonal

complement of Vp . We also identify the vector (ζv)v∈�p ∈ C
n with

∑
v∈�p

ζvEv ∈
Vp .

Considering ζ = (ζv)v∈�p and η̃p = (η̃
p
j )

dp

j =1 as column vectors, (3.61) is
equivalent to the relation

Qpη̃p = Kpζ. (3.68)

As in (3.26), define for ζ ∈ C
n

g
p
Vp

(ζ ) =
∫

η∈V ⊥
p

f̃ p(Kpζ + η)dV1(η). (3.69)

Then g
p
Vp

is exactly the probability density function on C
n (with respect to the

standard Lebesgue measure) for the random vector (ζv)v∈�p defined in (3.59). By
Proposition 3.7 and (3.64), we get

sup
ζ ∈Cn

g
p
Vp

(ζ ) ≤ (M0σ
2
p)n

(
dp

n

)
. (3.70)

By (3.59), for p � 0,

max
v

|ζv | ≤
√

2n

σ 2
p

max
v

|ξv |. (3.71)

As a consequence of the above, for p � 0,

ϒp

({
max

v
|ξv | ≤ λp

})
≤ ϒp

({
max

v
|ζv | ≤

√
2n

σ 2
p

λp

})
≤

∫
(ζv)∈Cn,|ζv |≤

√
2n

σ2
p

λp

(M0σ
2
p)n

(
dp

n

)
dVol(ζ )

= (2πM0n)nλ2n
p

(
dp

n

)
. (3.72)

Note that in the previous computations, n � dp . Using
(
dp

n

) ≤ dp !, we get the
desired inequality (3.48), hence (3.38) holds. This completes the proof.

Remark 3.8. By examining the proofs to (3.24) and to (3.38), Theorem 1.4 still
holds if condition (1.8) is replaced by a milder one: there exist k0 ∈ N, M0 > 0
such that for p � 0,

sup
z∈C

|f p
j (z)| ≤ M0p

k0 . (3.73)

3.4. Logarithm of the Modulus: Proof of Proposition 1.9

We start by showing the integrability of the function | log |sp |hp | for nonzero sp ∈
H 0

(2)(�,Lp) and for p ≥ 2 on each Vj (as in assumption (α)) with respect to ω� .
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We just consider an open subset D∗
r ⊂ Vj for some r ∈ (0,1). Let 1 denote the

canonical holomorphic frame of L over D∗
r so that

|1|2
h(z) = | log(|z|2)|. (3.74)

Then the section sp , restricting on D
∗
r , can be written as

sp(z) = zkf (z)1⊗p(z), (3.75)

where f (z) is a holomorphic function on D with f (0) �= 0, and k ≥ 1 is the
vanishing order of sp at aj . Then, for z ∈ D

∗
r , we have

log(|sp |2
hp ) = 2k log |z| + log(|f |2) + p log | log(|z|2)|. (3.76)

Note that ∫ r

0
log t

2t dt

t2 log2 t
= ∞. (3.77)

Comparing (1.1), the log |z|-term in (3.76) with (3.77), we get that log(|sp |2
hp ) is

not integrable with respect to the volume form ωD∗ on D
∗
r .

As stated in Proposition 1.9, we only consider a relatively compact open sub-
set U . The proof of Proposition 1.9 follows by combining the arguments in [25,
Section 4.1] with Theorem 1.4. For t > 0, we introduce the following notation:

log+ t = max{log t,0}, log− t := log+(1/t) = max{− log t,0}. (3.78)

Then
| log t | = log+ t + log− t. (3.79)

Let U be a relatively compact open subset in �, then, for nonzero sp ,
| log |sp |hp | is integrable on U with respect to ω� . At first, we show the following
claim:

ϒp

({
sp :

∫
U

log+ |sp |hpω� ≥ δ

2
p

})
≤ e−CU,δp

2
. (3.80)

Indeed, we have
log+ |sp |hp ≤ | logMU

p (sp)|. (3.81)

Then

ϒp

({
sp :

∫
U

log+ |sp |hpω� ≥ δ

2
p

})
≤ ϒp

({
sp : | logMU

p (sp)| ≥ δ

2Area(U)
p

})
, (3.82)

where Area(U) denotes the area of U with respect to ω� . Then (3.80) follows
from Theorem 1.4. The next step is to prove that

ϒp

({
sp :

∫
U

log− |sp |hpω� ≥ δ

2
p

})
≤ e−CU,δp

2
. (3.83)

Suppose that U contains an annulus B(2,3) := {z ∈ C : 2 < |z| < 3} (after rescal-
ing the coordinates), and the line bundle L on B(1,4) (still contained in U ) has
a holomorphic local frame eL. Set α(z) = log |eL(z)|2

h. For sp ∈ H 0
(2)(�,Lp), we

can write
sp = fpe

⊗p
L , (3.84)
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where fp is a holomorphic function on B(1,4). Then

log |sp |hp = log |fp | + p

2
α. (3.85)

In the following estimates, each K• denotes a sufficiently large positive constant.
Then, by (3.79) and (3.82), we have

ϒp

({
sp :

∫
B(2,3)

log+ |fp |ω� ≥ K1p

})
≤ e−CU,K1p2

. (3.86)

Using the Poisson kernel and the submean inequality for log(|fp |), we improve
(3.86) as follows:

ϒp

({
sp :

∫
B(2,3)

| log |fp ||ω� ≥ K2p

})
≤ e−CU,K2p2

. (3.87)

From this point we proceed as in [25, Section 4.1, p. 1992]. For δ ∈ (0, 1
2 ], we fix

a grid in the polar coordinate system of B(2,3) so that, by enlarging a bit the grid
cells, we obtain an open covering {Uj }q

j =1 of B(2,3) consisting of small boxes

of diameters � δ4. Then for a finite set of points {zj }q

j =1 with zj ∈ Uj and for all
sp , p ∈ N, we have

−
∫

B(2,3)

log |sp |hpω�

� −
q∑

j =1

μj log |sp(zj )|hp + K3δ

∫
B(2,3)

| log |fp ||ω�

+ pδK3 sup
z∈B(2,3)

| dα(z)|ω� , (3.88)

where q and μj > 0 only depend on δ, and we have
∑q

j =1 μj � 1. Applying
Theorem 1.4 to each Uj , then for sp outside the event described in (1.17), we can
choose zj ∈ Uj with log |sp(zj )|hp ≥ −δp. Combining this with (3.87), we infer
that

ϒp

({
sp : −

∫
B(2,3)

log |sp |hpω� ≥ K4δp

})
≤ e−CU,δp

2
, ∀p � 0. (3.89)

Note that log− = − log + log+ and that there exists a finite cover of U with
sets biholomorphic to the annulus B(2,3), we get (3.83) from (3.82) and (3.89).

3.5. Large Deviation Estimate: Proof of Theorem 1.10

As explained in the last part of Section 1.5, we need to control the vanishing order
of holomorphic sections in H 0

(2)(�,Lp) at the punctures.
For aj ∈ D, set

H 0(�,Lp)(aj ,k) := {s ∈ H 0(�,Lp) : ordaj
(s) ≥ k}. (3.90)
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It is clear that H 0(�,Lp)(aj ,k) is a vector subspace of H 0(�,Lp). We always
view H 0

(2)
(�,Lp) as a subspace of H 0(�,Lp), set

H 0
(2)(�,Lp)(aj ,k) = H 0

(2)(�,Lp) ∩ H 0(�,Lp)(aj ,k). (3.91)

Lemma 3.9. There exist p0 > 0, k0 > 0 such that for any aj ∈ D and any p ≥ p0,
k ≥ k0,

dimH 0
(2)(�,Lp)(aj ,k) ≤ dp − 1 (3.92)

so that

ϒp(H 0
(2)(�,Lp)(aj ,k)) = 0. (3.93)

Proof. It is clear that (3.93) is a direct consequence of (3.92) since ϒp has an
integrable PDF on H 0

(2)(�,Lp) with respect to the Lebesgue measure. We only
need to prove (3.92) for fixed aj ∈ D. Note that L is a positive holomorphic line
bundle on � (since its degree is positive), so that for any sufficiently large p, there
exists a nonzero section sj,p ∈ H 0(�,Lp) such that

sj,p(aj ) �= 0. (3.94)

We fix a sufficiently large p0 ∈ N such that H 0
(2)(�,Lp0) has a nonzero section

fp0 , and that if p ≥ 2p0, then

Sp := fp0 ⊗ sj,p−p0 ∈ H 0
(2)(�,Lp) (3.95)

has vanishing order

ordaj
(Sp) = ordaj

(fp0). (3.96)

As a consequence, for k ≥ k0 := ordaj
(fp0) + 1,

0 �= Sp /∈ H 0
(2)(�,Lp)(aj ,k), (3.97)

so that (3.92) holds. �

Fix k0 in Lemma 3.9. For p ≥ p0, k ≥ k0, set

A
p
k =

⋃
j

H 0
(2)(�,Lp)(aj ,k) ⊂ H 0

(2)(�,Lp). (3.98)

Then ϒp(A
p
k ) = 0. This way, we get Lemma 1.11 as mentioned in Section 1.5.

Let Ũ be an open subset of �, set U = Ũ \D ⊂ �. Then, for sp ∈
H 0

(2)(�,Lp)\A
p
k0

, p ≥ p0, we have

|NU
p (sp) − N Ũ

p (sp)| ≤ k0N, (3.99)

the difference comes from the zeros of sp at the punctures that are included in Ũ .

Proof of Theorem 1.10. We may assume that φ does not vanish identically on �.
Set Mφ = maxx∈� |φ(x)| > 0. Let Vφ ⊂ � be an open neighborhood of D (with
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smooth boundary) on which φ is locally constant. In particular, ∂∂φ|Vφ ≡ 0. Let
p′

0 > 0 be an integer such that

k0NMφ

p′
0

≤ δ

3
. (3.100)

The Lelong–Poincaré formula [18, Theorem 2.3.3] asserts that we have in the
sense of currents on �√−1

π
∂∂ log |sp |hp = [Div�(sp)] − pc1(L,h). (3.101)

Then(
1

p
[Div(sp)], φ

)
−

∫
�

φc1(L,h)

=
(

1

p
[Div�(sp)] − c1(L,h),φ

)
+

(
1

p
([Div�(sp)] − [Div�(sp)]),φ

)
=

√−1

pπ

∫
�

log |sp |hp∂∂φ +
(

1

p
([Div�(sp)] − [Div�(sp)]),φ

)
.

(3.102)
By (3.99)–(3.100), if sp ∈ H 0

(2)(�,Lp)\A
p
k0

, then∣∣∣∣( 1

p
([Div(sp)] − [Div�(sp)]),φ

)∣∣∣∣ ≤ δ

3
for all p ≥ max{p0,p

′
0 }. (3.103)

Since ω� is smooth on �\Vφ , we can set

Sφ = max
x∈�\Vφ

∣∣∣∣ √ −1∂∂φ(x)

ω�,x

∣∣∣∣. (3.104)

We only need to the consider the nontrivial case of Sφ > 0. Then∣∣∣∣ √ −1

pπ

∫
�

log |sp |hp∂∂φ

∣∣∣∣ ≤ Sφ

pπ

∫
�\Vφ

| log |sp |hp |ω�. (3.105)

Therefore, we get that for p � 0 the following holds:{
sp :

∣∣∣∣( 1

p
[Div(sp)], φ

)
−

∫
�

φc1(L,h)

∣∣∣∣ > δ

}
⊂

{
sp : Sφ

pπ

∫
�\Vφ

| log |sp |hp |ω� >
2

3
δ

}
∪ A

p
k0

. (3.106)

Upon recalling that ϒp(A
p
k0

) = 0 and by applying Proposition 1.9 to (3.106), we
get (1.30). This completes the proof of our theorem. �

3.6. Equidistribution and Large Deviation: Proof of Theorem 1.5

We first treat item (a) of Theorem 1.5. For φ ∈ C∞
0 (�), let |φ|C0 denote the C0-

norm of φ on �. By (3.101), we get∣∣∣∣( 1

p
[Div(sp)], φ

)∣∣∣∣ ≤
(

1

p
[Div�(sp)],1

)
|φ|C0 = |φ|C0

∫
�

c1(L,h). (3.107)



Large Deviations on Punctured Riemann Surfaces 31

By considering a countable C0-dense family of φ, it is enough to show that for
fixed φ ∈ C∞

0 (�) we have ϒ -a.s.

lim
p→∞

(
1

p
[Div(sp)], φ

)
=

∫
�

φc1(L,h). (3.108)

Although this is a folklore consequence of Theorem 1.10 in probability theory,
we provide the short deduction here for the sake of completeness. Write Yp =
( 1
p

[Div(sp)], φ) as well as Y = ∫
�

φc1(L,h). If there was not ϒ -a.s. convergence,
then by dominated convergence for Z := lim supp→∞ |Yp − Y | there would exist
δ > 0 such that ϒ(Z > δ) > δ. Choosing Nδ ∈ N such that

∑
p≥Nδ

ϒ(|Yp − Y | >

δ) < δ/2 (which is possible due to Theorem 1.10) leads to a contradiction via
ϒ(Z > δ) ≤ ∑

p≥Nδ
ϒ(|Yp − Y | > δ) < δ/2.

We prove now assertion (b) of Theorem 1.5. Note that for the open subset
U ⊂ � we have

AreaL(U)

2π
=

∫
U

c1(L,h) < + ∞. (3.109)

Here, we require no relative compactness for U .
Note that with respect to a smooth volume measure on � induced from �,

the measure AreaL is absolutely continuous. Then the assumption that ∂U has
measure zero implies that AreaL(∂U) = 0. As a consequence, for any fixed δ > 0
we can choose ψ1, ψ2 ∈ C∞(�) to be real-valued functions that take constant
values near aj ∈ D such that

0 ≤ ψ1 ≤ χU ≤ ψ2 ≤ 1,∫
�

ψ1c1(L,h) ≥ AreaL(U)

2π
− δ,∫

�

ψ2c1(L,h) ≤ AreaL(U)

2π
+ δ,

(3.110)

where χU is the characteristic function of U on �. By applying Theorem 1.10 for

ψ1, we get for sp not in an exceptional set of probability less than e−Cψ1,δp
2
,

NU
p (sp) ≥ (Div�(sp),ψ1) ≥ p

∫
�

ψ1c1(L,h) − pδ

≥ p
AreaL(U)

2π
− (p + 1)δ. (3.111)

Similarly, if we proceed with ψ2, we get that for sp not in an exceptional set of

probability less than e−Cψ2,δp
2
,

NU
p (sp) ≤ p

AreaL(U)

2π
+ (p + 1)δ. (3.112)

Part (b) follows by combining (3.111) and (3.112).
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3.7. Lower Bound on the Hole Probabilities: Proof of Proposition 1.7

Since we are concerned with Gaussian ensembles, using the fact that Area(�) :=∫
�

ω� < ∞, the first part of Proposition 1.7 follows from the same arguments in
[25, Section 4.2.4]. As for (1.26), we need a refined estimate for the norm of a
holomorphic section near the punctures, which is explained as follows.

For k0 ≥ 2, the sections in H 0
(2)

(�,Lk0) are exactly the ones in H 0(�,Lk0)

that vanish at every aj ∈ D. Since the zeros of a nontrivial holomorphic section
of Lk0 are isolated points in �, we get the existence of rj ∈ ]0, 1

2 [ and τj as
wanted.

We may and we always rescale τj by a nonzero constant so that
supx∈� |τj (x)|hk0 = 1. The following lemma is elementary.

Lemma 3.10. For r ∈ (0, rj ), set

b(r) = − log
(

inf
z∈D(r,rj )

|τj (z)|hk0

)
> 0. (3.113)

Then there exists Cj > 0 such that

b(r) ≤ Cj | log r|, r ∈ (0, rj ). (3.114)

Proof. Locally, we can write for z ∈ D
∗
2rj

,

τj (z) = zmj g(z)1⊗k0(z), (3.115)

where mj ∈ N≥1 is the vanishing order of τj at aj , and g is a holomorphic func-
tion such that g(0) �= 0. Set vj = infz∈Drj

|g(z)| > 0, then

1 ≥ inf
z∈D(r,rj )

|τj (z)|hk0 ≥ rmj vj | log(r2
j )|k0/2. (3.116)

Then (3.114) follows easily. �
Proof of (1.26). Set

E
pk0
1 = ‖τ

⊗p
j ‖ −1

L2 τ
⊗p
j ∈ H 0

(2)(�,Lpk0). (3.117)

Note that
‖τ

⊗p
j ‖L2 ≤ Area(�)1/2. (3.118)

We then complete {Epk0
1 } to an orthonormal basis {Epk0

1 ,E
pk0
2 , . . . ,E

pk0
dpk0

} of

H 0
(2)(�,Lpk0).
Since ϒp is defined by i.i.d. standard random complex Gaussian variables, it

does not depend on the choice of basis Op . The random section spk0 is given by

spk0 =
∑
j

ξjE
pk0
j = ξ1E

pk0
1 + s′

pk0
, (3.119)

where ξj , j = 1, . . . , dpk0 , are i.i.d. standard random complex Gaussians. Set ξ ′ =
(ξ2, . . . , ξdpk0

) ∈ C
dpk0 −1. Similar to (3.1) and (3.12), we have for p � 0 and

x ∈ �,
|s′

pk0
(x)|hpk0 ≤ C‖ξ ′ ‖p3/4, (3.120)
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where the constant C > 0 is independent of p and z. By Lemma 3.10 and (3.117),
for r ∈ ]0, rj [, we have

inf
z∈D(r,rj )

|Epk0
1 (z)|hpk0 ≥ e−pb(r)

Area(�)1/2
. (3.121)

Set

tp(r) = e−pb(r)

CArea(�)1/2p3/4
√

dpk0

> 0. (3.122)

Note that ‖ξ ′ ‖ ≤ √
dpk0 maxj ≥2 |ξj |, then for r ∈ ]0, rj [, we have{

spk0 =
∑
j

ξjE
pk0
j : |ξ1 | > 1, |ξj | < tp(r), j ≥ 2

}
⊂ {spk0 : ND(r,rj )

pk0
(spk0) = 0}. (3.123)

Therefore, for r ∈ ]0, rj [, we have

ϒpk0({spk0 : ND(r,rj )

pk0
(spk0) = 0}) ≥ e−1

(
tp(r)2

2

)dpk0 −1

. (3.124)

By (3.114) there exists cj > 0 such that for r ∈ ]0, rj [, p � 0,

e−1
(

tp(r)2

2

)dpk0 −1

≥ e−cj | log r|p2
. (3.125)

This completes our proof of (1.26). �

4. Cusp Forms on Hyperbolic Surfaces of Finite Volume

We give an important example where our results apply. Let � be a compact Rie-
mann surface of genus g and consider a finite set D = {a1, . . . , aN } ⊂ �. We also
denote by D the divisor

∑N
j =1 aj and let O�(D) be the associated line bundle. Let

K� be the canonical line bundle of �. The following conditions are equivalent:
(i) � = � � D admits a complete Kähler–Einstein metric ω� with Ricω� =

−ω� ,
(ii) 2g − 2 + N > 0,
(iii) the universal cover of � is the upper half-plane H,
(iv) L = K� ⊗ O�(D) is ample.
This follows from the uniformization theorem [15, Chapter IV] and the fact

that the Euler characteristic of � equals χ(�) = 2 − 2g − N and the degree of L

is
degL = 2g − 2 + N = −χ(�).

If one of these equivalent conditions is satisfied, the Kähler–Einstein metric ω�

is induced by the Poincaré metric on H; (�,ω�) and the formal square root of
(L,h) satisfy conditions (α) and (β), see [3, Lemma 6.2]. Theorem 1.5, Corol-
lary 1.6, and Proposition 1.7 hence apply to this context.

Let � be the Fuchsian group associated with the above Riemann surface �,
that is, � ∼= �\H. Then � is a geometrically finite Fuchsian group of the first
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kind without elliptic elements. Conversely, if � is such a group, then � := �\H
can by compactified by finitely many points D = {a1, . . . , aN } into a compact
Riemann surface � such that the equivalent conditions (i)–(iv) are fulfilled.

The space M�
2p of �-modular forms of weight 2p is by definition the space of

holomorphic functions f ∈ O(H) satisfying the functional equation

f (γ z) = (cz + d)2pf (z), z ∈ H, γ =
(

a b

c d

)
∈ �, (4.1)

and which extend holomorphically to the cusps of � (fixed points of the parabolic
elements). If f ∈ O(H) satisfies (4.1), then f dz⊗p ∈ H 0(H,K

p

H
) descends to

a holomorphic section �(f ) of H 0(�,K
p
�) ∼= H 0(�,Lp). By [19, Propositions

3.3, 3.4(b)], � induces an isomorphism � : M�
2p → H 0(�,Lp).

The subspace of M�
2p consisting of modular forms vanishing at the cusps is

called the space of cusp forms (Spitzenformen) of weight 2p of �, denoted by
S�

2p . The space of cusps forms is endowed with the Petersson scalar product

〈f,g〉 :=
∫

U

f (z)g(z)(2y)2p dvH(z),

where U is a fundamental domain for � and dvH = 1
2y−2 dx ∧ dy is the hyper-

bolic volume form.
Under the above isomorphism, S�

2p is identified to the space H 0(�,Lp ⊗
O�(D)−1) = H 0(�,K

p

�
⊗ O�(D)p−1) of holomorphic sections of Lp over �

vanishing on D.
If we endow KH with the Hermitian metric induced by the Poincaré metric

on H, the scalar product of two elements udz⊗p, v dz⊗p ∈ K
p

H,z
is 〈udz⊗p,

v dz⊗p 〉 = uv(2y)2p . Hence, the Petersson scalar product corresponds to the L2

inner product of pluricanonical forms on �,

〈f,g〉 =
∫

�

〈�(f ),�(g)〉ω�, f,g ∈ S�
2p.

The isomorphism � gives thus an isometry (see also [11, Section 6.4])

S�
2p

∼= H 0(�,Lp ⊗ O�(D)−1) ∼= H 0
(2)(�,K

p
�) ∼= H 0

(2)(�,Lp), (4.2)

where H 0
(2)(�,Lp) is the space of holomorphic sections of Lp that are L2-

integrable with respect to the volume form ω� and the metric hp on Lp , with
h introduced in [3, Lemma 6.2]. Moreover, H 0

(2)(�,K
p
�) is the space of L2-

pluricanonical sections with respect to the metric hK
p
� and the volume form ω� ,

where we denote by hK� the Hermitian metric induced by ω� on K� . We thus
identify the space of cusp forms S�

2p to a subspace of holomorphic sections of Lp

by (4.2).

Corollary 4.1. Let � ⊂ PSL(2,R) be a geometrically finite Fuchsian group of
the first kind without elliptic elements. Then the assertions of Theorems 1.4 and
1.5, Corollary 1.6, and Proposition 1.7 hold for the zeros of cusp forms sp ∈ S�

2p .
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5. Higher Dimensional Complex Hermitian Manifolds

In this section, we consider the extension of the above results to the noncompact
complete complex Hermitian manifold of higher dimension. Our geometric set-
ting is described in Section 1.6. At first, we recall the Bergman kernel expansion
under this setting.

By [18, Theorems 4.2.1 and 6.1.1], the Bergman kernel expansions described
in Section 2, for both on-diagonal and off-diagonal, still hold. More precisely,
there exist coefficients ar ∈ C∞(X), r ∈ N such that the following asymptotic
expansion

Bp(x, x) =
∞∑

r=0

ar(x)pm−r (5.1)

holds for any C�-topology on compact sets of X. In particular, let ṘL ∈
End(T (1,0)X) such that for u,v ∈ T

(1,0)
x X,

RL(u, v) = gT X(ṘLu, v), (5.2)

then

a0(x) = det

(
ṘL

2π

)
>

(
ε1

2π

)m

. (5.3)

In particular, if K ⊂ X is compact, then there exists CK > 0 such that for p � 0,

max
x∈K

Bp(x, x) ≤ CKpm. (5.4)

If X is noncompact, then the existence of a complete metric ω with iRL > ε1ω

(ε1 > 0) is equivalent to saying that iRL defines a complete Kähler metric. Recall
that the volume VolL2m(·) is defined in (1.47). As in [14, Corollary 2.2], under
assumption (1.38), we have

0 <
1

m!
∫

X

c1(L,h)m ≤ lim inf
p→∞ p−mdp < ∞. (5.5)

As a consequence, we get

dp � pm, VolL2m(X) < ∞. (5.6)

Then, for any open subset U ⊂ X, we have VolL2m(U) < ∞.
Furthermore, the off-diagonal and near-diagonal expansions as in Proposi-

tion 2.3 also hold (with suitable change according to the dimension m). For a
precise statement on the near-diagonal expansion, we need to introduce the com-
plex coordinates for the real tangent space TxX, x ∈ X.

Fix a point x ∈ X. Let {fj }m
j =1 be an orthonormal basis of (T

1,0
x X,gT X

x (·, ·))
such that

ṘL
x fj = μj (x)fj , (5.7)

where μj (x), j = 1, . . . ,m, are the eigenvalues of ṘL
x . We have

μj (x) > ε1, a0(x) =
m∏

j =1

μj (x)

2π
. (5.8)
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Set e2j −1 = 1√
2
(fj + fj ), e2j =

√−1√
2

(fj − fj ), j = 1, . . . ,m. Then they form an or-

thonormal basis of the (real) tangent vector space (TxX,gT X
x ). Now we introduce

the complex coordinate for TxX. If v = ∑2m
j =1 vj ej ∈ TxX, then we can write

v =
m∑

j =1

(
v2j −1 + √−1v2j

) 1√
2

fj +
m∑

j =1

(
v2j −1 − √ −1v2j

) 1√
2

fj . (5.9)

Set z = (z1, . . . , zm) with zj = v2j −1 + √−1v2j , j = 1, . . . ,m. We call z the
complex coordinate of v ∈ TxX. Then, by (5.9),

∂

∂zj

= 1√
2

fj ,
∂

∂zj

= 1√
2

fj (5.10)

so that

v =
m∑

j =1

(
zj

∂

∂zj

+ zj

∂

∂zj

)
. (5.11)

Note that | ∂
∂zj

|2
gT X = | ∂

∂zj
|2
gT X = 1

2 . For v, v′ ∈ TxX, let z, z′ denote the corre-
sponding complex coordinates. Define

Px(v, v′) =
m∏

j =1

μj (x)

2π
exp

(
− 1

4

m∑
j =1

μj (x)(|zj |2 + |z′
j |2 − 2zj zj )

)
. (5.12)

Define a weighted distance function �T X
x (v, v′) as follows:

�T X
x (v, v′)2 =

m∑
j =1

μj (x)|zj − z′
j |2. (5.13)

Then

|Px(v, v′)| =
m∏

j =1

μj (x)

2π
exp

(
− 1

4
�T X

x (v, v′)2
)

. (5.14)

For sufficiently small δ0 > 0, we identify the small open ball BX(x,2δ0) in X

with the ball BTxX(0,2δ0) in TxX via the geodesic coordinate. Let dist(·, ·) denote
the Riemannian distance of (X,gT X). There exists C2 > 0 such that for v, v′ ∈
BTxX(0,2δ0) we have

C2 dist(expx(v), expx(v
′)) ≥ �T X

x (v, v′) ≥ 1

C2
dist(expx(v), expx(v

′)). (5.15)

In particular,

�T X
x (0, v) ≥ ε

1/2
1 dist(x, expx(v)). (5.16)

Moreover, if we consider a compact subset K ⊂ X, then the constants δ0 and C1
can be chosen uniformly for all x ∈ K .

We trivialize the line bundle L on BTxX(0,2δ0) using the parallel transport
with respect to ∇ L along the curve [0,1] � t  → tv, v ∈ BTxX(0,2δ0). Under this
trivialization, for v, v′ ∈ BTxX(0,2δ0),

Bp(expx(v), expx(v
′)) ∈ End(Lx) = C. (5.17)
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By [18, Theorems 4.2.1 and 6.1.1], for any compact subset K ⊂ X and for any
N ∈ N, there exist δ > 0 and constants C,C′ > 0 such that for x ∈ K , v, v′ ∈ TxX,
‖v‖, ‖v′ ‖ ≤ 2δ, instead of (2.5), we have∣∣∣∣ 1

pm
Bp(expx(v), expx(v

′)) −
N∑

r=0

Fr

(√
pv,

√
pv′)κ−1/2(v)κ−1/2(v′)p−r/2

∣∣∣∣
≤ Cp−(N +1)/2(1 + √

p‖v‖ + √
p‖v′ ‖)2(N +m)+4 exp

(−C′ √
p‖v − v′ ‖)

+ O(p−∞).

(5.18)
The functions Fr , r ∈ N, are given as follows:

Fr (v, v′) = Px(v, v′)Jr (v, v′), (5.19)

where Jr (v, v′) is a polynomial in v, v′ of degree ≤ 3r , whose coefficients are
smooth in x ∈ X. In particular,

J0 = 1. (5.20)

The normalized Bergman kernel Pp(x, y) for x, y ∈ X is defined as in (1.27).
Then, by exactly the same arguments in Section 2.3, we get a version of Theo-
rem 1.8 for Pp as follows.

Theorem 5.1. Let U be a relatively compact open subset of X, then the following
uniform estimates on the normalized Bergman kernel hold for x, y ∈ U : fix k ≥ 1
and b >

√
16k/ε1, then we have

Pp(x, y) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1 + o(1)) exp(− p

4 �x(0, v′)2),

uniformly for dist(x, y = expx(v
′)) = ‖v′ ‖ ≤ b

√
logp

p
,

O(p−k), uniformly for dist(x, y) ≥ b

√
logp

p
.

(5.21)

Now we start to give the proofs to the theorems in Section 1.6. Most of the argu-
ments are exactly the same as given in Section 3.

Proof of Theorem 1.13. Since U is relatively compact in X, the Bergman ker-
nel Bp(x, x), x ∈ U , is uniformly bounded above by CUpm by (5.4). By (5.6),
dp � pm. The proof of (1.43) follows exactly by the arguments in the proof of
Proposition 3.3. In particular, we have for p � 0,

E[|MU
p (sp)|dp ] � d

2dp +3/2
p ≤ pCpm

, (5.22)

where the constant C > 0 is sufficiently large.
Now we prove (1.44). At first, by (5.22), as in Corollary 3.6, there exists a

constant C > 0 such that for any sequence {λp }p∈N of strictly positive numbers
we have

ϒp({sp : MU
p (sp) ≥ λp }) � e−dp logλp +Cdp logp. (5.23)
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Secondly, we apply the same arguments in Section 3.3 by taking the lat-
tice points x

p
v , v ∈ �p ⊂ Z

m, near a fixed point x0 ∈ U , where we identify
(Tx0X,gTx0X) with Rm. Note that n := ��p � dp . As in (3.41),

d2

4p
‖u − v‖2 ≤ dist(xp

u , xp
v )2 ≤ 4d2

p
‖u − v‖2. (5.24)

Let ξ(u, v) ∈ Tx
p
u
X be the unique vector (with small norm) such that expx

p
u
(ξ(u,

v)) = x
p
v . By (5.16), (5.24),

�x
p
u
(0, ξ(u, v))2 ≥ ε1d

2

4p
‖u − v‖2. (5.25)

This is an analogue of (3.55). Then using instead Theorem 5.1 and proceeding
as in (3.49)–(3.72), we get that, for a sequence {λp }p∈N of positive numbers less
than 1, there exist constants C > 0, C′ > 0 such that for ∀p � 0,

ϒp({sp : MU
p (sp) ≤ λp }) ≤ eCdp logλp +C′dp logp. (5.26)

Taking λp = eδp in (5.23) and λp = e−δp in (5.26), we get (1.44) upon using
dp � pm. This completes our proof. �

Proof of Theorem 1.14. The first part of this theorem is an analogue of Theo-
rem 1.10, and its proof will follow the arguments as explained in Sections 3.4 and
3.5, by using instead Theorem 1.13. Recall that dV = ωm

m! is the volume element
on X.

Indeed, the sketched proof in Section 3.4 also proves that, for the relative com-
pact open subset U and for any δ > 0, there exists CU,δ > 0 such that

ϒp

({
sp :

∫
U

| log |sp |hp | dV ≥ δp

})
≤ e−CU,δp

m+1
, ∀p � 0. (5.27)

To get (1.45), we apply the Lelong–Poincaré formula for φ ∈ �
m−1,m−1
0 (U),

([Div(sp)] − pc1(h,L),φ) = i

π

∫
U

log |sp |hp∂∂φ. (5.28)

Then∣∣∣∣( 1

p
[Div(sp)] − c1(h,L),φ

)∣∣∣∣ ≤ 1

πp

∣∣∣∣∫
U

log |sp |hp∂∂φ

∣∣∣∣
≤ 1

πp
sup
x∈X

∣∣∣∣∂∂φ(x)

dV(x)

∣∣∣∣ ·
∫

U

| log |sp |hp | dV.

(5.29)

Then, by (5.27), we get (1.45). As a consequence of (1.45), the proof to (1.46)
follows exactly from the same arguments as in the part (a) of Section 3.6. This
completes our proof. �

Proof of Theorem 1.15. We only need to prove (1.49), and (1.50) is just its direct
consequence. Due to the results in Theorem 1.14 and that U is relatively compact,
the proof of this theorem is quite routine as in Section 3.6.
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Let δ > 0 be arbitrary, and we take ψ1, ψ2 ∈ C∞
0 (X,R≥0) such that

0 ≤ ψ1 ≤ χU ≤ ψ2 ≤ 1,∫
X

ψ1
c1(L,h)m

m! ≥ VolL2m(U) − δ,∫
X

ψ2
c1(L,h)m

m! ≤ VolL2m(U) + δ.

(5.30)

Set φj = ψj

(m−1)! c1(L,h)m−1, j = 1,2. By applying Theorem 1.14 to φj sepa-
rately, we get (1.49), and thus the proof is completed. �

Remark 5.2. Assume that {ϒp }p∈N is defined as in Example 1.2 with σp = 1.
Then, similar to Proposition 1.7 and the second part of [25, Theorem 1.4], we
can also give a lower bound (� e−CU pm+1

) for the hole probabilities for a relative
compact nonempty open subset U ⊂ X, provided there exists a nowhere vanishing
section on U .

We exhibit now two classes of manifolds for which Theorem 1.14 applies, each
of them has its own interests in various fields of complex geometry.

Example 5.3. Let M be a compact complex manifold of dimension m, � is
an analytic subvariety of M , X := M \ �. We assume that X admits a com-
plete Kähler metric ω such that Ricω ≤ −λω for some constant λ > 0. Assume,
moreover, that dim� ≤ m − k, k ≥ 2. Then H 0

(2)(X,K
p
X) ⊂ H 0(M,K

p
M) and

dp = dimH 0
(2)

(X,K
p
X) = O(pm) as p → ∞.

Example 5.4. Let D be a bounded symmetric domain in C
m, and let � be a neat

arithmetic group acting properly discontinuously on D (see [19, p. 253]). Then
U := D/� is a smooth quasi-projective variety, called an arithmetic variety. By
[2], U admits a smooth toroidal compactification X. In particular, � := X \ U

is a divisor with normal crossings. The Bergman metric ωB
D on D descends to

a complete Kähler metric ω := ωB
U on U . Moreover, ω is Kähler–Einstein with

Ricω = −ω (since the metric ωB
D has this property). We denote by hKU the

Hermitian metric induced by ω on KU . Then our results pertain to the spaces
H 0

(2)(U,K
p
U) of L2-pluricanonical sections with respect to the metric hK

p
U and

the volume form ωm.
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