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Bergman kernel functions associated to measures
supported on totally real submanifolds

By George Marinescu at Köln and Duc-Viet Vu at Köln

Abstract. We prove that the Bergman kernel function associated to a smooth measure
supported on a piecewise-smooth maximally totally real submanifoldK in Cn is of polynomial
growth. For example, this holds in dimension one ifK is a finite union of transverse Jordan arcs
in C. Our bounds are sharp when K is smooth. We give an application to the equidistribution
of the zeros of random polynomials, which extends a result of Shiffman–Zelditch to the higher-
dimensional setting.

1. Introduction

Let K be a non-pluripolar compact subset in Cn, i.e., K is not contained in ¹' D �1º
for any plurisubharmonic (psh) function ' on Cn, which is not identically �1. Let � be
a probability measure whose support is non-pluripolar and is contained inK, and letQ be a real
continuous function on K. Let Pk be the space of restrictions to K of complex polynomials of
degree at most k on Cn. The scalar product

hs1; s2iL2.�;kQ/´

Z
K

s1s2e
�2kQ d�

induces the L2.�; kQ/-norm on Pk . The Bergman kernel function of order k associated to �
with weight Q is defined by

Bk.x/´ sup
s2Pk

js.x/e�kQ.x/j2=ksk2
L2.�;kQ/

for x 2 K. Equivalently, if .s1; : : : ; sdk / (here dk denotes the dimension of Pk) is an ortho-
normal basis of Pk with respect to the L2.�; kQ/-norm, then

Bk.x/ D

dkX
jD1

jsj .x/j
2e�2kQ.x/:

The corresponding author is Duc-Viet Vu.

The authors are partially supported by the ANR-DFG grant QuaSiDy, grant no ANR-21-CE40-0016.
The research of Duc-Viet Vu is also funded by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) Projektnummer 500055552.



2 Marinescu and Vu, Bergman kernel functions

When Q � 0, we say that Bk is unweighted. In this case (Q � 0), the inverse of Bk is known
as the Christoffel function in the literature on orthogonal polynomials. In practice, we also use
a modified version of the Bergman kernel function as follows:

zBk.x/´ sup
s2Pk

js.x/j2=ksk2
L2.�;kQ/

for x 2 Cn. The advantage of zBk is that it is well defined on Cn.
The asymptotics of the Bergman kernel function (or its inverse, the Christoffel func-

tion) is essential for many applications in (higher-dimensional or not) real analysis includ-
ing approximation theory, random matrix theory, etc. There is an immense literature on such
asymptotics. We refer to [7,9,16,24,26,36,46,49,67,71], to cite a just few, for an overview on
this very active research field.

Most standard settings are measures supported on concrete domains on Rn � Cn (such
as balls or simplexes in Rn) or in the unit ball in Cn. Considering measures on Cn whose
support are not necessarily in Rn are also important in many applications; e.g., one can consult
[7,40,67] where the authors consider measures supported on finite unions of piecewise smooth
Jordan curves C or domains in C bounded by Jordan curves. We refer to the end of this section
for a concrete application to the equidistribution of zeros of random polynomials.

All of settings mentioned above are particular cases of a more natural situation where our
measures are supported on piecewise-smooth domains in a generic Cauchy–Riemann submani-
fold K in Cn. This is the context in which we will work on in this paper.

We underline that, in view of potential applications, it is important to work with piece-
wise-smooth compact sets K (rather than only smooth ones). In what follows, by a (convex)
polyhedron in RM , we mean a subset in RM which is the intersection of a finite number of
closed half-hyperplanes in RM .

Definition 1.1. A subsetK of a realM -dimensional smooth manifold Y is called a non-
degenerate C5 piecewise-smooth submanifold of dimension m if, for every point p 2 K, there
exists a local chart .Wp; ‰/ of Y such that ‰ is a C5-diffeomorphism from Wp to the unit
ball of RM and ‰.K \Wp/ is the intersection with the unit ball of a finite union of convex
polyhedra of the same dimension m.

A point p 2 K is said to be a regular point ofK if the above local chart .Wp; ‰p/ can be
chosen such that ‰p.K \Wp/ is the intersection of the unit ball with anm-dimensional vector
subspace in RM ; in other words, K is an m-dimensional submanifold locally near p. The
regular part ofK is the set of regular points ofK. The singular part ofK is the complement of
the regular part of K in K. Hence if K is a smooth manifold with boundary, then the boundary
of K is the singular part of K and its complement in K is the regular part of K.

Now let Y be a complex manifold of dimension n and let K be a nondegenerate C5

piecewise-smooth submanifold of Y . Since Y is a complex manifold, its real tangent spaces
have a natural complex structure J . We say that K is Cauchy–Riemann (or CR for short)
generic in the sense of Cauchy–Riemann geometry if, for every p 2 K and every sequence of
regular points .pm/m � K approaching to p, any limit space of the sequence of tangent spaces
of K at pm is not contained in a complex hyperplane of the (real) tangent space at p of Y
(equivalently, if E is a limit space of the sequence .TpmK/m2N of tangent spaces at pm, then
we have E C JE D TpY , where TpY is the real tangent space of Y at p).
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For a CR genericK, note that the space TpK \ JTpK (p is a regular point inK) is invari-
ant under J and hence has a complex structure induced by J . In this case, the complex dimen-
sion of TpK \ JTpK is the same for every p and is called the CR dimension ofK. If r denotes
the CR dimension of K, then r D dimK � n. Thus the dimension of a generic K is at least n.

If K is CR generic and dimK D n, then K is said to be (maximally) totally real, and it
is locally the graph of a smooth function over a small ball centered at 0 2 Rn which is tangent
at 0 to Rn. Examples of piecewise-smooth totally real submanifolds are polygons in C or
boundaries of polygons in C, and polyhedra of dimension n in Rn � Cn.

A notion playing an important role in the study of Bergman kernel functions is the
following extremal function:

VK;Q ´ sup¹ 2 L.Cn/ W  � Q on Kº;

where L.Cn/ is the set of psh functions  on Cn such that  .z/ � logjzj is bounded at infinity
on Cn. If Q � 0, we put VK ´ VK;0.

Since K is non-pluripolar, the upper semi-continuous regularization V �K;Q of VK;Q be-
longs to L.Cn/. The function VK;Q is always lower semi-continuous; see the comment right
after Lemma 3.4 or [44, Corollary 5.1.3]. If VK;Q D V �K;Q (or equivalently, VK;Q is continu-
ous), then we say .K;Q/ is regular. A stronger notion is the following: we say thatK is locally
regular if, for every z 2 K, there is an open neighborhood U of z in Cn such that, for every
increasing sequence of psh functions .uj /j on U with uj � 0 on K \ U , then .supj uj /

� � 0

onK \ U . Observe thatK is locally regular if, for every z 2 K, there exists a small ballB.z; r/
centered at z in Cn such that VK\B.z;r/ is continuous. Moreover, the following properties are
equivalent:

(i) K is a locally regular set,

(ii) .K;Q/ is regular for every continuous function Q on K,

(iii) .K;Q0/ is regular for Q0.z/´ 1
2

log.1C jzj2/.

The (only) nontrivial implication (iii) to (i) was proved in [63, Theorem A]; see Remark 2.2
below for clarifications and [28, Proposition 6.1] for an earlier result showing that (i) is equiv-
alent to (ii). We refer also to [54, Theorem 1.2] for generalizations.

We note however that there is an example of a compact set K in Cn such that K is not
locally regular but .K;Q/ for Q � 0 is regular; see [61, Proposition 8.1]. One can consult
[54, Section 5] for a survey of examples of locally regular sets. The following result answers
the question raised in [9, Remark 1.8].

Theorem 1.2. Let K be a compact generic Cauchy–Riemann nondegenerate C5 piece-
wise-smooth submanifold in Cn. Then K is locally regular.

Note that it was known that K is locally regular if K is smooth real analytic; see, e.g.,
[9, Corollary 1.7]. After our paper appeared on arXiv, Viêt-Anh Nguyên informed us that
Theorem 1.2 follows from his result [55, Theorem 1.1] provided that K is smooth.

A remark about the required smoothness is in order. In Theorem 1.2, we need C5-smooth-
ness because we use results from [66]. For the proofs of the other main theorems, we use
results from [65], for which only C3-smoothness is sufficient. For the sake of simplicity of
presentation, we use C5-smoothness throughout.
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The measure � is said to be a Bernstein–Markov measure (with respect to .K;Q/) if, for
every � > 0, there exists C > 0 such that

sup
K

jsj2e�2kQ � Ce�kksk2
L2.�;kQ/

for every s 2 Pk . In other words, the Bergman kernel function of order k grows at most
subexponentially, i.e., supK Bk D O.e

�k/ as k !1 for every � > 0.
For some examples of Bernstein–Markov measures and criteria checking this condition,

we refer to [16]. However, apart from few explicit geometric situations, there are not many
(geometric) examples of Bernstein–Markov measures in higher dimensions. This is the moti-
vation for our next main result giving a large geometric class of Bernstein–Markov measures.

Theorem 1.3. Let K be a compact generic Cauchy–Riemann nondegenerate C5 piece-
wise-smooth submanifold in Cn. Let � be a finite measure supported on K such that there
exist constants � > 0, r0 > 0 satisfying �.B.z; r/ \K/ � r� for every z 2 K, r � r0 (where
B.z; r/ denotes the ball of radius r centered at z in Cn). Then, for every continuous function
Q on K, � is a Bernstein–Markov measure with respect to .K;Q/.

To the best of our knowledge, the above result was only known when K is real analytic.
We are not aware of any results of this kind in the previous literature for maximally totally real
submanifolds. A measure �0 on K is said to be a smooth volume form on K if �0 is given
by a smooth volume form locally at every regular point in K, and if, for every singular point
p in K, there is a local chart .‰;Wp/ as in Definition 1.1, such that ‰.K \Wp/ D

Ss
jD1 Pj ,

where Pj ’s are polyhedra in Cn of the same dimension for every 1 � j � s, and the restriction
of �0 to Pj is a smooth volume form on Pj for 1 � j � s.

Let LebK be now a smooth volume form on K. Then, for any M > 0, the measure
� D jz � z0j

M LebK satisfies the hypothesis of Theorem 1.3. Here is our next main result.

Theorem 1.4. Let K be a compact generic Cauchy–Riemann nondegenerate C5 piece-
wise-smooth submanifold in Cn of dimension nK . Let Q be a Hölder continuous function
of Hölder exponent ˛ 2 .0; 1/ on K, and let LebK be a smooth volume form on K, and
� D � LebK , where � � 0 and ��� 2 L1.LebK/ for some constant � > 0. Then we have

sup
K

Bk � Ck
2nK.�C1/=.˛�/;

for some constant C > 0 independent of k.

We would like to point out that the regularity of weights affects considerably the growth
of the Bergman kernel function; cf. [11, Remark 3.2]. One can also consult [11] or [31, Theo-
rem 3.6] for polynomial upper bounds for � D LebCn (the Lebesgue measure on Cn), and
K D Cn or K to be the closure of a relatively compact open subset with C2-smooth boundary
in Cn, respectively.

With the exception of [12], there have been only a few papers on the polynomial growth of
Bergman kernel functions associated with measures on real submanifolds in higher dimensions.
Known upper bounds on Bk were proved mostly based on special geometric structures of the
compact K � Rn (see, e.g., [46, 49]). Such a method is not useful in dealing with general



Marinescu and Vu, Bergman kernel functions 5

situations as in Theorem 1.4. In [12], it was supposed that K is smooth real algebraic in Rm or
the closure of a bounded convex open subset in Rm, and their arguments use this hypothesis in
an essential way.

Note that � D jz � z0jM LebK satisfies the hypothesis of Theorem 1.4 for any M > 0.
In general, it is not possible to bound Bk from below by a polynomial in k; see Remark 3.7.

By [12, Theorems 2 and 4], ifK is the closure of a bounded open convex subset in Rn and
Q � 0 and � is the restriction of the Lebesgue measure on Rn to K, then k�nBn is bounded
and bounded away from 0 on a fixed compact subset in the interior of K (the behavior of Bk
at boundary points is more complicated). On the other hand, for general � on such K, by [24],
the upper bound for Bk on K cannot be O.kn/ in general. To be precise, it was proved there
that ifK is a smooth Jordan curve in C, and �0 is the arc measure onK, and � D .z � z0/˛�0
for some constant ˛ > 0, then Bk.z0/ � k1C˛ as k !1. One can see also [47] for a similar
asymptotic in the case where K is the closure of the unit ball in Rn.

We note that, by [32, Corollary 2.13], if .K;�;Q/ is as in the hypothesis of Theorem 1.4),
then the triple .K;�;Q/ is 1-Bernstein–Markov in the sense that, for every constant 0 < ı � 1,
there exists a constant C > 0 such that

sup
K

jsj2e�2kQ � CeCk
1�ı

ksk2
L2.�;kQ/

for every s 2 Pk . This is much weaker than our bound. Nevertheless, [32, Corollary 2.13] is
applicable to a broader class of K.

If K is smooth (has no boundary) and Q 2 C1;ı.K/ for some constant ı > 0 (e.g., K
is the unit circle in C as in a classical setting), we obtain sharp bounds which have potential
applications in studying sampling or interpolation problems of multivariate polynomials on
maximally totally real sets in Cn. The case where K is compact smooth real algebraic was
considered in [12]. Here is our next main result.

Theorem 1.5. Let K be a maximally totally real C5-submanifold without boundary
in Cn. Let � be a smooth volume form on K regarded as a measure on Cn. Let Q 2 C1;ı.K/

for some constant ı > 0. LetBk be the Bergman kernel function associated to� with weightQ.
Then there exists C > 0 such that, for every k � 0,

sup
K

Bk � Ck
n:

When K is smooth compact real algebraic of dimension n in Rm, it was proved in [12]
that Bk=kn � 1 as k !1. The proof of the upper bound for Bk in [12] relies crucially on
the algebraicity of K. Our approach to Theorems 1.4 and 1.5 is different and is based on
constructions of analytic discs partly attached to K, subharmonic functions on unit discs, and
fine regularity of extremal plurisubharmonic envelopes associated to K.

In dimension one, we refer to [40, Theorem 4.3] for a similar bound in the case where K
is analytic, and to [24, 67] and references therein for asymptotics of Bk (which behaves like k
at regular points, but is more complicated at singular points).

We are not aware of any estimates for general smooth maximally totally real submani-
folds in higher dimensions in the previous literature, that are similar to those given in Theo-
rem 1.5 (except for the real algebraic case in [12] mentioned above). We refer to [1, 45, 60] for
more precise bounds in the special case when K is a convex subset in Rn.

Next, we present a convergence result, which is a consequence of Theorem 1.4.
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Theorem 1.6. Let K be a compact generic Cauchy–Riemann nondegenerate C5 piece-
wise-smooth submanifold in Cn. Let Q be a Hölder continuous function on K and let � be as
in Theorem 1.4. Then there exists C > 0 such that, for every k � 1, we have


 1

2k
log zBk � VK;Q





C0.Cn/

� C
log k
k

:

We note that we also obtain a version of the (Bernstein–)Markov inequality for maximally
totally real submanifolds, which may be useful elsewhere; see Theorem 3.13 below.

Zeros of random polynomials. We give an application of the above results to the study
of equidistribution of zeros of random polynomials.

Let K be a non-pluripolar set in Cn and let � be a probability measure on Cn such that
the support of � is contained in K and is non-pluripolar. Let Q be a continuous weight on K.
Let Pk.K/ be the space of restrictions of complex polynomials of degree at most k in Cn toK.
Let dk ´ dim Pk.K/, and let s1; : : : ; sdk be an orthonormal basis of Pk.K/ with respect to
the L2.�; kQ/-scalar product. Consider the random polynomial

(1.1) pk ´

dkX
jD1

j̨ sj ;

where j̨ are complex i.i.d. random variables. The study of zeros of random polynomials has
a long history. A very classical example may be the Kac polynomial where n D 1, and pj D zj .

The distribution of zeros of more general random polynomials associated to orthonormal
polynomials (as in (1.1)) was considered in [65] by observing that 1; z; : : : ; zk form an ortho-
normal basis of the restriction of the space of polynomials in C to S1 with respect to the
L2-norm induced by the Haar measure �0 on S1. In this setting, the necessary and sufficient
conditions for the distribution of j̨ so that the zeros of p are equidistributed almost surely or
in probability with respect to the Lebesgue measure �0 on the unit circle as k !1 are known;
see [14,25,41,43]. We also refer to [5, Sections 4 and 5] for explicit examples for distributions
of zeros of random polynomials and numerical simulations.

There are many works (in one or higher dimension) following [65], to cite just a few,
[3, 4, 6, 13, 15]. In all of these works, it seems to us that the issue of large deviation type
estimates for the equidistribution of zeros of random polynomials has not been studied in any
great detail. As will become clear in our proof below, the new ingredient needed for such an
estimate is a quantitative convergence rate of 1=.2k/ log zBk to the extremal function associated
to K. This is what we obtained in Theorem 1.6. To state our result, we need some hypothesis
on � and the distribution of the random variables j̨ .

Assume now that, for any j D 1; : : : ; dk , the distribution of j̨ is f LebC , where f is
a nonnegative bounded Borel function on C satisfying the following mild regularity property:
there exists C > 0 such that, for every r > 0, we have

(1.2)
Z
jzj>r

jf jLebC � C=r
2:

This condition was introduced in [13,15]. We want to study the distribution of zeros of pk 2 Pk
as k !1. We denote by Œpk D 0� the current of integration along the zero divisor Div.pk/
of pk . If n D 1, then Œpk D 0� is the sum of Dirac masses at zeros of pk , counted with
multiplicities.
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If .K;Q;�/ is Bernstein–Markov, it was proved in [15, Theorem 4.2] that, almost surely,

(1.3) k�1Œpk D 0�! dd c logjV �K;Qj; k !1;

where the convergence is the weak one between currents. In other words, for every smooth
form ˆ of degree .2n � 2/ with compact support in Cn, one has

k�1
Z

Div.pk/
ˆ!

Z
Cn
dd c logjV �K;Qj ^ˆ; k !1:

Theorem 1.3 above thus provides us a large class of measures for which the equidistribution of
zeros of p holds.

Our goal now is to obtain a rate of convergence in (1.3). To this end, it is reasonable to ask
for finer regularity on � and of the distribution of j̨ . We do not try to make the most optimal
condition. Here is our hypothesis.

(H1) jf .z/j � jzj�3 for jzj sufficiently large.

(H2) Let K be a nondegenerate C5 piecewise-smooth generic Cauchy–Riemann submani-
fold of Cn, and let Q be a Hölder continuous function on K. Let � D � LebK , where
��� 2 L1.LebK/ for some constant � > 0.

Condition (H1) ensures that (1.2) holds, and the joint-distribution of ˛1; : : : ; ˛dk is domi-
nated by the Fubini–Study volume form !

dk
FS on Cdk , where !FS is the Fubini–Study form

on Pdk � Cdk . Obviously, the Gaussian random variables satisfy this condition.
Condition (H2) is a natural extension of the classical setting of Kac polynomials whereK

is the unit circle in C. In fact, in [65], the authors considered the setting where � is the surface
area on a closed analytic curve in C that bounds a simply connected domain � in C, or � is
the restriction of the Lebesgue measure on C to �. This setting is relevant to random matrix
theory as already pointed out in [65]. We refer to [14,58,59] for partial generalizations (without
quantitative estimates) to domains with smooth boundary in C. We would also like to mention
that, in some cases, certain large deviation type estimates for random polynomials in dimension
one were known; see [38, Theorem 10] for polynomial error terms, and [29, Theorem 1.1],
[35, Theorem 3.10] for exponential error terms. To the best of our knowledge, there has been
no quantitative generalization of the results in [65] to higher dimension. It has been commented
in the latter paper that their method does not seem to have a simple generalization to the case
of higher dimension.

We now recall the following notion of distance on the space of currents. For every ˇ � 0,
and T; S closed positive currents of bi-degree .m;m/ on the complex projective space Pn,
define

dist�ˇ .T; S/´ sup
ˆWkˆk

CŒˇ�;ˇ�Œˇ�
�1

jhT � S;ˆij;

where Œˇ� denotes the greatest integer less than or equal to ˇ, andˆ is a smooth form of degree
.2n �m/ on Pn. It is a standard fact that the distance dist�ˇ for ˇ > 0 induces the weak
topology on the space of closed positive currents (see for example [34, Proposition 2.1.4]).
We have the following interpolation inequality: for every 0 < ˇ1 � ˇ2, there exists cˇ1;ˇ2 > 0
such that

(1.4) dist�ˇ2 � dist�ˇ1 � cˇ1;ˇ2 Œdist�ˇ2 �
ˇ1=ˇ2 I

see [34, Lemma 2.1.2] or [50, 68].
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Note that the currents Œp D 0� and dd cVK;Q extend trivially through the hyperplane at
infinity PnnCn to be closed positive currents of bi-degree .1; 1/ on Pn (this is due to the
correspondence (2.1)). Hence one can consider dist�ˇ between k�1Œp D 0� and dd cVK;Q as
closed positive currents on Pn.

Theorem 1.7 (Large deviation type estimate). Assume that (H1) and (H2) are satisfied.
Then, for every M � 1, there exists CM > 0 such that, for every k,

Pk

°
.˛1; : : : ; ˛dk / 2 Cdk W dist�2.k�1Œpk D 0�; dd

cVK;Q/ �
CM log k

k

±
� CMk

�M ;

(1.5)

where Pk denotes the joint-distribution of ˛1; : : : ; ˛dk .

By (1.4), one obtains similar estimates for dist�ˇ with 0 < ˇ � 2 as in Theorem 1.7. We
do not know if the right-hand side of (1.5) is sharp.

We now state a direct consequence of Theorem 1.7 which is a higher-dimensional gener-
alization of [65, Theorems 1 and 2]; see also Theorem 1.9 below. Denote by Ek.k

�1Œp D 0�/

the expectation of the random normalized currents k�1Œp D 0�. For a sequence .Sk/k�1 of
currents in Cn, we write Sk D O.k�1 log k/, k !1, if each Sk is of order 0 and degree m,
and there exists C > 0 such that, for every smooth form ˆ of degree .2n �m/ with compact
support in Cn with kˆkC2 � 1, and any k � 1, we have

jhSk; ˆij � C
log k
k

:

Corollary 1.8. Assume that (H1) and (H2) are satisfied. Then we have

Ek.k
�1Œpk D 0�/ D dd

cVK;Q CO
� log k
k

�
:

Note that, in the case where j̨ are Gaussian variables, the decay rate obtained in [65]
is O.k�1/, and that this error term is optimal in dimension one (this can be seen by carefully
examining the calculations in [65, Proposition 3.3]).

In order to have an appropriate notion of correlation of zeros in higher dimensions (where
varieties of zeros are not necessarily discrete sets), we reformulate the equidistribution property
of zeros of random polynomials in the following way. Let L be a complex algebraic curve
in Cn. Since zero varieties of generic polynomials intersect transversely L, almost surely, the
number of intersection points (without counting multiplicities) of the random hypersurface
¹p D 0º and L is exactly k degL by Bézout’s theorem. Define

�k;L´
1

k degL

k degLX
jD1

ızj ;

where z1; : : : ; zk degL are zeros of p on L. Let ŒL� be the current of integration along L. Since
VK;Q is bounded, the product

�L´
1

degL
dd cVK;Q ^ ŒL�

is a well-defined measure supported on L (it is simply dd c.VK;QjL/ if L is smooth).
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Theorem 1.9. Assume that (H1) and (H2) are satisfied. Then, for every M � 1, there
exists CM > 0 so that, for every k,

Pk

°
.˛1; : : : ; ˛dk / 2 Cdk W dist�2.�k;L; �L/ � CM

log k
k

±
� CMk

�M :

In particular, the measure �k;L converges weakly to �L as k !1.

Now, since the zero sets of pk on L are discrete and equidistributed with respect to �L as
k !1, one can ask as in [65] how they are correlated (if scaled appropriately). Nevertheless,
such questions seem to be still out of reach in the higher-dimensional setting. Finally, we note
that one can even consider L to be a transcendental curve in Cn. In this case, generic polyno-
mials p still intersect L transversely asymptotically (see [42]); the issue of equidistribution is
however more involved.

2. Bergman kernel functions associated to a line bundle

The results mentioned in the introduction have their direct generalizations in the context
of complex geometry where Cn is replaced by a compact Kähler manifold. Working in such
a generality will make the presentation more clear and enlarge the range of applicability of the
theory. We will now describe the setting.

Let X be a projective manifold of dimension n. Let .L; h0/ be an ample line bundle
equipped with a Hermitian metric h0 whose Chern form ! is positive. Let K be a compact
non-pluripolar subset in X . Let � be a probability measure on X such that the support of
� is non-pluripolar and is contained in K. Let h be a Hermitian metric on LjK such that
h D e�2�h0, where � is a continuous function on K. For s1; s2 2 H 0.X;L/, we define

hs1; s2i ´

Z
X

hs1; s2ih d�:

Since Supp� is non-pluripolar, the last scalar product defines a norm called L2.�; h/-norm
on H 0.X;L/. Let k 2 N. We obtain induced Hermitian metric hk on Lk and a similar norm
L2.�; hk/ on H 0.X;Lk/. Put dk ´ dimH 0.X;Lk/. Let ¹s1; : : : ; sdkº be an orthonormal
basis of H 0.X;Lk/ with respect to L2.�; hk/. The Bergman kernel function of order k asso-
ciated to .L; h; �/ is

Bk.x/´

dkX
jD1

jsj .x/j
2
hk D sup¹js.x/j2hk W s 2 H

0.X;Lk/; kskL2.�;hk/ D 1º; x 2 K:

When � is a volume form on X and h D h0, the Bergman kernel function is an object of
great importance in complex geometry; see [51] for a comprehensive study.

The setting considered in the introduction corresponds to the case where X D Pn and
.L; h0/ D .O.1/; hFS/ is the hyperplane line bundle on Pn endowed with the Fubini–Study
metric. We consider Cn as an open subset in Pn and the weight Q corresponds to

� C
1

2
log.1C jzj2/:
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Recall that there is a natural identification between L.Cn/ and the set of !FS-psh functions
on Pn (where !FS denotes the Fubini–Study form on Pn) given by

(2.1) u$ u �
1

2
log.1C jzj2/; u 2 L.Cn/:

Another well-known example is the case where K is the unit sphere in Rn (here n � 2; see,
e.g., [52]) and X is the complexification of K, i.e., K D Sn�1 � Rn which is considered
as usual a compact subset of X ´ ¹z20 C z

2
1 C � � � C z

2
n D 1º � Pn. The line bundle L on

X is the restriction of the hyperplane bundle O.1/! Pn to X . We remark that, in this case,
H 0.X;Lk/ is equal to the restriction of the space ofH 0.Pn;O.k// toX . Hence the restriction
ofH 0.X;Lk/ toK is that of the space of complex polynomials in Cn toK. To see this, notice
that X is a smooth hypersurface in Pn. Consider the standard exact sequence of sheaves

0! O.k � degX/! O.k/! O.k/jX ! 0;

where the second arrow is the multiplication by a section of O.degX/ whose zero divisor is
equal to X . We thus obtain a long exact sequence of cohomology spaces

0! H 0.Pn;O.k � degX//! H 0.Pn;O.1//! H 0.Pn;O.k/jX /

! H 1.Pn;O.k � degX//! � � � :

In this sequence, H 0.Pn;O.k/jX / is isomorphic to H 0.X;O.k/jX /, and by the Kodaira–
Nakano vanishing theorem, we haveH 1.Pn;O.k � degX//D 0; see [39, page 156]. As above,
the weight Q on K in the spherical model corresponds to � � 1

2
log.1C jzj2/jX in the setting

.K;X;O.1/jX /.
The measure � is said to be a Bernstein–Markov measure (with respect to .K; �;L/) if,

for every � > 0, there exists C D C.�/ > 0 such that

sup
K

jsj2hk � Ce
�k
ksk2

L2.�;hk/

for every s 2 H 0.X;Lk/. In other words, the Bergman kernel function of order k grows at
most subexponentially, i.e., supK Bk D O.e

�k/ as k !1 for every � > 0. Theorem 1.3 is
a particular case of the following result.

Theorem 2.1. Let K be a compact nondegenerate C5 piecewise-smooth Cauchy–Rie-
mann generic submanifold of X . Then, for every continuous function � on K, if � is a finite
measure whose support is equal to K such that there exist constants � > 0, r0 > 0 satisfy-
ing �.B.z; r/ \K/ � r� for every z 2 K, and every r � r0 (where B.z; r/ denotes the ball
of radius r centered at z induced by a fixed smooth Riemannian metric on X ), then � is
a Bernstein–Markov measure with respect to .K; �;L/.

Let
�K ´ sup¹ 2 PSH.X; !/ W  � � on Kº:

Since K is non-pluripolar, the function ��K is a bounded !-psh function. If �K D ��K , then we
say .K; �/ is regular. A stronger notion is the following: we say thatK is locally regular if, for
every z 2 K, there is an open neighborhood U of z such that, for every increasing sequence of
psh functions .uj /j on U with uj � 0 on K \ U , then .supj uj /

� � 0 on K \ U .
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Remark 2.2. Let �FS.z/´ �
1
2

log.1C jzj2/, z 2 Cn. Let X D Pn and let ! ´ !FS

be the Fubini–Study form on Pn. Recall that dd c�FS D �!FS and if u 2 L.Cn/, then uC �FS

belongs to PSH.Pn; !FS/. It follows that .�FS/K D VK C �FS on Cn. More generally, for
every �, one has

(2.2) �K D VK;���FS C �FS

on Cn. It was proved in [63] that, for every non-pluripolar compact setK in Cn, there holds the
following: K is locally regular if and only if .�1/K is continuous for �1 � 0 on K, which in
turn is equivalent to the fact that VK;��FS is continuous (by (2.2)). We refer to [54, Theorem 1.2]
for generalizations.

The following result answers the question raised in [9, Remark 1.8].

Theorem 2.3. Every compact nondegenerate C5 piecewise-smooth Cauchy–Riemann
generic submanifold of X is locally regular.

Note that Theorem 1.2 is a direct consequence of the above result. It was shown in
[9, Corollary 1.7] thatK is locally regular ifK is smooth real analytic. Theorem 2.1 is actually
a direct consequence of Theorem 2.3 and the criterion [16, Proposition 3.4] giving a sufficient
condition for measures to be Bernstein–Markov.

The Monge–Ampère current .dd c��K C !/
n is called the equilibrium measure associ-

ated to .K; �/. It is well known that this measure is supported on K. By [9, Theorem B], one
has

d�1k Bk�! .dd c��K C !/
n; k !1;

provided that � is a Bernstein–Markov measure associated to .K; �;L/. The last property
suggests that the Bergman kernel function Bk cannot behave too wildly at infinity.

Theorem 2.4. Let K be a compact nondegenerate C5 piecewise-smooth Cauchy–Rie-
mann generic submanifold of X . Let nK be the dimension of K. Let � be a Hölder continuous
function of Hölder exponent ˛ 2 .0; 1/ on K, let LebK be a smooth volume form on K, and
� D � LebK , where � � 0 and ��� 2 L1.LebK/ for some constant � > 0. Then there exists
a constant C > 0 such that, for every k,

sup
K

Bk � Ck
2nK.�C1/=.˛�/:

Note that, by the proof of [30, Theorem 1.3] or [31, Theorem 3.6], for every Hölder
continuous function �1 onX , and�1´ !n, the Bergman kernel function of order k associated
to .X; �1; �1/ grows at most polynomially on K as k !1; see also [8, Theorem 3.1] for the
case where �1 is smooth.

Theorem 2.5. Assume that the following two conditions hold:

(i) K is maximally totally real and has no singularity (i.e., K is smooth, without boundary),

(ii) � 2 C1;ı.K/ for some constant ı > 0.

Then there exists C > 0 such that, for every k and every x 2 K, Bk.x/ � Ckn holds.
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Consider the case when X D Pn, L´ O.1/, h0 D hFS is the Fubini–Study metric on
O.1/, andK is a smooth maximally totally real compact submanifold in Cn � Pn,Q is a con-
tinuous function on K, and h´ e�2�h0 on K, where � ´ Q � 1

2
log.1C jzj2/. Observe

that � is in C1;ı.K/ if Q is so. In this case, the hypotheses of Theorem 2.5 are fulfilled. Thus
Theorem 2.5 implies Theorem 1.5.

As a consequence of Theorem 2.4, we obtain the following estimate generalizing Theo-
rem 1.6.

Theorem 2.6. Let K be a compact nondegenerate C5 piecewise-smooth generic sub-
manifold of X . Let � be a Hölder continuous function on K. Let � be a smooth volume form
on K. Then we have 


 1

2k
log zBk � �K





C0.X/

D O
� log k
k

�
;

as k !1, where

zBk ´ e2k�Bk D sup¹js.x/j2hk0 W s 2 H
0.X;Lk/; kskL2.�;hk/ D 1º:

3. Bernstein–Markov property for totally real submanifolds

In the first part of this section, we prove Theorem 2.3, and hence Theorem 2.1 according
to the comments in the paragraph after Theorem 2.3. In the second part of the section, assuming
that Theorem 2.4 holds, we prove Theorem 2.6.

3.1. Local regularity. Let X be a compact Kähler manifold of dimension n with a
Kähler form !. Let K be a compact non-pluripolar subset on X and let � be a continuous
function on K. Recall that

�K ´ sup¹ W  !-psh;  � � on Kº:

As K is non-pluripolar, we have �K <1. Hence ��K is a bounded !-psh function on X .
WhenK D X and � 2 C1;1, it was proved in [10,22,66] that �K 2 C1;1. In general, the

best regularity for �K is Hölder one; see Theorem 3.9 and Remark 3.10. One can check that if
K is locally regular, then .K; �/ is regular for every �.

Let D be the open unit disc in C. An analytic disc f in X is a holomorphic mapping
from D to X which is continuous up to the boundary 𝜕D of D. For an interval I � 𝜕D, f
is said to be I -attached to a subset E � X if f .I / � E. Fix a Riemannian metric on X and
denote by dist. � ; � / the distance induced by it. For x 2 X and r 2 RC, let B.x; r/ be the ball
of radius r centered at x with respect to the fixed metric. Here is the crucial property for us
showing the existence of well-behaved analytic discs partly attached to a generic Cauchy–
Riemann submanifold.

Proposition 3.1 ([70, Proposition 2.5]). LetK be a compact generic nondegenerate C5

piecewise-smooth submanifold ofX . Then there are positive constants c0, r0 and �0 2 .0; �=2/
such that, for any a0 2 K and any a 2 B.a0; r0/n¹a0º, there is a C2 analytic disc f WD ! X

such that f is Œe�i�0 ; ei�0 �-attached toK, dist.f .1/; a0/ � c0ı, ı D dist.a; a0/, kf kC2 � c0,
and there is z� 2 D so that j1 � z�j �

p
c0ı and f .z�/ D a. Moreover, if a0 is in a fixed

compact subset K 0 of the regular part of K, then we have j1 � z�j � c0ı.
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It was stated that f 2 C1.D/ instead of f 2 C2.D/ in [70, Proposition 2.5]. But the
latter regularity is indeed clear from the construction in the proof of [70, Proposition 2.5]. Note
that the compactness ofX is not necessary in the above result. In particular, ifK b U for some
open subset U of X , then the analytic disc f can be chosen to lie entirely in U . Here is a slight
improvement of Proposition 3.1.

Proposition 3.2. Assume that one of the following assumptions hold:

(1) K is a compact generic C5 smooth submanifold with C5 smooth boundary such that the
boundary of K is also generic,

(2) K is a union of a finite number of compact sets as in (1).

Then there are positive constants c0, r0 and �0 2 .0; �=2/ such that, for any a0 2 K and any
a 2 B.a0; r0/n¹a0º, there exists a C2 analytic disc f WD ! X such that f is Œe�i�0 ; ei�0 �-
attached toK, dist.f .1/; a0/ � c0ı with ı D dist.a; a0/, kf kC2 � c0, and there is z� 2 D so
that j1 � z�j � c0ı, f .z�/ D a.

Proof. If K fulfills one of the conditions (1) or (2), then K can be covered by a finite
number of sets Kj such that, for every j , there exist an open subset Uj in X and a smooth
family .Kjs/s2Sj of C5 smooth generic CR submanifoldsKjs inUj such thatKjs is C5 smooth
without boundary in Uj , for every s, and satisfiesKj D

S
s2Sj

Kjs . Now the desired assertion
follows directly from Proposition 3.1 applied to eachKjs and points in Uj correspondingly. We
note that the constants c0; r0; �0 can be chosen independent of s 2 Sj because, as shown in the
proof of [70, Proposition 2.5], they depend only on bounds on C3-norm of diffeomorphisms
defining local charts in Kjs (see [70, Lemma 4.1]); these bounds are independent of s 2 Sj
because the family .Kjs/s2Sj is smooth.

Examples of compact sets K satisfying the hypothesis of Proposition 3.2 include the
union of a finite number of smooth Jordan arcs in C, regardless of their configuration, or the
closure of an open subset with smooth boundary in X .

Lemma 3.3. Let �0 2 .0; �=6/, ˇ 2 .0; 1/ and let c > 0 be a constant. Let  be a sub-
harmonic function on D. Assume that

lim sup
z2D!ei�

 .z/ � cj� jˇ for � 2 .��0; �0/ and sup
D
 � c:

Then there exists a constant C depending only on .�0; ˇ; c/ so that, for any z 2 D, we have

(3.1)  .z/ � C j1 � zjˇ :

Moreover, if lim supz2D!ei�  .z/ � g.e
� / for some function g 2 C1;ı on Œe�i�0 ; ei�0 � and

for some ı > 0 so that g.1/ D 0, then

(3.2)  .z/ � C j1 � zj

for some constant C independent of z 2 D.

Proof. The desired inequality (3.1) is essentially contained in [70, Lemma 2.6]. The
hypothesis of continuity up to boundary of  in the last lemma is superfluous, and the proof
there still works in our current setting. Note that the proof of [70, Lemma 2.6] does not work
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for ˇ D 1 because the harmonic extension of a Lipschitz function on 𝜕D is not necessarily
Lipschitz on D. However, since the harmonic extension of a C1;ı function on 𝜕D to D is also
C1;ı on D (see, e.g., [37, page 41]), we obtain (3.2).

End of the proof of Theorem 2.3. Let a0 2 K and let B be a small ball of X around a0.
Consider an increasing sequence .uj /j of psh functions bounded uniformly from above on
B such that uj � 0 on K \ B. We need to check that .supj uj /

� � 0 on K \ B. Now, we
will essentially follow arguments from the proof of [70, Theorem 2.3]. Let B0 be a relatively
compact subset of B containing a0. We will check that there exists a constant C > 0 such that,
for every a 2 B0, we have

(3.3) uj .a/ � C dist.a;K/1=5:

The desired assertion is deduced from the last inequality by taking dist.a;K/! 0. It remains
to check (3.3).

Let a00 be a point in K such that dist.a; a00/ D dist.a;K/. Put

ı´ dist.a;K/ D dist.a; a00/:

By Proposition 3.1, there exists an analytic disc f WD ! B continuous up to boundary and
za 2 D with jza � 1j � Cı1=2 such that f .za/ D a and dist.f .1/; a00/ � Cı, and

f .Œe�i�0 ; ei�0 �/ � K;

for some constants C and �0 independent of a.
Put vj ´ uj ı f . Since uj � 0 on B \K and f .Œe�i�0 ; ei�0 �/ � K, we get vj .ei� / � 0

for � 2 Œ��0; �0�. Moreover, since uj is uniformly bounded from above, there is a constant M
such that vj �M for every j . This allows us to apply Lemma 3.3 for ˇ D 1 � � (for some
constant � > 0 small) and c big enough. We infer that vj .z/ . j1 � zj1=2. Substituting z D za
in the last inequality gives

uj .a/ D uj .f .za// D vj .za/ . j1 � zaj.1��/=2 . ı.1��/=4:

Hence (3.3) follows by choosing �´ 1=5. The proof is finished.

Let h0; h; � be as in the previous section. Recall that the Chern form of h0 is equal to !.
Define

�K;k ´ sup
®
k�1 logj� jh0 W � 2 H

0.X;Lk/; sup
K

.j� jhk0 e
�k�/ � 1

¯
:

Clearly, �K;k � �K . We recall the following well-known fact.

Lemma 3.4. The sequence .�K;k/k increases pointwise to �K as k !1.

As a direct consequence of the above lemma, we see that �K is lower semi-continuous.

Proof. Since we could not find a proper reference, we present detailed arguments here.
We just need to use Demailly’s analytic approximation. Since �K is bounded, without loss of
generality, we can assume that �K < 0. Clearly, �K;k � �K . Fix a 2 X . Let ı be a positive
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constant. Let  be a negative !-psh function with  � � on K such that  .a/ � �K.a/ � ı.
Let � 2 .0; 1/. Observe dd c.1 � �/ C ! � �!. This allows us to apply [27, Theorem 14.21]
to  . Let .�j /j be an orthonormal basis of H 0.X;Lk/ with respect to L2-norm generated by
the Hermitian metric h�; ;k ´ e�k.1��/ hk0 and !n. Set

 �;k ´
1

k
log

dkX
jD1

j�j jhk0 :

Then  �;k � .1 � �/ , and  k converges pointwise to .1 � �/ as k !1. Note that

 �;k D sup
° 1
k

logj� jhk0 W � 2 H
0.X;Lk/ W k�kL2.!n;h�; ;k/ D 1

±
:

Let . .N//N be a sequence of continuous functions decreasing to  as N !1. By Hartog’s
lemma applied to . 1=N;k/k2N , we see that there is a sequence .kN /N � N increasing to1
such that

.1 � 1=N/ �  1=N;kN � .1 � 1=N/ 
.N/
C 1=N:

Consequently,  1=N;kN converges pointwise to  as N !1.
Recall that  � � on K. By Hartog’s lemma again and the continuity of �, for every

constant ı0 > 0 and N large enough, we have

 1=N;kN � � C ı
0

on K. It follows that
k�1N logj� jhkN0 � � C ı0

for every � 2 H 0.X;LkN / with k�kL2.!n;h1=N; ;kN / D 1. We deduce that

�K;kN � k
�1
N logj� jhkN0 � ı

0

for such � . In other words, �K;kN �  1=N;kN � ı
0 for N big enough. Letting N !1 gives

lim inf
N!1

�K;kN .a/ � lim
N!1

 1=N;kN .a/ � ı
0
D  .a/ � ı0 � �K.a/ � ı

0
� ı:

Letting ı; ı0 tend to 0 yields that lim infN!1 �K;kN .a/ D �K.a/. Hence �K;kN ! �K as
N !1. We have actually shown that, for every sequence .k0N /N � N converging to 1,
there is a subsequence .kN /N such that �K;kN converges to �K . Thus the desired assertion
follows.

Using arguments from [17, Lemma 3.2] and Lemma 3.4 gives the following.

Lemma 3.5. If .K; �/ is regular, then �K;k converges uniformly to �K as k !1.

Proof. For readers’ convenience, we briefly recall the proof here. Since �K D ��K ,
we see that �K is upper semi-continuous. This combined with the fact that �K is already
lower semi-continuous gives that �K is continuous. By Lemma 3.4, we have the pointwise
convergence of �K;k to �K . Using the envelop defining �K , observe next that

(3.4) k�K;k Cm�K;m � .k Cm/�K;kCm
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for every k;m. We fix a Riemannian metric d on X . Let � > 0. Since X is compact, �K is uni-
formly continuous on X . Hence there exists a constant ı > 0 such that d.�K.x/; �K.y// � �
if d.x; y/ � ı for every x; y 2 X . Fix x0 2 X . Let k0 > 0 be a natural number such that, for
k � k0, we have d.�K.x0/; �K;k.x0// � �. Since the line bundleL is positive, �K;r is continu-
ous for r big enough. Hence, without loss of generality, we can assume that �K;r is continuous
for every r , for only big r matters for us. By shrinking ı if necessary, we obtain that, for
every 1 � r � k0, one has d.�K;r.x/; �K;r.y// � � if d.x; y/ � ı. Write k D k0r C s for
0 � s � k0 � 1. Using this and (3.4) yields

k�K;k � rk0�K;k0 C s�K;s:

It follows that

�K;k � r
k0

k
�K;k0 C

s

k
�K;s:

Thus

�K;k.x/ � �K.x/ �
rk0

k
.�K;k0.x/ � �K.x// �

�
1 � r

k0

k

�
�K.x/C

s

k
�K;s.x/:

The choice of ı now implies that there exists a constant C > 0 such that the right-hand side
is bounded from below by �3� � Ck0=k if d.x; x0/ � ı. Since �K;k � �K , we obtain the
uniform convergence of �K;k to �K .

Put

z�K;k ´
1

2k
log zBk D

1

2k
log

dkX
jD1

jsj j
2
hk0
:

Proposition 3.6. Assume that .K; �/ is regular and .K;�; �/ satisfies the Bernstein–
Markov property. Then we have

(3.5) kz�K;k � �KkC 0.X/ ! 0; as k !1:

In particular,

(3.6) lim
k!1

zB
1=k

k
D e2�K :

Note that the limit in (3.6) is independent of �. We refer to [7, Lemma 2.8] for more
information in the case K � Cn � X D Pn.

Proof. When X D Pn and L D O.1/, this is [17, Lemma 3.4]. The arguments there
work for our setting. We reproduce here the proof for the readers’ convenience. It suffices to
check the first desired property (3.5). Observe that

(3.7) sup
K

.jsj2hk0
e�2k�/ D sup

K

jsj2hk �
�
sup
K

Bk
�
ksk2

L2.�;k�/
:

Combining this with the Bernstein–Markov property, we see that, for every � > 0, there holds

(3.8) sup
K

.jsj2hk0
e�2k�/ � e�kksk2

L2.�;k�/
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for every s 2 H 0.X;Lk/. Observe also that

(3.9) jsjhk0 � sup
K

.jsjhk0 e
�k�/ek�K;k

on X . Applying the last inequality to s´ sj and using (3.8), we infer that

1

2k
log zBk � � C �K;k :

In other words, z�K;k � � C �K;k on X . On the other hand, if supK.jsjhk0 e
�k�/ � 1, then

kskL2.�;k�/ � C

for some constant C independent of k. It follows that

zBk � C
�1e2k�K;k :

Consequently, z�K;k � �K;k CO.k�1/. Thus, using Lemma 3.5, we obtain the desired asser-
tion. This finishes the proof.

Remark 3.7. Recall �K � � on K. If x 2 K is a point so that �K.x/ < �.x/, then
by Proposition 3.6, we see that B�1

k
.x/ grows exponentially as k !1. Consider now the

case where K D X and � is not an !-psh function. In this case, there exists x 2 X with
�X .x/ < �.x/, and hence Bk becomes exponentially small as k !1.

3.2. Hölder regularity of extremal plurisubharmonic envelopes. Let ˛ 2 .0; 1� and
let Y be a metric space. For every f WY ! C, we define

kf kC0;˛ ´ sup
x;y2Y;x¤y

jf .x/ � f .y/j

.d.x; y//˛
:

We denote by C0;˛.Y / the space of functions on Y of finite C0;˛-norm. If 0 < ˛ < 1, then for
simplicity, we will sometimes write C˛ for C0;˛. The following notion introduced in [31] will
play a crucial role for us.

Definition 3.8. For ˛ 2 .0; 1� and ˛0 2 .0; 1�, a non-pluripolar compact K is said to be
.C0;˛;C0;˛

0

/-regular if, for any positive constant C , the set

¹�K W � 2 C0;˛.K/ and k�kC0;˛.K/ � C º

is a bounded subset of C0;˛
0

.X/.

The following provides examples for the last notion.

Theorem 3.9 ([70, Theorem 2.3]). Let ˛ 2 .0; 1/. Then any compact generic nondegen-
erate C5 piecewise-smooth submanifold K of X is .C0;˛;C0;˛=2/-regular. Moreover, if K has
no singularity, then K is .C0;˛;C0;˛/-regular.

The next remark follows immediately from Proposition 3.2 and the proof of [70, Theo-
rem 2.3].
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Remark 3.10. If K is as in Proposition 3.2, then K is also .C0;˛;C0;˛/-regular for
˛ 2 .0; 1/. The union of a finite number of open subsets with smooth boundary in X is an
example of such K.

If K D X and � 2 C0;1, it was shown in [22] that �X 2 C0;1; hence X is .C0;1;C0;1/-
regular; see also [10, 22, 66] for more information. In the case where K D X or K is an open
subset with smooth boundary in X , it was proved in [31] that K is .C0;˛;C0;˛/-regular for
˛ 2 .0; 1/. This was extended for K as in the statement of Theorem 3.9 in [70, Theorem 2.3];
see also [48]. We do not know if Theorem 3.9 holds for ˛ D 1. Here is a partial result whose
proof is exactly as of [70, Theorem 2.3] by using (3.2) instead of (3.1) (and noting that the
analytic disc in Proposition 3.1 is C2.D/, hence in particular, is C1;ı for some ı 2 .0; 1�).

Theorem 3.11. Let ı 2 .0; 1/, C1 > 0 be constants. Let K be a compact generic C5

smooth submanifold (without boundary) of X . There exists a constant C2 > 0 such that, for
every � 2 C1;ı.K/ with k�kC1;ı � C1, then k�KkC0;1 � C2.

We mention at this point an example in [62] of a domainK with C0 boundary, but .K; �/
is not regular even for � D 0. Applying Theorem 3.11 to X D Pn, we obtain the following
result that implies [64, Conjecture 6.2] as a special case.

Theorem 3.12. Let K be a compact generic nondegenerate C5 piecewise-smooth sub-
manifold in Cn. Then VK 2 C1=2.Cn/. Additionally, if K has no singularity, VK 2 C0;1.Cn/.

Recall that
VK D sup¹ 2 L.Cn/ W  � 0 on Kº:

We note that the fact that VK 2 C0;1.Cn/ when K has no singularity was proved in [64] (and,
as can be seen from the above discussion, this property also follows essentially from [70]). As
a direct consequence of Theorem 3.12, we record here a Bernstein–Markov type inequality of
independent interest.

Theorem 3.13. Let K be a compact generic nondegenerate C5 piecewise-smooth sub-
manifold in Cn. Then there exists a constant C > 0 such that, for every complex polynomial p
on Cn, we have

(3.10) krpkL1.K/ � C.degp/2kpkL1.K/:

If additionally K has no singularity (e.g., K D S2n�1), then

krpkL1.K/ � C degpkpkL1.K/:

Note that the exponent of degp is optimal as it is well known for the classical Markov
and Bernstein inequalities in dimension one. The above result was known when K is algebraic
in Rn; see [12, 19]. We emphasize that inequalities similar to those in Theorem 3.13 also hold
for other situations (with the same proof), for example, K D Sn�1 � Rn and considering K
as a maximally totally real submanifold in the complexification of Sn�1.

Markov (or Bernstein) type inequalities are a subject of great interest in approximation
theory. There is a large literature on this topic, e.g., [12, 18–21, 23, 56, 72], to cite just a few.
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Proof. Observe first that VK is C0;1 ifK has no singularity or C1=2 in general by Theo-
rem 3.12 (applied to X D Pn) and Remark 2.2. Let p be a complex polynomial in Cn. Put
k´ degp. Since 1

k
.logjpj � log maxK jpj/ is a candidate in the envelope defining VK , we get

jpj � ekVK max
K
jpj

on Cn. We use the same notation C to denote a constant depending only on K; n. Let

a D .a1; : : : ; an/ 2 K � Cn:

Let r > 0 be a small constant. Consider the analytic discDa ´ .a1 C rD; a2; : : : ; an/. Apply-
ing the Cauchy formula to the restriction of p to Da shows that

j𝜕z1p.a/j � r
�1 max

Da
jpj � r�1.max

K
jpj/max

Da
ekVK :

Since �K D 0 on K, using C1=2 regularity of VK gives

j𝜕z1p.a/j � r
�1 max

Da
jpj � r�1.max

K
jpj/eCkr

1=2

for some constant C > 0 independent of p and a. Choosing r D k�2 in the last inequality
yields

j𝜕z1p.a/j � Ck
2 max
Da
jpj:

Similarly, we also get
j𝜕zjp.a/j � Ck

2 max
Da
jpj

for every 1 � j � n. Hence the first desired inequality (3.10) for general K. When K has no
singularity, the arguments are similar. This finishes the proof.

Here is a quantitative version of Lemma 3.4.

Proposition 3.14. Let K be a compact generic nondegenerate C5 piecewise-smooth
submanifold of X . Let � be a Hölder continuous function on K. Then we have

k�K;k � �KkC 0.X/ D O
� log k
k

�
:

Proof. The desired estimate was proved for K D X in [30, Corollary 4.4]. For the gen-
eral case, we use the proof of [70, Theorem 2.3] (and [31]). Let z� be the continuous extension
of � to X as in the proof of [70, Theorem 2.3]. It was shown there that �K D z�X . On the other
hand, one can check directly that �K;k � z�X;k . Hence we get

j�K;k � �K j D �K � �K;k � z�X � z�X;k D O
� log k
k

�
for every k. This implies the conclusion.

End of the proof of Theorem 2.6. The desired estimate is deduced directly using Propo-
sition 3.14, Theorem 2.4, and following the same arguments as in the proof of Proposition 3.6.
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We just briefly recall here how to do it. Firstly, as in the proof of Proposition 3.6, we have

z�K;k � �K;k � O.k
�1/:

It remains to bound from above z�K;k � �K;k . Combining the polynomial upper bound for Bk
in Theorem 2.4 and (3.7), one gets, for some constants C;N > 0 independent of k,

sup
K

.jsjhk0 e
�k�/ � CkN kskL2.�;k�/

for every s 2 H 0.X;Lk/. This coupled with (3.9) yields jsjhk0 � k
N ek�K;k on X . It follows

that
z�K;k D

1

2k
log zBk � �K;k CN

log k
k

:

This finishes the proof.

4. Polynomial growth of Bergman kernel functions

This section is devoted to the proof of Theorems 2.4 and 2.5.

4.1. Families of analytic discs attached toK . The goal of this part is to construct suit-
able families of analytic discs partly attached toK. In the literature, there are various construc-
tions of families of analytic discs partly attached to generic Cauchy–Riemann submanifolds for
different purposes (e.g., see [2,53]). Although the main tool is usually a modified Bishop equa-
tion, depending on each problem, one has to prove some additional properties of the family in
consideration. In our case, we need to have very good quantitative properties of the families
of analytic discs. Our construction below is based on [69]. It is not clear whether this can be
deduced from other previous work on analytic discs (such as [57]) since, in our setting, we are
dealing with a piecewise-smooth submanifold K rather than a smooth one.

We do not need all of properties of the family of analytic discs given in [69]. For the
convenience of the reader, we briefly recall the construction shown below. We will only con-
sider the case where dimK D n in this section. Here is our result giving the desired family of
analytic discs.

Theorem 4.1. Let C0 > 0 be a constant. Then there exist constants C > 0, r0 > 0 and
�0 2 .0; �=2/ such that, for every 0 < t < r0, the following properties are satisfied. Let p0 be
a regular point of K of distance at least t=C0 to the singularity of K, and let Wp0 be a local
chart around p0 in X such that p0 corresponds to the origin 0 in Cn. Then there is a C2 map
F WD � Bn�1 ! Wp0 such that the following properties are fulfilled.

(i) F. � ; y/ is holomorphic for every y 2 Bn�1, and kDF.�; y/k � Ct for every � 2 D,
y 2 Bn�1.

(ii) F.ei� ; y/ 2 K for ��0 � � � �0 and y 2 Bn�1, and jF.1; y/j � t=C0,

(iii) Let G denote the restriction of F to Œe�i�0 ; ei�0 � � Bn�1. Then G is bijective onto its
image, and the image of G is contained in B.p0; t=C0/ \K (here B.p0; t=C0/ denotes
the ball centered at p0 of radius t=C0 in X ), and C�1tn � jdetDG.ei� ; y/j � Ctn for
every ��0 � � � �0 and y 2 Bn�1.
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We proceed with the proof of Theorem 4.1. Denote by z D x C iy the complex vari-
able on C and by � D ei� the variable on 𝜕D. For any m 2 N and r > 0, let Bm.0; r/ be the
Euclidean ball centered at 0 of radius r of Rm, and for r D 1, we write Bm for Bm.0; 1/.
Let Z be a compact submanifold with or without boundary of Rm. The Euclidean metric on
Rm induces a metric on Z. For ˇ 2 .0; 1� and k 2 N, let Ck;ˇ .Z/ be the space of real-valued
functions onZ which are differentiable up to the order k and whose k-th derivatives are Hölder
continuous of order ˇ. For any tuple v D .v0; : : : ; vm/ consisting of functions in Ck;ˇ .Z/, we
define its Ck;ˇ -norm to be the maximum of the ones of its components.

Let u0 be a continuous function on 𝜕D. Let

Cu0.z/´
1

2�

Z �

��

u0.e
i� /
ei� C z

ei� � z
d�;

which is a holomorphic function on D. Recall that the real part of Cu0 is u0. Let T u0.z/

denote the imaginary part of Cu0.z/. Put T1u0´ T u0 � T u0.1/. For basic properties of T1,
one can consult [2, 53].

We now go back to our current situation withX . We endowX with an arbitrary Riemann-
ian metric. For �0 2 .0; �/, let Œe�i�0 ; ei�0 � denote the arc of 𝜕D of arguments from ��0 to �0.
Let p0 be a regular point in K and let rp0 denote the distance of p0 to the singular part of K.
Recall that we assume in this section that dimK D n.

Lemma 4.2. There exist a constant cK > 1 depending only on .K;X/ and a local chart
.Wp0 ; ‰/ around p0, where‰WWp0 ! B2n is biholomorphic with‰.p0/ D 0 such that the two
following conditions hold:

(i) we have
k‰kC5 � cK ; k‰

�1
kC5 � cK ;

(ii) there is a C3 map h from Bn to Rn so that h.0/ D Dh.0/ D 0, and

‰.K \Wp0/ � ¹.x; h.x// W x 2 Bn.0; rp0=cK/º;

where the canonical coordinates on Cn D Rn C iRn are denoted by z D xC iy, and

khkC3 � cK :

Note that h is indeed C5 (because K is so), but C3 is sufficient for our purpose in what
follows.

Proof. The existence of local coordinates so that h.0/ D Dh.0/ D 0 is standard; see [2]
or [70, Lemma 4.1]. Perhaps, one needs to explain a bit about the radius rp0=cK : the existence
of cK comes from the fact that, for every singular point a inK, there are an open neighborhood
U of a in X and sets Aj b Bj � U for 1 � j � m such that Bj is C5 smooth generic CR
submanifold of dimension dimK in U , and

K \ U D

m[
jD1

.Aj \ U/;

and Aj is the closure in U of a relatively compact open subset in Bj , and 𝜕Aj (in U ) is
contained in the singularity of K. Thus, by applying the standard local coordinates to points
in Bj , we obtain the existence of cK . This finishes the proof.
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From now on, we only use the local coordinates introduced in Lemma 4.2 and identify
points in Wp0 with those in B2n via ‰.

Lemma 4.3 ([70, Lemma 3.1]). There exists a function u0 2 C1.𝜕D/ such that

u0.e
i� / D 0 for � 2 Œ��=2; �=2� and 𝜕xu0.1/ D �1:

In what follows, we identify Cn with Rn C iRn. Let u0 be a function described in
Lemma 4.3. Let �1;�2 2 Bn�1 � Rn�1. Define ��1 ´ .1;�1/ 2 Rn and ��2 ´ .0;�2/ 2 Rn

and � ´ .�1;�2/. Let t be a positive number in .0; 1�which plays a role as a scaling parameter
in the equation (4.1) below.

In order to construct an analytic disc partly attached to K, it suffices to find a map

U W 𝜕D ! Bn � Rn;

which is Hölder continuous, satisfying the following Bishop-type equation:

(4.1) U�;t .�/ D t�
�
2 � T1.h.U�;t //.�/ � tT1u0.�/�

�
1;

where the Hilbert transform T1 is extended to a vector-valued function by acting on each com-
ponent. The existence of solution of the last equation is a standard fact in the Cauchy–Riemann
geometry.

Proposition 4.4 ([69, Proposition 3.3]). There are a positive number t1 2 .0; 1/ and
a real number c1 > 0 satisfying the following property: for any t 2 .0; t1� and any � 2 B2n�1,
equation (4.1) has a unique solution U�;t which is C2;1=2 in .�;�/ and such that

kD
j

.�;�/
U�;tkC1=2.𝜕D/ � c1t

for any � 2 B2n�1 and j D 0; 1.

From now on, we consider t < min¹t1; C0rp0º (hence the distance from p0 to the singu-
larity ofK is at least t=C0). Let U�;t be the unique solution of (4.1). For simplicity, we use the
same notation U�;t .z/ to denote the harmonic extension of U�;t .�/ to D. Let P�;t .z/ be the
harmonic extension of h.U�;t .�// to D. Recall the following result.

Lemma 4.5 ([69, Lemma 3.4]). There exists a constant c2 so that, for every t 2 .0; t1�
and every .z;�/ 2 D � B2n�1, we have

kD
j

.z;�/
U�;t .z/k � c2t and kD

j

.z;�/
P�;t .z/k � c2t

2

for j D 0; 1.

We note that the hypothesis that D2h.0/ D 0 was required in [69], but it is actually
superfluous in the proof of Lemma 4.5. Define

F.z;�; t /´ U�;t .z/C iP�;t .z/C i tu0.z/�
�
1;

which is a family of analytic discs parametrized by .�; t /. Compute

F.1;�; t / D U.�; t /.1/C iP�;t .1/ D t�
�
2 C h.t�

�
2/:
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Hence if j�2j is small enough, we see that

jF.1;�; t /j � t j�2j < rp0=.2cK/:

This combined with Lemma 4.5 yields that

(4.2) jU�;t .e
i� /j � j� jjU�;t .1/j � j� jrp0=.2cK/ < rp0=cK

if � and �2 are small enough. Now the defining formula of F and the fact that u0 � 0 on
Œe�i�=2; ei�=2� imply that

F.�;�; t / D U�;t .�/C iP�;t .�/ D U�;t .�/C ih.U�;t .�// 2 K

by (4.2) if � and �2 are small enough. In other words, there is a small constant �0 such that if
j�2j < �0, then F is Œe�i�0 ; ei�0 �-attached to K.

Proposition 4.6. By decreasing �0 and t1 if necessary, we obtain the following property:
for every �1 2 Bn�1, the map F. � ;�1; � ; t /W Œe�i�0 ; ei�0 � � Bn�1.0; �0/! K is a diffeomor-
phism onto its image, and

C�1tn � kdetDF. � ;�1; � ; t /kL1 � Ctn

for some constant C > 0 independent of t;�1.

Proof. The desired assertion was implicitly obtained in the proof of [69, Proposition 3.5].
We present here complete arguments for readers’ convenience. Recall

F.ei� ;�1; t / D U�;t .e
i� /C ih.U�;t .e

i� /:

By the Cauchy–Riemann equations, we have

𝜕yU�;t .1/ D �t𝜕xu0.1/��1 � 𝜕xP�;t .1/ D t�
�
1 � 𝜕xP�;t .1/:

The last term is O.t2/ by Lemma 4.5. Thus the first component of 𝜕yU�;t .1/ is greater than
t=2 provided that t � t2 small enough. A direct computation gives 𝜕yU�;t .1/ D 𝜕�U�;t .1/.
Consequently, the first component of

𝜕�F.ei� ;�1; t / D 𝜕�U�;t .1/C i𝜕�h.U�;t .1//

is greater than t=2 for t � t2 (note that Dh.0/ D 0). Moreover, as computed above, we have

F.1;�1; t / D t�
�
2 C h.t�

�
2/:

Thus D�2;�F.1;�; t / is a nondegenerate matrix whose determinant satisfies the desired in-
equalities if j� j < �0 is small enough. The proof is finished.

End of the proof of Theorem 4.1. Let �0 be as above and smaller than �1 and suppose
that M > j�0j

�1 is a big constant. Fix a parameter �1 and define

Ft .�;�2/´ F.�;�1;�2=M; t/:

By the above results, we see that the family Ft satisfies all of required properties (because
j�2=M j < �0). This finishes the proof.
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4.2. Upper bound of Bergman kernel functions. We start with the following useful
estimate in one dimension.

Lemma 4.7. Let ˇ 2 .0; 1/. Then there exists a constant Cˇ > 0 such that, for every
�0 2 .0; �� and every constant M > 0, and every subharmonic function g on D such that g is
continuous up to 𝜕D and jg.�/j �M for � 2 𝜕Dn¹ei� W ��0 � � � �0º, we have

g.z/ � Cˇ

�
j1 � zjˇ��10 M C .1 � jzj/�1

Z �0

��0

g.ei� / d�

�
:

Proof. Let �1 2 Œ0; 2�/. Put

I ´ ¹ei� W ��0 � � � �0º; I 0´ ¹ei� W ��0=4 � � � �0=4º:

Let g1 be the harmonic function on D such that g1 2 C0;1.𝜕D/, and g1.�/ DM for � 2 𝜕DnI
and g1 � 0 on I 0. Observe that kg1kC0;1.𝜕D/ � C�

�1
0 M for some constantC > 0 independent

of M; �1; �0.
By a classical result (see [37, page 41] or [70, (3.4)]) on harmonic functions on the unit

disc, we have
kg1kC0;ˇ.D/ . kg1kC0;ˇ.𝜕D/ . ��10 M

for every ˇ 2 .0; 1/. As a result, we get

(4.3) g1.z/ D g1.z/ � g1.1/ . j1 � zjˇkg1kC0;ˇ.𝜕D/ . j1 � zjˇ��10 M:

Let g2 be the harmonic function on D such that g2.ei� /D 0 for j� j> �0, and g2.ei� /D g.ei� /
for � 2 Œ��0; �0�. Observe that g � g1 C g2 because the latter function is harmonic and greater
than or equal to g on the boundary of D. Using Poisson’s formula, we see that

g2.z/ � .1 � jzj/
�1

Z �

��

g2.e
i� / d� D .1 � jzj/�1

Z �0

��0

g.ei� / d�:

Summing this and (4.3) gives the desired assertion. The proof is finished.

Let K be a C5 smooth (without boundary) maximally totally real submanifold in X .
Let s 2 H 0.X;Lk/ with kskL2.�;hk/ D 1 andM ´ supK jsj

2
hk

. Let p0 2 K. Consider a local
chart .U; z/ around p0 with coordinates z, and p0 corresponds to the origin 0 in Cn. Shrinking
U if necessary, we can assume also that L is trivial on U .

We trivialize .L; h0/ over U such that h0 D e� for some psh function  on U with
 .0/ D ��.0/ (we implicitly fix a local holomorphic frame on LjU so that one can identify
Hermitian metrics on LjU with functions on U ), and identify s with a holomorphic function
gs on U . Thus h D e��h0 D e��� on U . In particular, h.0/ D 1 on U .

Lemma 4.8. There exists a constant C1 > 0 independent of k; s; p0 such that

(4.4) sup
¹jzj�1=kº

js.z/j2hk � C1M;

and

(4.5) C�11 js.z/j
2
hk � jgs.z/j

2
� C1js.z/jhk � C 21M
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for z 2 B.0; k�1/. Moreover, for every constant � > 0, there exists a constant c� > 0 indepen-
dent of k; s; p0 such that jgs.0/j2 � jgs.z/j2 C �M for jzj � 1=.c�k/.

Proof. The desired inequality (4.5) follows immediately from (4.4) and the equalities

jgs.z/j2 D js.z/j2hke
k. .z/C�.z//;  .0/C �.0/ D 0:

Recall that
�K ´ sup¹ !-psh W  � � on Kº:

Note that �K � � onK. By hypothesis, � 2 C1;ı.K/ for some constant ı > 0. This combined
with Theorem 3.11 and the fact thatK has no singularity yields that �K is Lipschitz. Using the
fact that k�1 logjsjhk0 is !-psh, we get the Bernstein–Walsh inequality

jsj2hk0
�
�
sup
K

jsj2hk
�
e2k�K DMe2k�K :

Hence jsj2
hk
�Me2k.�K��/. This combined with the Lipschitz property of �K and � (and also

the property that �K.0/ � �.0/ � 0 on K) yields

sup
¹zWjzj�1=kº

js.z/j2hk � C1M

for some constant C1 independent of k; s; p0. Hence (4.4) also follows.
Arguing as in the proof of Theorem 3.13, one obtains the following version of Bernstein–

Markov inequality: for z 2 B.0; k�1=2/, there holds

(4.6) jrgs.z/j . k sup
B.0;k�1/

jgsj . kM 1=2:

Consequently, for z 2 B.0; k�1=c�/ with c� big enough, we get

jgs.z/ � gs.0/j � jzj sup
B.0;k�1=C0/

jrgsj � �
1=2M 1=2:

This finishes the proof.

Proof of the upper bound in Theorem 2.5. Let s 2H 0.X;Lk/with kskL2.�;hk/D 1. Let
M ´ ksk2

L1.K;hk/
. We need to prove that M . kn.

Let p0 2 K and consider a local chart .U; z/ around p0 with coordinates z; the point p0
corresponds to 0 in the local chart .U; z/. Let � > 0 be a small constant to be chosen later. Let
C1; c� be the constants in Lemma 4.8. Let A � C 21 �

�2 be a big constant. Using the Lipschitz
continuity of � yields

(4.7)
Z
¹jzj�k�1º

jgsj
2 d� D

Z
¹jzj�k�1º

jsj2hke
k. C�/ d� . 1

(uniformly in s). Now let F WD � Y ! X be the family of analytic discs in Theorem 4.1 asso-
ciated to C0´ 2c� for p0, and t ´ k�1, where Y ´ Bn�1. Let �0 2 .0; �=2/ be the constant
in the last theorem.

Let g´ jgs ı F j2. Put zy ´ F.1 � 1=A; y/. By expressing

zy D F.1 � 1=A; y/ � F.1; y/C F.1; y/;
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one gets jzy j � 1=.c�k/ if A is big enough. Applying Lemma 4.7 to g. � ; y/ and ˇ D 1=2 and
using (4.5) yield

jgs.zy/j2 D g.�y ; y/ � C 0
�
A�1=2M C A

Z �0

��0

g.ei� ; y/ d�

�
for some constant C 0 > 0 independent of s; p0; k. This combined with Lemma 4.8 yields

jgs.0/j
2
� �M C C 0A�1=2M C C 0A

Z �0

�0

g.ei� ; y/ d�:

Integrating the last inequality over y 2 Y gives

jgs.0/j
2
� �M C C 0A�1=2M C C 0A.vol.Y //�1

Z
Y

voly

Z �0

��0

g.ei� ; y/ d�

� 2�M C C 0A.vol.Y //�1
Z
Y

voly

Z �0

��0

g.ei� ; y/ d�

if A � ��2C 02. By properties of F and (4.7), the second term in the right-hand side of the last
inequality is . kn. We infer that jgs.0/j2 � 2�M C AC2kn, where C2 is a constant indepen-
dent of k; s; p0. Consequently, by (4.5), one gets js.p0/j2hk � 2C1�M C AC2C1k

n for every
p0 2 K. By choosing �´ 1=.4C1/ and A big enough as required, one gets

M �M=2C AC1C2k
n:

Thus the desired upper bound for M follows. The proof is finished.

We now proceed with the proof of Theorem 2.4.

End of the proof of Theorem 2.4 for dimK D n. We assume dimK D n. We will ex-
plain how to treat the case dimK � n later. Let s 2 H 0.X;Lk/ with kskL2.�;hk/ D 1. Put
M ´ supK jsjhk . Let ˛ 2 .0; 1/ be a Hölder exponent of �. We have �K 2 C˛=2 (note ˛ < 1).
We follow essentially the scheme of the proof for the upper bound of Bk in Theorem 2.5.

Denote byKk;˛ the set of points inK of distance at least k�2=˛ to the singular part ofK,
and Uk;˛ the set of points in X of distance at most k�2=˛ to K. As in the proof of Lemma 4.8,
one has

(4.8) sup
p2Uk;˛

js.p/j2hk � CM; M � C sup
p2Kk;˛

js.p/j2hk

for some constant C � 4 independent of k; s. In particular, it is sufficient to estimate js.p/j2
hk

for p 2 Kk;˛.
Let p0 2 Kk;˛ (hence p0 is a regular point of K, and the ball B.p0; k�2=˛/ \K lies

entirely in the regular part ofK), and consider a local chart .U; z/ around p0 with coordinates z;
the point p0 corresponds to 0 in the local chart .U; z/.

We trivialize .L; h0/ over U such that h0 D e� for some smooth psh function  on
U with  .0/ D ��.0/ (we implicitly fix a local holomorphic frame on LjU so that one can
identify Hermitian metrics on LjU with functions on U ), and identify s with a holomorphic
function gs on U . Thus h D e��h0 D e��� on U . In particular, h.0/ D 1 on U . Using the
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Hölder continuity of � yieldsZ
¹jzj�k�2=˛º

jgsj
2 d� D

Z
¹jzj�k�2=˛º

jsj2hke
k. C�/ d� . 1

(uniformly in s; k). As in the proof of Lemma 4.8, a Bernstein–Walsh type inequality implies
that, by increasing C if necessary (independent of p0; k; s), there holds

(4.9) C�1js.z/j2hk � jgs.z/j
2
D js.z/j2hke

k. .z/C�.z//
� CM

for z 2 B.0; k�2=˛/. Let �0´ �=.1C �/. One also sees that there is a constant C0 > 0 inde-
pendent of k; s; p0 such that

(4.10) jgs.0/j
2
� jgs.z/j2 CM=C 2=�

0

if jzj � 2k�2=˛=C0. Since � D � LebK , where ��� 2 L1.LebK/, applying Hölder inequality
to jgsj2�

0

D .jgsj
2�0��

0

/.���
0

/ gives

(4.11)
Z
¹jzj�k�2=˛º

jgsj
2�0 d LebK .

�Z
¹jzj�k�2=˛º

jgsj
2 d�

��0
. 1:

Let A � C 6 be a constant. Now let F WD � Y ! X be the family of analytic discs in Theo-
rem 4.1 associated to C0 for p0 D 0, and t ´ k�2=˛.

Let g´ jgs ı f j2�
0

. Put zy ´ F.1 � 1=A; y/, which is at most 2k�2=˛=C0 by proper-
ties of F if A is big enough. Applying Lemma 4.7 to g. � ; y/ and ˇ D 1=2 yield

jgs.zy/j2�
0

D g.�y ; y/ � CM
�0=A1=2 C AC

Z �0

��0

g.ei� ; y/ d�

(again, we increase C if necessary independently of s; p0; k). By this and (4.10), we get

jgs.0/j
2�0
�M�0=C 2 C CM�0=A1=2 C AC

Z �0

��0

g.ei� ; y/ d�

� 2M�0=C 2 C AC

Z �0

��0

g.ei� ; y/ d�:

Integrating the last inequality over y 2 Y gives

(4.12) jgs.0/j
�0
� 2M�0=C 2 C AC.vol.Y //�1

Z
Y

voly

Z �0

��0

g.ei� ; y/ d�:

The second term in the right-hand side of the last inequality is bounded by

Ik ´

Z
B.0;k�2=˛/\K

jgs.x/j
2�0
jdetDGj�1 d LebK

� k2n=˛
Z

B.0;k�2=˛/\K
jgs.x/j

2�0 d LebK :

Using this, (4.12) and (4.11) gives

.gs.0//
2�0
� 2M�0=C 2 C AC2k

2n=�0
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for some constant C2 big enough (independent of k; s; p0). This combined with (4.9) gives

js.p0/j
2�0

hk � 2M
�0=C C ACC2k

2n=�0

for every p0 2 Kk . By this and (4.8), we obtain

M�0 . k2n=˛

by choosing C big enough. Hence M . k2n=.˛�
0/. This finishes the proof.

We now explain how to prove Theorem 2.4 when K is not necessarily totally real.

End of the proof of Theorem 2.4 for dimK � n. As in the case of dimK D n, it suf-
fices to work with points in K of distance at least k�2=˛=C0 to the singularity of K for some
C0 > 0 big enough. Let p0 be such a point, and let s 2 H 0.X;Lk/ with kskL2.�;hk/ D 1.
Our goal is to show that js.p0/jhk � Ck2nK.�C1/=.˛�/ for some constant C independent of s
and k. We identify s with a holomorphic function gs on a small open neighborhood U of p0
as usual. Hence, as above, one gets

(4.13)
Z

B.p0;k�2=˛/\K
jgsj

2�0d LebK . 1;

where �0 is as in the case of dimK D n.
Let r be the CR dimension of K. Recall that dimK D nC r . Using standard local

coordinates near p0 on K, one sees that, by shrinking U if necessary, there are holomor-
phic local coordinates .z1; z2/ 2 U � Cn�r �Cr such that K is locally given by the graph
Im z1 D h.Re z1; z2/ for h 2 C5. In particular, for every vector v 2 Rr (small enough), the
real linear subspace Im z2 D v intersects K at a generic CR C5 smooth submanifold Kv in U .
Put gs;v ´ gsjKv . Let C0 > 0 be a big constant to be chosen later. By Fubini’s theorem and
(4.13), we obtain Z

jvj�k�2=˛
d LebRr

Z
Kv

jgs;vj
2�0 d LebKv . 1:

It follows that there exists v with jvj � k�2=˛=C0 so thatZ
Kv

jgs;vj
2�0 d LebKv . k�2r=˛:

Applying the proof of the case where dimK D n to Kv, we see that

(4.14) js.0; h.0; 0; v/; 0; v/j2hk . k2nK=.˛�
0/;

where we write .z1; z2/ D .Re z1; Im z1;Re z2; Im z2/, and p0 is identified with 0 in these local
coordinates. On the other hand, since jvj � k�2=˛=C0, using a version of Bernstein–Markov
inequality (similar to (4.6)) yields

js.0/j2hk � js.0; h.0; 0; v/; 0; v/j
2
hk C

1

2
sup
K

jsj2hk

if C0 is big enough. This combined with (4.14) gives the desired upper bound. The proof is
finished.
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Remark 4.9. The proof of Theorem 2.4 actually shows the following local estimate.
Let U be an open subset in X , and let �U be the restriction of � to U . Define

Bk;U ´ sup
s2H0.U;Lk/

jsj2
hk

ksk2
L2.�U ;hk/

:

Then, for every U 0 b U , there exists C 0 > 0 such that

sup
K\U 0

Bk;U � C
0k2nK.�C1/=.˛�/:

5. Zeros of random polynomials

In this section, we prove Theorem 1.7. Let LebCm be the Lebesgue measure on Cm for
m � 1, and we denote by k � k the standard Euclidean norm on Cm. Let !FS;m be the Fubini–
Study form on Pm, and let �FS;m´ !mFS;m be the Fubini–Study volume form on Pm. We
always embed Cm in Pm. We recall the following key lemma.

Lemma 5.1 ([33, Proposition A.3 and Corollary A.5]). There exist constants C; � > 0
such that, for every k � 0, and every !FS;k-psh function u on Pk with

R
X u�FS;k D 0, then

u � C.1C log k/;
Z
¹u<�tº

�FS;k � Cke
��t

for every t � 0.

The essential point is that the constants in the above result are uniformly in the dimension
k of Pk . In our applications, the dimension k will tend to1. Let dk be the dimension of the
space of polynomials of degree at most k on Cn. Note that dk � kn.

Let f be a bounded Borel function on C such that there is a constant C0 > 0 for which,
for every r > 1, we have Z

jzj�r

fd LebC � C0=r
2:

Let a1; a2; : : : ; adk be complex-valued i.i.d random variables whose distribution is f LebC .
Assume furthermore that the joint distribution of .a1; : : : ; adk / satisfies

Pk ´ f .z1/ : : : f .zdk /Leb.z1/˝ � � � ˝ Leb.zdk / � C0�FS;dk

on Cdk .
Let p.dk/´ .p1; : : : ; pdk / be an orthonormal basis of Pk.C

n/. Let L be a complex
algebraic subvariety of dimension m � 1 in Cn. Note that the topological closure of L in Pn

is an algebraic subvariety in Pn. Observe that

!mFS;n � C!
m;

where ! is the standard Kähler form on Cn, and C > 0 is a constant. Fix a compact A of
volume vol.A/´

R
A !

m
FS;n > 0 in Cn. We start with a version of [15, Lemma 2.4] with more

or less the same proof. We use the Euclidean norm on Cdk .
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Lemma 5.2. Let M � 1 be a constant. Let Ek be the set of .a1; : : : ; adk / 2 Cdk such
that Z

A

�
log
ˇ̌̌̌ dkX
jD1

ajpj .z/

ˇ̌̌̌
�
1

2
log

dkX
jD1

jpj .z/j
2

�
!mFS;n � 2Mvol.A/ log dk :

Let E 0
k

be the set of a.dk/ so that ka.dk/k � d2M
k

. Then we have Pk.Ek [E
0
k
/ � Cd�3M

k

for some constant C > 0 independent of k and M .

Proof. Put a.dk/´ .a1; : : : ; adk /, and

Ik.a1; : : : ; adk /´

Z
A

�
log
ˇ̌̌̌ dkX
jD1

ajpj .z/

ˇ̌̌̌
�
1

2
log

dkX
jD1

jpj .z/j
2

�
!mFS;n:

Observe ˇ̌̌̌ dkX
jD1

ajpj .z/

ˇ̌̌̌
� ka.dk/k

� dkX
jD1

jpj .z/j
2

�1=2
:

It follows that, for a.dk/ 2 Ek , one has

2Mvol.A/ log dk � Ik.a
.dk// � logka.dk/kvol.A/:

This implies that, for each k, there exists 1 � jk � dk such that jajk j � d
.4M�1/=2

k
. We infer

that

Pk.Ek/ �Pk.a
.dk/ W jaj j � d

.4M�1/=2

k
for some 1 � j � dk/

� dk

Z
ja1j�d

.4M�1/=2

k

f LebC � C0d�4MC1k
� C0d

�3M
k :

Similarly, we also get Pk.E
0
k
/ . d�3M

k
. This finishes the proof.

Put a.dk/´ .a1; : : : ; adk / and p.dk/´ .p1; : : : ; pdk /. Define

'.a.dk//´

Z
z2L

log

ˇ̌Pdk
jD1 ajpj .z/

ˇ̌
.ka.dk/k2 C 1/1=2kp.dk/.z/k

!mFS;n.z/:

Observe that ' � 0 on Cdk . We put

I' ´

Z
Cdk

'.a.dk//�FS;dk :

Lemma 5.3. There exists a constant C > 0 such that, for every k � 1, we have

I' � �C log dk :

Proof. Let I be the right-hand side of the desired inequality. By Fubini’s theorem and
the transitivity of the unitary group on Cdk , one has

I' D

Z
z2L

!mFS;n

Z
Cdk

'.a.dk//�FS;dk D

Z
z2L

!mFS;n

Z
Cdk

log
ja1j

.kak2 C 1/1=2
�FS;dk :
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The function

 ´ log
ja1j

.ka.dk/k2 C 1/1=2

is !FS;dk -psh on Pdk (where !FS;dk is the Fubini–Study form on Pdk ). Let

 0´  �

Z
Cdk

 �FS;dk :

Thus
R

Pdk  
0�FS;dk D 0 and  0 is !FS;dk -psh. Applying Lemma 5.1 to  0 gives

 0 � c.1C log dk/

for some constant c > 0 independent of k;  0. Consequently,

 .a.dk// � c.1C log dk/C
Z

Cdk
 �FS;dk

for every a.dk/ 2 Cm. In particular, for a.dk/ D .1; 0; : : : ; 0/, we obtainZ
Cdk

 �FS;dk � �c.1C log dk/ � 1:

Thus the desired inequality follows.

End of the proof of Theorems 1.7 and 1.9. Let '0´ ' � I' . We haveZ
Cdk

'0�FS;dk D 0:

By Lemma 5.1 again, there exist c; ˛ > 0 independent of k such thatZ
¹'0��tº

�FS;dk � cdke
�˛t :

Combining this with Lemma 5.3 yieldsZ
¹'��C logdk�tº

�FS;dk � cdke
�˛t :

Let M � 1 be a constant. Choosing t ´ 4M˛�1 log dk , where C > 0 big enough gives

(5.1)
Z
¹'��.CC3=˛/ logdkº

�FS;dk � cd
�3M
k :

Let E 0
k

be the set of a.dk/ such that ka.dk/k � d2M
k

and ' � �.C C 4M=˛/ log dk .
Combining (5.1) and Lemma 5.2, we obtain that

Pk.C
dknE 0k/ . 2cd�3Mk

(we increase c if necessary). On the other hand, by the definition of E 0
k

and ', we see that the
set of a.dk/ such that Z

z2L

log

ˇ̌Pdk
jD1 ajpj .z/

ˇ̌
kp.dk/.z/k

!mFS;n.z/ � �C
0
M log dk
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(for some constant C 0M > 0 big enough independent of k) contains E 0
k

. It follows that

Pk

²
a.dk/ W

Z
z2L

log

ˇ̌Pdk
jD1 ajpj .z/

ˇ̌
kp.dk/.z/k

�FS;n.z/ � �C
0
M log dk

³
� 2cd�3Mk :

This together with Lemma 5.2 implies that there exists a Borel set Fk such that

Pk.Fk/ � 3cd
�3M
k ;

and for a.dk/ … Fk , one has ka.dk/k � d2M
k

, andZ
z2L

log

ˇ̌Pdk
jD1 ajpj .x/

ˇ̌
kp.dk/.z/k

!mFS;n.z/ � �C
0
M log dk :

Consequently, for p D
Pdk
jD1 ajpj ,  k ´ 1=.2k/ log zBk and a.dk/ … Fk , there holds

�C 0M
log k
k
�

Z
L

.k�1 logjp.dk/j �  k/!
m
FS;n:

Moreover, ka.dk/k � d2M
k

, one hasˇ̌
k�1 logjpj �  k

ˇ̌
D 2max¹k�1 logjpj;  kº �  k � k

�1 logjpj

�  k � k
�1 logjpj C 2Mk�1 log dk :

It follows that Z
L

ˇ̌
k�1 logjpj �  k

ˇ̌
!mFS;n � C

00
M

log dk
k

for some constant C 00M > 0 independent of k. This together with Theorem 1.6 impliesZ
L

ˇ̌
k�1 logjpj � VK;Q

ˇ̌
!mFS;n � C

00
M

log k
k

by increasing C 00M if necessary. It follows that, for a.dk/ … Fk ,

dist�2.k�1Œp D 0� ^ ŒL�; dd cVK;Q ^ ŒL�/ .
Z
L

ˇ̌
k�1 logjpj �  k

ˇ̌
!mFS;n � C

00
M

log k
k

:

Here recall that we define dist�2 by considering Œp D 0� ^ ŒL� and dd cVK;Q ^ ŒL� as currents
on Pm. This finishes the proof.

We end the paper with some explicit examples to which our main results apply.

Example 5.4. Let K be the unit ball in Cn. Then we have VK.z/ D logCkzk (where
logC t ´ max¹log t; 0º for t > 0); see [44, Example 5.1.1]. Hence we see that VK is Lipschitz
but not continuously differentiable.

Example 5.5. Let K D Œ�1; 1� in C. By [44, Corollary 5.4.5], we get

VK.z/ D logjz C
p

z2 � 1j

on C, where the square root is chosen such that

jz C
p

z2 � 1j � 1:

One sees that VK 2 C1=2.X/nC1=2C� for any � 2 .0; 1=2/. In higher dimension, similar obser-
vations also work for K D Œ�1; 1�n � Cn and VK .
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Example 5.6. Let K be the unit polydisc in Cn. Thus, by Example 5.4 and [44, Theo-
rem 5.1.8], one obtains VK.z/ D max1�j�n logCjzj j, where z D .z1; : : : ; zn/. Let � be the
restriction of the Lebesgue measure on Cn to K. For J D .j1; : : : ; jn/ 2 Nn, put

J ´ j1 C � � � C jn; zJ ´ zj1 � � � zjn :

Observe that .cJ zJ /J;jJ j�k forms an orthonormal basis of Pk.K/, where cJ > 0 is a constant
such that the norm of cJ zJ is equal to 1. Let

pk ´
X

J;jJ j�k

˛J cJ z
J ;

where ˛J are independent complex Gaussian random variables of mean 0 and variance 1.
Hence the hypothesis of Theorem 1.7 (and Corollary 1.8) is fulfilled for pk . It follows that
these results apply to this setting to give an asymptotic of the expectation of zeros of pk with
an explicit estimate on the error term.

Acknowledgement. We thank Norman Levenberg for many fruitful discussions.
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