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We investigate a disordered variant of Pitman’s Chinese restaurant pro-
cess where tables carry i.i.d. weights. Incoming customers choose to sit at an
occupied table with a probability proportional to the product of its occupancy
and its weight, or they sit at an unoccupied table with a probability propor-
tional to a parameter & > 0. This is a system out of equilibrium where the pro-
portion of customers at any given table converges to zero almost surely. We
show that for weight distributions in any of the three extreme value classes,
Weibull, Gumbel or Fréchet, the proportion of customers sitting at the largest
table converges to one in probability, but not almost surely, and the propor-
tion of customers sitting at either of the largest two tables converges to one
almost surely.

1. Introduction. Markets out of equilibrium often follow a winner-takes-all dynamics
by which competition allows the best performers to rise to the top at the expense of the
losers [7]. In expanding markets, as time passes, more competitive performers emerge and
take the place of the current winner. In this paper we study a simple model of this phe-
nomenon, exploring the way in which new competitors take over from the current winners.
In our model, a quality is attached to any product put on the market. When a new customer
enters the market, a product is selected on the basis of its quality and on the number of cus-
tomers that have chosen the product so far. This model is a disordered variant of the Chinese
restaurant process of Dubins and Pitman [16], see also [1]. In this analogy customers enter a
fictitious Chinese restaurant and choose a table to sit on; there is competition between tables
in order to attract customers. We use this terminology throughout the paper.

More precisely, at first occupancy, a positive random “fitness”, or “weight”, is attached to
each table, independently of everything else, according to a fixed distribution . A new cus-
tomer either joins an already occupied table, with probability proportional to both its fitness
and the number of customers already sitting there, or sits at a new table, with probability
proportional to a fixed parameter 6 > 0. The proportion of customers at each table in the
disordered Chinese restaurant process generates a dynamic random partition, representing
the market share of each product in our earlier interpretation, parametrised by a positive real
number 8, and a probability distribution p on the interval (0, co). The aim of this paper is
to understand the evolution of the largest tables in the disordered Chinese restaurant process,
representing the market share of the leading products.

In the classical model of [1] and [16], the random partition (with elements in decreasing
order) converges in distribution to a Poisson—Dirichlet distribution of parameter 6. For more
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information on the classical Chinese restaurant process, we refer the reader to, for example,
[16], and the references therein. The introduction of the disorder radically changes the be-
haviour of the process since, contrary to what happens in the classical case, the proportion of
customers sitting at any fixed table converges almost surely to zero as time goes to infinity.
This is because fitter and fitter tables keep entering the system. This paper aims at answering
the following questions:

What proportion of customers sit at the largest table at time n, that is, when there are
n customers in the restaurant? What is the weight of this table? When was this table first
occupied?

Our two main results are that:

e The proportion of customers sitting at the largest table converges to one in probability as
the number of customers grows to infinity, see Theorem 1.2. This result does not hold
almost surely.

e The proportion of customers sitting at the largest table or at the second largest table con-
verges to one almost surely as the number of customers grows to infinity, see Theorem 1.3.

We call Theorem 1.3 the “two-table” theorem, as a reference to the parabolic Anderson “two-
city” theorem, see [10]. Although the parabolic Anderson model is not at all related to the
Chinese restaurant process, our results are reminiscent of those of [10], which they describe
intuitively as follows: “at a typical large time, the mass, which is thought of as a population,
inhabits one site, interpreted as a city. At some rare times, however, word spreads that a better
site has been found, and the entire population moves to the new site, so that at the transition
times part of the population still lives in the old city, while another part has already moved
to the new one”. A similar interpretation holds in our setting, with tables replacing cities, and
customers replacing the elements of the population.

The proofs of our results rely on embedding the disordered Chinese restaurant process into
continuous time. In this embedding, new tables are created at the jump times of a Poisson
process of parameter 6, and the number of customers at each table is a Yule process whose
parameter equals the weight of the table. This is reminiscent of the continuous-time embed-
ding of the preferential attachment graph with fitnesses of Bianconi and Barabasi [3, 5]. Our
proof of Theorem 1.2 relies on methods developed in [6, 13] for the study of the Bianconi—
Barabdasi model. It holds under a quite general assumption on the fitness distribution w, we
just ask that it belongs to an extreme value class, see Assumption 2.1. In particular, we al-
low the fitness distribution to have unbounded support. We are also able to give estimates
of when the largest table at time n was first occupied, and of its weight. For the proof of
Theorem 1.3, the “two-table theorem”, a much refined analysis is needed. Theorem 1.3 holds
under stronger assumptions on i, see Assumptions 2.3, 2.4, and 2.5, depending on which ex-
treme value class pu belongs to; in Appendix B we show that these assumptions are satisfied
by a number of special cases of fitness distributions. We next give a formal definition of our
model (Section 1.1) and state our main results (Section 1.2).

1.1. Mathematical definition of the model. The weighted Chinese restaurant process is a
Markov process (S;(n): i > 1),>¢ taking values in the set of all sequences (s;);>1 of non-
negative integers such that there exists kK € N with s; = 0 if and only if i > k. For all n, we
call S;(n) the size of the ith table at time n, and K, = max{i > 1: S;(n) # 0} the number of
occupied tables in the restaurant at time n. We sample a sequence (W;);>; of i.i.d. random
variables of distribution w, the weights or fitnesses. Given this sequence, the process is recur-
sively defined. At time zero, S1(0) = 1 and S; (n) = 0 for all i > 2. Given the configuration at
time n, that is, (S;(n));>1 either:



A TWO-TABLE THEOREM FOR A DISORDERED CHINESE RESTAURANT PROCESS 5811

e the (n + 1)th customer enters and sits at the ith table, meaning that S;(n + 1) = S;(n) + 1
and §;(n+ 1) = §;(n) for j # i, with probability proportional to W;S;(n);

e or the (n+1)th customer sits at a new table (table number K, 4- 1), meaning that Sk, 1 (n+
1)=1and S;(n + 1) = S;(n) for i < K,,, with probability proportional to 6.

The classical case of Pitman’s process arises when the fitnesses are deterministic, that is, all
tables have the same fitness. The case of interest for us is when w has no mass at its essential
supremum (which may be finite or infinite) so that fitter tables keep emerging. Under this
assumption, the following basic properties hold; see Appendix A for the proof.

PROPOSITION 1.1 (Basic properties of the weighted Chinese restaurant process).

(i) The number of occupied tables K, when the nth customer enters the restaurant sat-
isfies
K,

lim = almost surely,
n—oologn  essupu

where the right hand side is interpreted as zero if the fitnesses are unbounded.
(ii) Forevery k >1
Sk (n)
n

Skx(n) > oo and — 0 almost surely as n — o0.

Hence every fixed table has microscopic occupancy.

(iii) There is no persistence of the table with maximal occupancy. In other words, the time
B,, at which the most occupied table at time n gets its first occupany goes to infinity almost
surely.

(iv) The proportion of customers sitting at the largest table

Si(n)
max
i>l n

does not converge to one, almost surely.

1.2. Main results. Here we briefly summarise our main results, postponing precise for-
mulations of our assumptions to the next section. Our first result is a “one-table-theorem”
and states that, in probability, the largest table “takes it all”. It holds under Assumption 2.1,
stated below, which essentially says that the weights W; belong to the maximum domain of
attraction of an extreme value distribution (Weibull, Gumbel or Fréchet):

THEOREM 1.2.  Assume that the distribution u of the weights W; satisfies Assumption 2.1,
stated in Section 2.1 below. Then

Si(n)
max
i>1 n

— 1, in probability as n — oo.

Recall that the convergence of Theorem 1.2 does not hold almost surely. Our second main
result states that there are never more than two tables of macroscopic size. For this result we
need a strengthened version of our basic Assumption 2.1.

THEOREM 1.3. Assume that the distribution u of the weights W; satisfies Assump-
tion 2.3,2.4 or 2.5, stated in Section 2.1 below. Let SV (n) and S® (n) denote the occupancy
of the largest two tables when there are n customers in the restaurant. Then

SV + 5P )
—
n

1, almost surely as n — oo.
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Technically, it is more convenient to prove our main results for a continuous-time version
of our process and then transfer them to the discrete-time process. We thus give the proofs of
Theorems 1.2 and 1.3 at the end of Section 2, in which we introduce the embedding of our
process into continuous time and state their continuous-time analogues.

2. The process in continuous time. The disordered Chinese restaurant process is de-
fined in the Introduction as a discrete time process. It can also be embedded into continuous
time and this embedding is a major technical tool for us.

We first sample and fix a sequence (W;);>1 of i.i.d. random variables of distribution pu,
where W; constitutes the weight of table number i. At time ¢ = 0, there is one customer in
the restaurant, sitting at table number 1. Intuitively, given the weights (W;);>1, each customer
sitting at table i carries an exponential clock of parameter W;, and when one of these clocks
rings, a new customer enters the restaurant and sits at the ith table. In addition, customers
enter the restaurant and open new tables at rate 6. All exponential clocks are independent of
each other.

More formally, we define Z; (), the size of the ith table at time ¢ in terms of an indepen-
dent Yule process (Y;(t));>0, where we recall that a Yule process of parameter g > 0 is a
continuous-time branching process where each individual is immortal and gives birth to one
more individual at rate 8, independently of each other. Writing (Y;);>1 for a sequence of i.i.d.
Yule processes of parameter one, independent also of (W;);>1, we define

(2.1) Zit) =Y (Wit — 1)) L=,

where 79 = 0 and the 7;’s for i > 1 are the jump-times of an independent Poisson count-
ing process of rate 6. To see that (Z;(¢): i > 1),>¢ is a continuous time embedding of the
discrete time process (S;(n): i > 1),>0, we denote (.%;: t > 0) the filtration generated by
(Zi(t): i > 1);>0. Given .%; the next change of the random vector (Z;(¢): i > 1) is either the
establishment of a new table if an exponential clock of parameter 6 rings before the exponen-
tial clocks attached to the customers already present ring, and this happens with probability
proportional to 8, or the next customer joins an existing customer at their table if her clock
rings first, which happens with a probability proportional to their table’s fitness.

The major advantage of the embedding comes from the fact that, by elementary properties
of the Yule process (see, e.g., [2], Chapter III), there exists a sequence (¢;);>1 of i.i.d. random
variables of exponential distribution of parameter 1 such that, for any fixedi > 1,e7"Y; () —
¢; almost surely as t 1 co. Therefore,

(2.2) Zi(t) ~ ¢iexp(Wi(t —7;))  almost surely as 7 1 co.

Thus the relative table sizes are primarily determined by the relative sizes of the “exponents”
Wi (t — ;). This intuition is central to much of our analysis and will be made rigorous later.

2.1. Notation and setting. Recall that u denotes the distribution of table weights. We
assume that u belongs to the maximum domain of attraction of a distribution v on R, meaning
that there are functions (A(¢));>0 and (B(?));>0 such that

max;=1., Wi — A(n
(2.3) i=l.n i (n) = v, 1n distribution as n — oo.
B(n)
In fact, we assume the following. If i has bounded support, we assume without loss of gener-
ality that its essential supremum is 1 and we define M = 1. If the support of u is unbounded,
we set M = oco. Throughout this paper we will assume that w is absolutely continuous. Then
our standing assumption is as follows.
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TABLE 1
The functions ®, uy, vy and w; for the three possible distributions v. Here a > 0 and
Lo(@),..., L3(t) denote slowly varying functions

Weibull d(x) = |x[*1, -0 Uy = 1@+ Lo (1) Lo(t) >0
vy = 1

__L
w; =1~ a+ Lo(t)

Gumbel P(x)=e"* ur =tLq(t) Li(t)—0
v = Lo (1) Lyt)—> M
wy = L(#) Ly ()

Fréchet D(x) =00ly<g+x" %120 ur =t
Uy =0
1
wr =ta L3(1)

ASSUMPTION 2.1 (first part). There are two continuous functions (A(?));>0, (B(f)):=0
and a probability distribution v on R such that, for all x € R,

2.4) ti((A@t) +xB(1), M)) > —logv(—o0,x) =: ®(x), ast 1t oo.

Also, ® is nonincreasing, A is either constant or increasing, and either A(¢) =0 for all r > 0,
or A(t)/B(t) is nondecreasing and tends to infinity as ¢ 1 co.

By classical extreme value theory (see, e.g., [4], Section 8.13), the stated properties of A
and B hold without loss of generality. Also v is either a Weibull, a Gumbel, or a Fréchet
distribution, and we can choose B nonnegative and ® as in Table 1. Also, we can choose
A =1 in the Weibull case, A bounded from zero, increasing, and converging to M in the
Gumbel case, and A = 0 in the Fréchet case. The Weibull case occurs only if M = 1 and the
Fréchet case only if M = oo, while in the Gumbel case we can have either M =1 or M = oo.

In the Weibull and Gumbel cases, to control the size of high-weighted tables that are cre-
ated late in the process, we need the convergence of (2.4) to also hold in L'. This holds if
the sequence of functions (u — nu((A(n) +uB(n), M)),>1 is uniformly integrable, which
is the case in all explicit examples we have considered; see also Appendix B.

ASSUMPTION 2.1 (Continued). If & is either the Weibull or the Gumbel distribution,
then, for all x > 0,

(2.5) /oom((A(t) +uB(t), M))du — /Ood>(u)du, as 1 1 co.

Further, in the Weibull and Gumbel cases, we define u, as the solution of
(2.6) tB(us) = ur Auy),

and we set v; = A(u;), wy = B(u;). The existence of such u; is proved in Lemma 2.2 below.
In particular, we have

2.7 UV = twy.

In the Fréchet case, we set u; =t, v, =0, and w; = B(¢). The motivation for these definitions
is as follows:
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e The largest tables at time ¢ were created at times of order u;.
e The weights of the largest tables at time ¢ are of order v; + ® (w;).

(See Theorem 2.6 for a rigorous statement.)

Recall that a function L(¢) is called slowly varying ast — oo if L(ct)/L(t) — 1l ast — oo
for any fixed ¢ > 0. A function f(¢) is called regularly varying of index B if f(t) = tPL(1t)
for some slowly varying L(t).

LEMMA 2.2. Under Assumption 2.1, in the Weibull and Gumbel cases, for all t large
enough, equation (2.6) has a unique solution u;. Furthermore, u; is nondecreasing in a neigh-
bourhood of infinity, uy — 00, and u;y = o(t) as t — oo. Further:

(1) in the Weibull case, v, = 1, and (u;) is regularly varying with index aaT and (wy) is
regularly varying with index ;/7;
(1) in the Gumbel case (u;) is regularly varying of index 1, while (v;) and (w;) are slowly
varying. Moreover, (v¢) is bounded from zero for large enough t;
(iii) in the Fréchet case, (w;) is regularly varying with index é

PROOF. By Assumption 2.1, A(u)/B(u) is nondecreasing in u, which implies that the
function f(u) =uA(u)/B(u) is increasing to infinity. This and continuity imply that, for all
large enough 7, (2.6) has a unique solution u; = f‘l(t). Also, u; = f‘l(t) 1 oo ast — o0.
Finally, ¢t B(u;) = u; A(u,) implies that u;/t = B(us)/A(u;) — 0, as t 1 oo.

(1) By [4], Theorem 8.13.3, B is regularly varying with index —1/«. Hence, by [4], Theo-
rem 1.5.12, the function (u,) is regularly varying with index a"‘? And as w; = B(u;) we get
that (w;) is regularly varying with index %

(i) Note that, in the Gumbel case, the functions A(¢) and B(¢) are both slowly varying.
This can be deduced from [4], Theorem 8.13.4, and its proof as follows. Using their notation,
with H(x) = —logP(X > x), we have that A(t) = H* ((logt) + 1) — H* (logt). This is
slowly varying by condition (iii) in [4], Theorem 8.13.4. In the proof of the same theorem it
is verified that B(¢) = H < (logt) is in the de Haan class and therefore also slowly varying.

(>iii) See [4], Theorem 8.13.2. [

We introduce the function
(2.8) D, (x) ;= uspu (v + xwy, M)  (where @,(x) =0 if v; +xw;, > M).

By Assumption 2.1, we have that ®,(x) — ®(x) as t — oo for any x € R. Also note that
@, (x) is decreasing in x for any fixed 7.

Theorem 1.3 requires different assumptions on p than Assumption 2.1. In the Weibull
case, Assumption 2.1 implies that (1 — x, 1) = x*£(x) for some function £ that is slowly
varying at zero and some « > 0; see, for example, [17]. We introduce the following stronger
assumption on « in this case.

ASSUMPTION 2.3 (Weibull). u is supported on (0, 1) and p(1 —x, 1) = x“€(x) where £
is slowly varying at zero and o > 1.

Analogously to the Weibull case, in the Fréchet case Assumption 2.1 implies that 1 (x, 00)
is a regularly varying function, this time at infinity. In this case, we actually do not need a
stronger assumption on the index of variation.

ASSUMPTION 2.4 (Fréchet). () u is supported on (0, 0o) and u(x, 00) = x~*L(x) where
L(x) is slowly varying at infinity and o > 0.
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In the Gumbel case, the assumption needed for the two-table theorem is more complicated.
Recall the function ®,(x) in (2.8) and that ®(x) = e™" in this case.

ASSUMPTION 2.5 (Gumbel). In addition to (2.4):
(i) There exist c1, ¢ > 0 such that for all ¢ large enough,
®;(x) > e~F—ax?/logt forall x e (—calogt, calogt),

M —v
d;(x) < e~¥rax?/logt  forall x e <—c2 logt, z).
Wy

(i) The slowly varying function L{(¢t) = w;/v; = u,/t satisfies

Li(¢t)loglogt - 0 ast— oo.
We give examples of distributions u satisfying the assumptions in Appendix B.

2.2. Results in continuous time. We let M(t) denote the number of nonempty tables at
time ¢. Recall that 7, are the times of creation of tables, and W,, their weights. The key step
to get a one-table theorem in probability is to show the following point process convergence.
Recall the concept of vague convergence of measures: if y, y1, y2, ... are measures on a com-
plete separable metric space S, then y, converge vaguely to y if [ fdy, — [ fdy for all
nonnegative, continuous, compactly supported functions f: S — R. The topology of vague
convergence makes the set of Radon measures y on S a Polish space. Thus the standard the-
ory of convergence in distribution applies to random variables with values in this space. Let
PPP(1) denote a Poisson point process with o -finite intensity measure A, which is represented
as a random variable taking values in the set of Radon measures.

THEOREM 2.6. Let

. [0, 00] X [—00, 0] X (—00, 00|  in the Weibull and Gumbel cases,

[0, 1] x [0, o0] x (—00, 00] in the Fréchet case.

Under Assumption 2.1, the random variables

2.9) r, .= MX(E)‘S(T—H W, — vz’ logZ,(t) — tv,)
n=1

b
Uy Wy tw;

taking values in the space of Radon measures on S equipped with the vague topology, con-
verge in distribution as t — 00, to I'so := PPP(d¢ (s, v, 2)), where

0ds ® —®'(y)dy ® dy—s(dz) in the Weibull and Gumbel cases,

d¢(s, y,z) = { , . ,
0ds @ —®'(y)dy @ 8y(1—5)(dz) in the Fréchet case.

The proof of this theorem appears at the end of Section 3. It shows that the largest tables
at time ¢t were created around time ® (u,), have fitness of order v; + ®(w;), and thus, their
size at time ¢ is of order exp(tv; + ®(tw;)). Indeed, the mass of all points with t,/u; — 0
(corresponding to “older” tables) concentrates asymptotically on the subset of S where the
first coordinate is zero. As this set has no mass under the intensity measure of the limiting
Poisson process, these points must leave every compact subset of S and, because of the
compactification of the intervals in the definition of S, this can only happen by their third
coordinate going to —oo. Hence none of these points corresponds to the largest table. This
argument, which is crucial in the proof, also applies when t,,/u; — 00, or W”T_,vt goes to
infinity, or to zero in the Fréchet, or —oo in the Weibull or Gumbel case.

As promised, the point process convergence of Theorem 2.6 implies a one-table theorem
in probability.
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COROLLARY 2.7 (One-table theorem). Let N (t) denote the number of customers in the
restaurant at time t. If Assumption 2.1 holds, then
Zi(1)

(2.10) max
1<i<M(@t) N(t)

— 1, in probability when t — oo.

PROOE. Let ZW(r) and Z@ (¢) denote the sizes of the largest and second largest tables
at time 7. Also let

M4y — @) 4y —
log Z*V (1) — tvy and W(z)(t)zlogZ (1) tv,‘

W) =
() rwy tw;

By Theorem 2.6, we have, for all z1, zo > 0,
P(WD (1) > 21, W) = 22) =P(T(S x [z1,00]) = 1, T4 (S x [22, 00]) > 2)
— P(Too(S X [21,00]) = 1, T (S X [22, 00]) > 2)

where we have set

s [0, 00] X [—00, o0] in the Weibull and Gumbel cases,
[0, 1] x [0, o0] in the Fréchet case.

This implies that, as t — oo, we have WD, W) = WD, w®), where W and
W@ are two almost-surely finite random variables such that W > W® almost surely.
Clearly

M) M)
(2.11) N =Y Zt)y=2zP@) + (Z Zi(t) — Z“)(t)).

i=1 i=1
Our aim is to show that the second term is negligible in front of Z!(¢). Almost surely for all
t >0,
M(t)
0> Zit) - 2P0y =M ZP (1) = M) ZD (1) exp[ (WP (1) — WD (1)) 1w, ].
i=1
Since M (t) is Poisson-distributed with parameter 0¢, we have W@ —wh@) = w® —
WM <0, and logt = o(tw;), we indeed get that, in probability as ¢ 1 oo,
M)
3 Zit) - 2P0 =0(zV 1)),
i=1

which, by (2.11), implies N (1) = (1 4+ 0(1))Z"(¢) and thus concludes the proof. [
From Corollary 2.7 it is a small step to Theorem 1.2.

PROOF OF THEOREM 1.2. Writing T, for the time of arrival of the nth customer, we
have S;(n) = Z;(T,,). Then T,, — oo almost surely as n — oo (indeed, {sup,~.; T, < oo} is
equivalent to {Jts: N(fs0) = 00}, which has probability zero), so that max;zl Si(n)/n =
maxi<;j<m(,) Zi(T,)/N(T,) — 1 in probability. []

The following result states that, almost surely as ¢ 4 0o, no more than two tables can have
macroscopic sizes at time 7.
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THEOREM 2.8. Assume that Assumption 2.3 (Weibull), Assumption 2.4 (Fréchet), or As-
sumption 2.5 (Gumbel) hold. Denote by ZV (1) the size of the largest table at time t, and by
Z2) (1) the size of the second largest table at time t. Then,

zO0+ 2%
N()

where N (t) is the total number of customers in the restaurant at time t.

— 1,  almost surely as t — o0,

The proof of this theorem is given in Section 4. We now show how to deduce Theorem 1.3.

PROOF OF THEOREM 1.3. As in the proof of Theorem 1.2, we let 7, be the time of
arrival of the nth customer; we have 7,, 1 oo almost surely as n 1 oo, and S; (n) = Z; (T},), for
all n > 1,i > 1. Thus, by Theorem 2.8,

SV +85Pm) _ 20T + 22T
n N N(T»)

almost surely as n 1 co. U
It remains to prove Theorems 2.6 and 2.8; this is done in Sections 3 and 4, respectively.

3. One-table result: Proof of Theorem 2.6. The proof of Theorem 2.6 is done in two
steps. First, in Section 3.1 we prove convergence of I'; (see (2.9)) on the space of measures
on
3.1) W [0, o0) x (—oo, o0] X [—00, oo] in the Weibull and Gumbel cases,

' “ 1[0, 1) x (0, 00] x [—00, oc] in the Fréchet case.

Note that this differs from the claim of Theorem 2.6, where convergence is on the space of
measures on the space S which differs from W at the endpoints of several of the intervals.
Second, and this is the most difficult part of the proof, in Section 3.2, we prove that young
tables (t; > u,) as well as unfit tables (W; — v; < w;) are both too small to contribute to the
limit. This allows us to “close the brackets” in the first two coordinates of (3.1); in doing so
however, the mass corresponding to tables that do not contribute to the limit instead “escapes”
to —oo in the third coordinate. We thereby transfer the convergence on VV to convergence on
S.

3.1. Local convergence. We prove the following convergence for the space W.

LEMMA 3.1. In distribution as t — 00,
I, — PPP(d¢(s, y, 2)),
where

0ds @ —®'(y)dy ® §,—s(dz) in the Weibull and Gumbel cases,

d b 9 =
g(s,y,2) {st ® —®'(y)dy ® 8y(1—5)(dz) in the Fréchet case,

on the space of measures on VW equipped with the vague topology.

To prove Lemma 3.1, we first prove that

M(t)
Wy —v, Wo(t—1,)—t
(3.2) %:=Zé(;—”, n— v Walt =) vt>—>PPP(d{(s,y,z)),
n=1 t

Wy tw;
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on W, and then prove that this implies convergence of I'; on the same space. The difference
between I'; and W, is that in the third coordinate we have replaced log Z,(¢) with its con-
ditional mean W, (t — t,). We will show that equation (3.2) is a direct consequence of the
following lemma.

LEMMA 3.2. Forallt > 0, in distribution, as t — 00,

MO W —w
T:=Y) 5( non ’) — PPP(0ds ® —@'(y)dy),
n=1

T
Uy Wy

on the space of measures on w equipped with the vague topology, where

=~ [0, 00) x (—00, 00] in the Weibull and Gumbel cases,
[0,1) x (0, c0] in the Fréchet case.

Before proving Lemma 3.2, we show how to deduce (3.2) from it: If we set s, ; = 7, /uy
and y, ; = (W, — v;)/wy, then

Wo(t — t) = (Vr + Y s wi)(E — Sp.sUs)

=1Vt + Yn 1t Wy — Syt Ut V¢ — Syt Yt Ur Wy

(3.3)

In the Weibull and Gumbel cases, we have u;v; = tw;, and thus
Wo(t — 1) =tv + (yn,t - Sn,t)twt — Sn,tYn,t Ut Wy,
which implies

W,(t —1,) —tvy Ui
=Yn,t —Sn,t — sn,t)’n,t?-

tw;
Because u;/t — 0 as ¢ 1 0o, this concludes the proof of (3.2) in the Weibull and Gumbel
cases. In the Fréchet case, because u; = ¢ and v; =0, (3.3) gives
Wit = tn) = Yn,tt W = St Yn, it Wr = Yni (1 — sp )t wy,

which concludes the proof of (3.2).

PROOF OF LEMMA 3.2. Invoking Kallenberg’s theorem [17], Prop. 3.22, it is enough to
prove that for all compact boxes B = [0, a] x [b, 0o], where b € R in the Weibull and Gumbel
cases, and b > 0 in the Fréchet case, we have:

o P(J(B) =0) — exp(f5 69 (y)dsdy) = exp(—0ad (b)),

e E[V,(B)] > — [0 (y)dsdy =0aD (D).

We let 1(¢) be the set of all n such that t,, < au,; so that |I(¢)| is Poisson-distributed with
parameter afu;. We have

P(U;(B) =0) =P(V1 <n <|I(1)|, Wy < v; + bw;) =E[(1 — (v, + bw,, M))!" 1],

where we recall that M € {1, oo} is the essential supremum of pu.
Since |1 (¢)] is Poisson-distributed with parameter a6u;, we get

]P)(\TI,(B) =0) = exp(—abu;u(v; + bw;, M)) = exp(—aOu; ju(A(uy) + bB(us), M)),
since, by definition, v; = A(u;) and w; = B(u;). By Assumption 2.1,
P(T;(B) = 0) — exp(—abd ® (b)),
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as t 1 oo, which concludes the proof of the first assumption of Kallenberg’s theorem. For the
second assumption, note that

E[0(E)] =E| 3 Lw,zusom | = E[1O[ + buy, i)
nel(t)
= aOu;u(A(ur) +bBu;), M) — ab®(b), ast 1 oo,
by Assumption 2.1. This concludes the proof. [J

Lemma 3.1 is an immediate consequence of the following result and Lemma 3.2, which
established convergence of ;.

LEMMA 3.3.  For all continuous, compactly supported functions f : W — R, we have

I/fdr‘,—ffd\l!t

— 0,

in distribution when t — 00.

PROOF. First note that, by density of the set of Lipschitz-continuous, compactly sup-
ported functions in the set of continuous, compactly supported functions with respect to
L*-norm, we may assume that f is Lipschitz-continuous. Let a > 0 and b € R in the
Weibull and Gumbel cases, respectively a € [0, 1) and b > 0 in the Fréchet case, and let
f:10,a] x [b, 0] x [—0o0, oc] be a Lipschitz-continuous function of Lipschitz constant «.

‘We have
\ffdrt—/fdw,

where I (¢) is the set of all integers n such that

|log Z,, (1) — W, (t — 1) |
tw; ’

<Kk Y.

nel(t)

1, €[0,au;] and W, > v, + bw;.

Foralln > 1 and s > 0, we set R,(s) = sup,- |log¥,,(¢) — |, where we recall from (2.1)
that Y, is the Yule process such that Z,,(¢) = Yn_(W,, (t — 1)) 1;>¢,. By definition, v; +bw; —
M > 1 and u; <t (see equation (2.6)). This means that there is § > 0 such that W, (r — 7,,) >
(v + bw;)(t — auy) > 8t for all ¢ large enough (we can take 6 = (1 — a)/2 in the Fréchet case
and 6 = 1/2 in the Weibull and Gumbel cases). We thus get that, almost surely for all ¢ large

enough,
Vfdrt—/fdw,

For all integers n, note that R, (5¢t) — |log¢,| almost surely as ¢ 1 co. Moreover, we have
liminf;_, o, tw; = oo. Since, in addition, by Lemma 3.2 and its proof, |I(¢)| = \flt([O, al x
[b, oo]) converges in distribution to an almost-surely finite random variable independent of
(&) this concludes the proof. [

K
= 3 R0,

L nel(r)

3.2. New and unfit tables do not contribute. To get convergence of I'; on S rather than
W we prove that “new” tables, as well as tables with small weight, are too small to contribute
to the limit. We start with the new tables.
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LEMMA 3.4. For all e,k > 0, there exists xo < M such that, for all sufficiently large t,
for all x > xg,

P( max (log Zy()) gz} = (1)) <,

where

(3.4) () = {tv, —ktw; in the Weibull and Gumbel cases,

Ktwy in the Fréchet case.

PROOF. Recall the Yule processes Y;, from (2.1). For all n > 1, set

(35) An =sup Yn (S)C_S = sup Zn (S)G_W”(S_T”),

s>0 =Ty

Note that the A, are i.i.d. and that A, is in fact independent of W, as it only depends on Y.
Let A =sup,~( Y (s)e™ be a random variable with the distribution of the A,. Then we have
the following tail-bound: for some C > 0

(3.6) P(A >u) <Ce™?, forallu>0.

This is proved using the maximal inequality for the submartingale exp(6Y (s)e™®), where
0 € (0, 1), and that E[exp(0Y (s)e™ )] is uniformly bounded, which may be verified using the
explicit distribution, P(Y (s) = k) =e™*(1 — e 1 fork > 1.

Let I,(¢) be the set of all integers n such that t, > xu;; using a union bound in the second
inequality, we get

P(n‘;lﬁ’&) log Z,()1{z, > xu,} > £(1))

<P@Enel@t): Ay >exp(le(t) — Wo(t — 1))
=< E|: Z P(An > eXp(gx(t) - W, - Tn))l(fn))]
nely(t)

As (1,)5>1 1s a Poisson process of parameter 6, independent of (A,) and (W,),
t
]P’( max log Z, (t)1{t, > xu;} > E,((t)) <0 dsP(A > exp (L (1) — W(t —)),
n<M(t)

XUy

where A is a copy of A; and W a copy of Wy, independent of each other. Thus,

P(nrfn% l0g Zy (0 1{ty > xu,} > £(1))

t 00
3.7) <0 [ a5 [ anwyP(a = explecn) — wir - )

XUy
t/u; 00

=6 "aaf AP (A 2 exp(t(6) = (v -+ ) —au),
X —V /Wy

where dji;(u) := u; dp(vy + uwy) and we have used the changes of variable s = au; and
w = v; + uw,. We treat the rest of the proof separately for the Weibull and Gumbel cases on
the one hand, and the Fréchet case on the other hand.
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The Weibull and Gumbel cases. In these cases, £, (t) = tv; — ktw; and u;v; = tw;, which
implies that
P(,max log Zy(01{tn = xur) = £ (1))
t/u; o0
<6 f daf dji; ()P(A > exp(—(k + u)tw; + au; (v; + uwy)))
X =V /wy
f/llf oo -
(3.8) < 6?/ daf ) dii(u){a(ve + uwy) < 2k +u)vy}
X —Vr /Wyt

f/M[ o0
+ 0/ daf div ) a(v + uwy) > 2k + u)v, JP(A > ™)
x —v; /Wy

t/u oo
< 0/ t da/ div)l{a(ve + uwy) < 2k +u)ve} + Ce_%e"p("’w’)twt.
X —vr/wy

In the last step, we used that there exists a constant C > 0 such that P(A > u) < C e /2 for
all u > 0, and also that ffooo diis (u) = uyw;. Since tw; — 0o, we get that the second term
above tends to zero as ¢ 1 co. For the first term, note that, for all a < ¢ /u; = v;/wy,

a— 2k
alvi+uw) <Rk +uw)v, & u>——— = u>a-—2,
l—aw,/v;

and thus, for all x > 2«,

/M[ o
0 /t da/ die(w)a(ve + uw,) < 2k + u)vy}
39 vl

[e.e] o0 o o
50/ da/ d,&;(u)z@/ da¢,(a—2/<)—>9/ da®(a — 2«),
X a—2k X X

as t 1 0o, by Assumption 2.1, see (2.5).

We look at the two different possibilities for ®: in the Weibull case, @ is zero on (0, c0),
and thus fxoo 0 da®(a—2«) =0assoon as x > 2«. In the Gumbel case, we have ® (1) = e
for some « > 0, and thus

o 00 1
/ 9 daq)(a — 2[() = / Qdae_a(a_zl() — _e—Ol(X—ZK)’
X X a

which tends to zero as x — oo. In both the Weibull and Gumbel cases, we thus get that for
all § > 0, for all x large enough, ffo 0da®(a — 2«) < §/2. Therefore, by (3.8) and (3.9), for
all x large enough, for all ¢ large enough,

(3.10) P(nxsnﬁ%) log Z,()1{z, > xu,}) <3,

which concludes the proof.
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The Fréchet case. 1Inthe Fréchet case, v, =0, u; =t, and £, (t) = ktw;. Thus, (3.7) becomes

P(nlinﬂa/})(;t) log Z,(t))1{r, > xt})
1 00
< Gf daf dii;(u)P(A > exp((k — (1 — a)u)tw,)

X 0

1 oo

(3.11) < 0/ da/O di () 1{(1 — a)u >k /2}
1 1 00
+Ce—zexp<“wr/2>9fx da/o dit, () 1{(1 — a)u < «/2}

00
=< 9/ (1 — i —x) diis (u) + C@twle—%exp(mwt/z)’
0 2u n

because [i(0, 0o) = rw;. The second term goes to zero as ¢ | oo for all ¥ > 0. For the first
term, we get

o K y o
/0 9(1 ~ o —x)+d,ut(u) 59/2(11(_x)
K
:(9+0(1))®(—2(1_x)),

ast 1 oo, by Assumption 2.1. Thus, making x close to 1, one can make the first term of (3.11)
as small as desired, which concludes the proof in the Fréchet case. [

In the following lemma, we control the contributions of the small-weight tables.

LEMMA 3.5. Forall e,k > 0, there exists yy such that, for sufficiently large t, for all y >
Yo,

P(,max 1og Zy ()1 (Wy < vy = ywi) = 6(0)) <,
where £, (t) is defined in (3.4).

PROOF. This proof is very similar to the proof of the previous lemma. Note that, for all
n>1,t>0,iflogZ,(t) > £,(¢t) and W,, <v; — ywy, then

log Z,(t) — Wy (t — 1) = £ (1) — (vy — ywy)t

] —x)tw, in the Weibull and Gumbel cases,
|y +x)tw; in the Fréchet case.

Therefore, using the independence of M(¢) and (A,),

P(nglﬁ%) log Z, () 1{W,, < v, — yw;} > £ (t)) <E[M@®)]P(A; = exp((y — k)twy)).
Recall that M (¢) is Poisson distributed of parameter ¢, and thus
1
IP’(HIEnAa/%) log Z, () 1{W, <v; — yw;} > E,((t)> < C09texp<—§ exp((y — K)tw,)),

where we used that P(A > x) < Cze_x/Z. Since w; — 00, in the Fréchet case,  can be made
large enough so that Coft exp —% exp((y + k)tw;)) < e. In the Weibull and Gumbel cases,
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for all y > «, t can be made large enough so that Coetexp(—% exp((y — x)tw;)) < e. This
completes the proof in all three cases. [

We now show how to deduce Theorem 2.6 from Lemmas 3.1, 3.4 and 3.5:

PROOF OF THEOREM 2.6. We give details of the proof in the Weibull and Gumbel cases,
as the Fréchet case is identical, except that the first coordinate takes values in [0, 1] instead
of [0, oc], and the third in (0, oo] instead of (—o0, 00].

Let f: [0, 00] x [—00, 00] X (—00, c0] — R be a nonnegative, continuous and compactly
supported function. Let ¥ > 0 such that { f # 0} C [0, co] x [—00, 00] X [—k, 00] =: A(k).
We aim to prove that, in distribution as ¢ 1 oo,

(3.12) /fdl", — /deoo
Fix n > 0. By Lemma 3.4, there exists xo = xo(k, 1) such that, for all x > xg,
(3.13) liminfP(T;(B(x,k)) =0)>1—n,

ttoo

where we have set B(x, k) = (x, oo] x [—00, 0c0] x [—k, oo]. Furthermore, by Lemma 3.5,
there exists yo = yo(x, n) such that, for all y > yp,

(3.14) liminf (T, (C(y,«)) =0) > 1 — 7,
oo

where we have set C(y, k) = [0, oo] X [—00, —y) X [—«, o¢]. Forall r > 0,

ffdrt=/ fdrt=/ FdTs + R(0),
A(k) A()NB(x,k)NC(y,k)¢

where
0<RO<[ far+ [ rar.
B(x,k) C(y,K)
By (3.13) and (3.14), for all ¢ large enough, with probability at least 1 — 2n, I';(B(x,«)) =
I';(C(y, k)) =0, implying that R(z) = 0. To conclude, note that
A) N B(x, ) NC(y, k)¢ = (x, 00] X [—00, —y) X [—k, 0],

and thus, by Lemma 3.1, in distribution as t — oo,

/ fdry — fdls.
A()NB(x,k)NC(y,k)¢ A()NB(x,6)NC(y, k)¢

Making x and y large enough, because I's, has no atom, we can make the right-hand side
arbitrarily close to [, f dl'sc = [ f dT'e, which concludes the proof. [

4. Two-table theorem: Proof of Theorem 2.8. For the proof of Theorem 2.8 we treat
the three cases (Weibull, Gumbel, and Fréchet) in parallel. Although technical details differ,
the general strategy is the same for all cases. We first work on the “exponents” instead of the
table sizes. That is, we set, forallr > Oand all 1 <i < M (¢),

4.1 O, @) =W, (t — ).

Recall from (2.2) that Z,(t) ~ ¢, exp(®,(t)) almost surely as ¢ 1 oo, where (¢,),>1 is a
sequence of i.i.d. random variables of exponential distribution of parameter 1. This is why
we call the ®, (¢) the “exponents”. We also introduce the order statistics of this sequence,
(1) > 0@ (1) > @3 (1) > ... and we let m; = m; (t) be the index such that

OV (1) = O, (1) (1)
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FIG. 1. Schematic picture of the largest exponents at a time of transition. In Proposition 4.1, we bound the gap
between the largest exponent e (t) (in purple) and third largest exponent e® (t) (in orange).

(see Fig. 1). Then 1, (;) denotes the time of creation of the table which at time 7 has the
ith largest exponent. In what follows we often suppress the #-dependence of m; () from the
notation.

Recall the function (w;);>0 given in Lemma 2.2. In this section, we establish the following
result, which, by the Borel-Cantelli lemma, gives the existence of a diverging sequence of
times (#x)k>0 at which, almost surely, the largest and third-largest exponents are well sepa-
rated.

PROPOSITION 4.1. Letty = k" and A; =t=*, where n, k > 0 satisfy 2kn > 1. Then under
Assumption 2.1 for the Weibull and Fréchet cases, respectively Assumption 2.5 for the Gumbel
case, we have

o
(4.2) Y POV 1) — 0 (1) < Ay tiwy,) < oo.
k=1

We prove Proposition 4.1 in Section 4.2. Here is a brief summary of how, in Sections 4.3
to 4.5, we conclude the proof of Theorem 2.8 once Proposition 4.1 has been established. We
argue in two steps that the fraction ) _(3 L i (t)/Zm, (t) converges to zero almost surely.
First, in Section 4.3 we show that it sufﬁces to consider the process at times (#x)x>1, which
are sufficiently dense and, by (4.2), at these times, the largest and third-largest exponents are
well-separated. Second, in Section 4.4, we show that Z,, (t) indeed grows like exp(@u (1)),
using the lar e deviations estimate for Yule processes glven in Lemma C.1. Therefore the
fraction z 2 3 Zm,; (1) /Zml(tk) is bounded by M (1) exp(©®® () — ©W (1)) and by (4.2)
the exponent 1s smaller than — ﬁ/[kwt" almost surely for all £ large enough. In Section 4.5,
we deduce the same result for ) - i=3 Z,”(t)/Z,,1 (1), where n; = n;(t) is the index of the ith
largest table at time ¢ (which may be different from the index of the ith largest exponent).

4.1. Potter bounds. In the proofs, the following Potter bounds for slowly varying func-
tions will be useful, see Theorem 1.5.6(1) in [4]

e If L(x) is positive and slowly varying as x — oo, then for any 8, C, Ca > 0, there exists
xo0 = x0(8, C1, Cp) > 0 such that, for all x > xg,

(4.3) C1x7° < L(x) < Cox°.
e If £(x) is positive and slowly varying as x — 0, then, for any §, c1, ¢ > 0, there exists

x0 = x0(6, c1, ¢2) > 0 such that, for all |x| < xo,

4.4) clx‘S <fl(x) < czx_‘s.

Below, we will typically write L, L1, Lo, ... for functions slowly varying at infinity and
£,01,4, ... for functions slowly varying at zero.
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4.2. Proof of Proposition 4.1. To prove (4.2) we consider the following normalised ver-
sion of the exponents. Forall t >0, 1 <n < M (¢), let
(t —Tn) — ty; . On(t) —tvy

Wa
(4.5) (1) =
twy tw;

and introduce also their order statistics, S(l)(t) > 5(2) (1) > 5(3) (t) > ... We aim to find an
upper bound for P(¢(V (1) — €3 (r) < A;). Note that the &,(r) are all negative in the Weibull
case (since v; = 1), all positive in the Fréchet case (since v; = 0), and can be either positive
or negative in the Gumbel case.

Forall t > 0 and x € R, we let

(4.6) Ar(x) ={(s,w) €[0,2] x [0, M) : w(t —5) > tv; + xtw,}.

Then the event that &,(r) > x is the same as the event that (z,, W,,) € A;(x). We let 1 :=
((tn, Wy))n>1, which is a Poisson point process on [0, o0) x [0, M). We write w :=0ds @ du
for the intensity measure of IT.

Recall from (2.8) that ®;(x) = u, (v, + xw;, M), which is nonincreasing in x.

LEMMA 4.2. Let x > —v;/w;. Then

— Tw; © P(2)
4.7 7(Ar(x)) =60 (v +xwy) " /x oL
and for ¢ > 0,
(4.8) Ofn(A,(x)) —jr(At(x+g)) 539%&

U; vy +xwy

PROOF. For (4.7) we use that
N 4 tvy + xtw
w(a) = [ [T 0dsdutgmenin = [ odsu( "I w)
0 J0 0 t—s
tw (v + zwy, M)
(v + zw;)?
tw[ o (bl(z)
4.10 :6U+XU) _f z,
( ) (v 1) w2

Uy
where we used the change of variable “”f% = v; + Zwy, to go from s to z. For (4.8), using
Ai(x +¢€) € A;(x) and (4.7), discarding a term which is <0, we get

4.9) =0(v; + xwy) /Oo

twy xte q)t(Z)
4.11) Ofn(At(x))—n(A,(x—ks))59(v;+xw1)u—t/x m Z.

We then use the fact that the integrand is nonincreasing in z (because z > x > —v;/w;) to get
the result. [J

LEMMA 4.3.  Under Assumption 2.1 we have the following bounds:
o In the Weibull case, let x; > 0 such that x;w; — 0, for any &, C > 0, for all t large enough,
(4.12) 7 (Ar(—xp)) = Cxt1+a+sfs(1+a+5+ﬁ)’

and, whenever £ — A > —Xx;, we have

(4.13) 7(Ar(E — 1)) — (A (E)) < Cax@ =33 IHetdtpg)
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e Inthe Fréchet case, let x; > 0 such that x;,w; — oo, forany §, C > 0, for all t large enough,
(4.14) 7 (A () > Cxy @D —detgtd)
and, whenever & — A > x;, we have
(4.15) (A E — 1) — 7 (A(§)) < Cox, (1He=9) 3 ata=d),
e In the Gumbel case, let x; > 0 such that x;w;/v; — 0, if M =1 then f’_ﬂ — 0,

Ut

(4.16) 2 (A(=x)) = (6 + o) [ ®,(2)dz,

—X;

ast 1 oo, and, whenever £ — . > —x;, we have

(4.17) (A€ — 1) — (A (§)) < CAD(—x,).

PROOF. We argue separately for the three cases. It is helpful to refer to Table 1.

e In the Weibull case, M = 1 and v; = 1. Then ®,(z) = 0 as soon as z > 0. Also u; = rw;.
For any —1/w; < x <0, by (4.7),
@, (2)
(14 zw,)?
Replacing x with —x; and using that 1 —x;w; =14 o(1) we get

0 0
(4.18) (A (x)) =9(l+xwt)/ dz > 0(1 +xw,)/ ®,(z)dz.

(4.19) 7 (Ai(—x1)) = (60 4 o(1)) ‘/(;XZ ®;(—2z)dz.

Now recall that (1 — g, 1) = &%4(¢), u; = tleraL(t), and w; = t_ﬁL(t) (see Assump-
tion 2.3 and Lemma 2.2). This, combined with the Potter bounds (4.3) and (4.4), gives for
0<z=<x

®,(—z) = 2L T (zw,) = C12% 1) (zw,)?

(4.20) 1
> C22a+8t—8(1+a+6+1+—a)‘
Then
Xt
(421) JT(A,(—X,)) Z Cz(@ —|— 0(1))[_5(1+a+8_ﬁ)/ Za+8dz’
0

so (4.12) follows. For (4.13), we have from (4.8) that

D (E—2) D (—x1)
(4.22) (A€ — 1)~ (4®) <Oh € —nw =T xw,
= (0 + 0(1)) ;s (—xy).

Similar to (4.25), the Potter bounds (4.3) give

(4.23) O, (—x,) < Cax S 0Ha—dtrg),

which gives (4.13).
e In the Fréchet case, M = o0, u; =t,v; =0, and w; = téL(t), so for x > 0, (4.7) simplifies
to

(4.24) 7(Ar(x)) = Ox f - CD;Z) dx.

X
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Moreover, wu(x,00) = x~“Li(x). Using the Potter bounds (4.3) we get, for any § > 0,
Z > x;, and ¢ large enough,

®,(z) = 1(zw;) ¥ L1(zw;) > C1t(zw,) @0 = C1z7 ¢ 0%/ L(r) =@

(4.25)
> Cpz—0 8 —8/a=8(a+d)
Then
o0
(A (x;)) = C2(0 4 o(1))x,t ~8/@ 8@+ / L~ (2+atd) g,
(4.26) .

> C3t—5/a—8(a+6)xt—(a+6)’

as claimed in (4.14). Next, from (4.8) we have
(5 —2) D (xr)

(4.27) 7(Ar(E =) — (A (E)) <26 F o SM—

Similar to (4.25), using the Potter bounds (4.3)
(428) CDI (xt) S C4xt—0[+8t6(1/(¥+a—é)’

which gives (4.15).
e In the Gumbel case, we use that u, v, = tw, and that ®,(z) =0if z > (M — v;)/w;, to see
that, by (4.7), for any 0 < x < -

wy (M—v;)/w; [ON (Z)

4.29 m(A;(—x)) = <1—x—>/ ——dz
( ) ( l‘( )) v, x (1 +Z1:))_:)2
We now note that x;, < (M — v;)/w;, for all ¢ large enough. This is immediate if M = oo,
while if M = 1 then it follows from the assumption x;w; /(1 —v;) — 0. Since the integrand
in (4.29) is nonnegative, we get that, as ¢ 1 oo,

O(1 —xrwe/ve) [ nt
> — D,(z)dz > (0 + o(1 d,(z)dz,

At xw/on? | 1(2) ( (1) - 1(2)
because (1 + Zw’) 2>14x w’) —2 for all z < x,, and because x; = o(vs/w;) as t 1 oo.
Next, from (4. 8) we get that, for all £ and A such that § — A > —x;,

(5 —2) D (—x;)
) TAiE =) = () =20 e <407

< 1(0 +0(1)®r (—xy),

430)  7(Ai(=x) =

as t 1 0o, as required for (4.17). [
Using Lemma 4.3, we deduce the following key estimates on & M) — & B (1).

LEMMA 4.4. Under Assumption 2.1 for the Weibull and Fréchet cases, and Assump-
tion 2.5 for the Gumbel case, let A\, =t~ where k > 0. Then for any y, C > 0, for all t large
enough,

(4.32) PED () — @) <i) < Cr722,

PROOF. For any y; € R we have the decomposition
PEV 0 -s% 0 =)

(4.33)
<PED @) <) +PED @) — D) <A and £V (1) > yy).
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w A w(t — s) = tvy + Etwy
w(t —s) = tvg + (€ — Ntw,

0 t s
FIG. 2. Intuition behind (4.35).

We will use this for y; > —v;/w; + A;. Note that

(4.34) PED (1) < yi) = P(II(A (1)) = D) = exp(—7 (A; (1))

For the other term in (4.33), note that (§,(¢)),>0 is a Poisson point process and let p;(-)
denote its intensity measure. Then using Mecke’s formula (see, e.g., [11], Theorem 4.1) and
simple properties of Poisson random variables, we have for all ¢ > 0,

P(S(l)(t) _ 5(3)(” < X; and f(])([) > yr)

@.35) — [ o @P(T(A®)) = 2)B(TI(ALE — 1))\ T{(A,©))| = 2)

Yt
< [T 4o ©BI(A©)) = 2) (7 (Ar & — 1)) — 7 (A (E))
Yt

The intuition behind the first equality is that we integrate over all possible values & for £V (r).
For £ to be maximal, there needs to be one point of the point process at £, and none larger
(hence the term P(IT(A;(§)) = ©)); for €V (1) — £®)(¢) < A,, there needs to be at least two
points in A; (€ — X;)) \ A¢(§). (See Figure 2.) Note that, using Mecke’s formula again,

(4.36) dpiEP(M(A,(€) = 2) =PED @) > y) < 1.

i
We proceed using Lemma 4.3.

e Inthe Welbull case, we set x; = tffor0<e < T and in the decomposition (4.33) we set
= —zxt Asw; =1t~ T L(t) we have x;w; — 0. Then, by (4.12), for all ¢ large enough
(4.37) P(ED (@) < y) < exp(—Cr T —Tg),
Using (4.13) in (4.35) and applying (4.36) we get that, for all ¢ large enough,

(4.38) P(g(l)(,) —e®O@y < and V() > ) < C)\‘t2t2£(a—6)+28(1+a+5+1+%)‘

Clearly we may select ¢, § > 0 small enough that (4.37) and (4.38) are both at most C Y22,
for any y > 0.

e In the lfréchet case, weset x; =t ¢ for0 < ¢ < é and ¢ < k and we set y; = x;. Since
w; = te L(t), we have x;w; — 0o. By (4.14), for all ¢ large enough,

(4.39) P(ED (1) < y;) < exp(—CrE@rO—ot/atd)y
Using (4.15) in (4.35) and applying (4.36) we get that, for all 7 large enough,
(4.40) P(S(l)(t) _ 5(3)(0 < ) and E(l)(t) < y;) < CA$t28(1+a—5)+25(1/0(—1—0[—5)‘

Clearly we may select ¢, § > 0 small enough that (4.39) and (4.40) are both at most C tV)»tz,
for any y > 0.
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e In the Gumbel case, let us for ease of reference recall Assumption 2.5(i):

D, (x) > e~*—ax*/logt forall x e (—cplogt, crlogt),

M _
O;(x) < e_x“’lxz/l"g’ for all x € (—cz logt, Ut).
Wy

(4.41)

Set x; = 2loglogt. By Assumption 2.5(ii), x;w;/v; — 0 and thus Lemma 4.3 applies;
together with the lower bound in (4.41), this gives, for all ¢ large enough,

Xt
PE0) = —x) zexp[ (0 +o) [ @0 cc]
(4.42) o .
< exp[—(@ +o(1)) exp(—clxtz/logt)/ e © dz].
.
Since xtz/logt — 0 we get that, as ¢ 1 oo,
(4.43) PED (1) < —x;) < exp(—(0 + o(1))e™) = e~ @FoDlogn® <52

for all ¢ large enough, because A, = ¢t . Next, (4.17) gives that, for £ — A; > —x;,
7 (A€ = 1)) = T (A(E)) < s (60 + 0(1) Dy (—x1) < 2y (6 + 0(1)) T3/ 8!
(4.44) = Arexp(x (1 + o(1))),
because x;/logt = o(1) as t 1 co. Thus, in total,
PED (1) — (1) < and V(1) > —x,) < A2 exp(2x, (1 4 0(1))).

As e?¥(1+0()) < v for ¢ large enough, this concludes the proof. ]

PROOF OF PROPOSITION 4.1. By Lemma 4.4, for any y, C > 0, for all k£ large enough,
(4.45) PED 1) — 69 (0) <) < CH TV = Ckm@n=m),
Since 2kn > 1 we can choose y > 0 so that 2kn — ny > 1. It follows that P(€(D(5) —
5(3)(tk) < A4 ) are summable, as required. [

4.3. Interpolation. By Proposition 4.1 and the Borel-Cantelli lemma, almost surely,
there exists ko such that, for all k > ko,
(4.46) OV (1) — 0P (1) > Ay trwy, .
We now show that we can “interpolate” between the times #;:

PROPOSITION 4.5. As in Proposition 4.1, set Ay, =t~ and ty = k" with «, n > 0 satisfy-
ing 2kn > 1. Assume further that:

e In the Weibull case, that % > K+ 1J+a,

o In the Fréchet case, Loy é,
e In the Gumbel case, Assumption 2.5.

Then, almost surely, there exists k| such that, for all k > ki,

1
(4.47) inf (@D (1) -6 1) > Stk W

teftr—1,0]

To prove Proposition 4.5, we use the following:
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LEMMA 4.6. Let (t)k=0 be an increasing sequence such that ty = 0. For all k > 1, for
all't € [ti—1, t),

(4.48) O @) — 0% = 0M 1) — O (1) — Wiy ) (e — tr-1).
PROOF. Each ®,(¢) is an increasing (affine) function of ¢. Hence, for all i > 1, 09D (1) is
increasing in ¢. In particular, for # € [#;_1, %),

W) -0 >eWw_) -0 (1)
=0V 1) -0 w) — [0V 1) — 0D -_1].

Because the largest exponent at time #; can only be larger than the largest exponent at time
tr—1, we have 0 < @D (1) — ©D (#,_;). Furthermore,

(4.50) 0 =0V 10) = OV (1-1) < Wny 1)tk — tk—1).
Indeed, the second inequality comes from the fact that
OD (1) = Winy (1) (tk = Ty (1)) = Wany (1) (ke — t=1) + Wany (1) (k=1 — Tiny 1)) -

If T () > tr—1, then () < Wiy, (o) (tk — tx—1) and we indeed have (4.50). Otherwise,
Winy (1) (k=1 — Ty (1)) 18 at most equal to the largest exponent at time #;_, which is, by
definition, ®® (#;_1). This indeed implies (4.50). O

(4.49)

In the Gumbel case, we need the following facts about slowly varying functions.

LEMMA 4.7. Let L :(1,00) — (0,00) be a nondecreasing function, slowly varying at
infinity, such that L(x) 4 0o as x 1 0o, and let L™ be its generalised inverse.

1. Forany g > 0,
n
Zm = oo

n>1
2. Forany e > 0,as n 1 oo,
n

L_I(L(nH's)) -

’

PROOF. (1) By the Potter bounds, for any 6 > 0, there exists xo = xo(8) such that, for all
x> xp, L(x) < x%. Because L is nondecreasing, so is L~! and we get that

LY (L)) <L7'(x?),
which implies, because LY (L(x)) > x, that x < L~1(x%). Taking y = x5, we get that
L~!(y) > y!/%. Taking & large enough such that 8/8 > 2 concludes the proof.
(2) For any K > 0, for all n large enough, L(n)¢® > K. Thus, because L~ ! is nondecreas-
ing, L~Y(L(n)'*¢) > L~ (K L(n)). By [4], Theorem 2.7(i), L™! is rapidly varying, which,
by definition, implies that

L= (L(n))
— " 50, asn?oo.
L=Y(KL(n))
Thus,
n L~ Y(Ln))

L=Y(L(n)'*¢) = L=1(L(n)1+¢) — 0, asntoo,

which concludes the proof. [J

In the Fréchet case we also need the following almost sure estimate for the maximum
weight of the n first tables.
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LEMMA 4.8. Under Assumption 2.1 in the Fréchet case, for any € > 0, almost surely for
n large enough, maxj<;j<, W; < n?/@+¢,
PROOF. Using that u(x, 0c0) =x~%L(x), where L(x) is slowly varying at co, we get

@30 P(max W; > n?/@) < nP(W) > /%) = p~ 170 L (n2/rFe),

1<i<n

Then, by the Potter bounds, anl P(maxi<j<, W; > n?/ate ) < o0 so the result follows from
the Borel-Cantelli lemma. [

PROOF OF PROPOSITION 4.5. Note that (4.46) combined with Lemma 4.6 gives that, for
allk > kopand t € [tx_1, %),
(4.52) O @) — 0% (1) = Ay tiwy, — W) (tx — 1),
where W (¢) is the largest table weight up to time . We argue that

)"l‘k Iy Wy,

W (k) (tr — tk—1)

which gives the claim. Note that tx — 1 = k"7 — (k — 1) = (n + o(1))1,
For what follows, it is useful to refer to Table 1 for expressions for w;.

(4.53) — oo almost surely,

1-1
/n as k — oo.

e In the Weibull case, W (¢) < 1 almost surely, and w; = I_H%Lo(t) where Lo(t) is slowly
varying at infinity. Then, almost surely as k — oo,

= (o)™ Lo ince ~ > i+ —

>(1/n+o o(ty) = 00, since — >k .

W () (e — tk—1) n l+a

e In the Fréchet case, first note that M (#;) — oo almost surely, and by large-deviations esti-
mates for Poisson random variables, almost surely for all k£ large enough, M (#;) < 201;. It
follows from Lemma 4.8 that

(4.54) W) < (29tk)2/ *+e  almost surely for all k large enough.

)\tk tkwtk

Also, w; =t /2 L5(¢) where L3(¢) is slowly varying at inﬁnity. Then, as k 1 oo,
An e Wy, pK—g ¢
1/n+o0(1) L3(t)-
W) (tx — tr—1) z( )

Since 1 > k + 1 we can find & > 0 such that - > K + + &. Then (4.53) follows.
e In the Z‘yumbel case we get

(4.55)

1
A Tk Wy, > (14 0(1) t) Li(tx)La(tk)

W)t —tx—1) ~ W (1)
where L1(t) — 0 and L,(t) — M are both slowly varying at infinity. In the bounded
case M =1, (4.53) follows for any « > 0 picking any % € (k, 2k). In the unbounded case
M =oo, forany p > 0,and n > 1,

(4.56)

(4.57) IP’( max W; > np> <nu(n”, c0).

1<i<n

By Assumption 2.1, we have A~!(n”)u(A(A~1(n”)), o0) — 1. Because, in the Gumbel
case, A is increasing, we get
1+ o0(1)

I’L(np’ OO) = A_](np) :
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Thus, by (4.57),

) < 2Lt o)

= A ey

which, by Lemma 4.7 is summable, because, in the Gumbel case, A is slowly varying
(as proved in the proof of Lemma 2.2). Arguing similar to the Fréchet case, we get that
W(t) < M(t;)P < (201;)” almost surely for k large enough. Choosing p > 0 such that
K < % + p < 2k (4.53) follows. O

IP’( max W; > n”

1<i<n

With the results obtained so far we get the following proposition.

PROPOSITION 4.9.  Under the same assumptions as for Proposition 4.5,
exp(@1 (1)) + exp(@P (1))
N

(4.58)
Y MO exp(©, (1))

1 almost surely.

PROOF. Fix t > 0. We have
exp(© (1) +exp(@P@ (1)) _ M(1)e®”®
ol exp@ur)) T eOM0

n=1

(4.59) 0<l1

Let k = k(¢) be such that ¢ € [#x_1, #]. Then, almost surely for all ¢ large enough, by Propo-
sition 4.5 and a large-deviations bound for M (#;),

M(t)e(”)(s) 0

(4.60) o0

1
< 20tk exXp (— E)htktkwtk) .
We now check that the right-hand side goes to zero as ¢ (and thus k = k(¢)) goes to infinity:

l—p— L
o In the Weibull case, A, frw;, =1, T Lo(x) so (4.60) goes to zero provided we select

k<1-— 14+a and then 7 as in Proposition 4.5.

1—k+1 .
o In the Fréchet case, A, frw; =1, “Fa L3(t;) so (4.60) goes to zero provided we select
k<14 é and then 7 as in Proposition 4.5.

e In the Gumbel case, A tyw;, = tkl T L1(tr) La(tx) so (4.60) goes to zero provided we select
k < 1 and then 7 as in Proposition 4.5. [

Proposition 4.9 can be seen as an analog of Theorem 2.8 where we have replaced the tables
with their growth rates. To establish Theorem 2.8 we need to argue that exp(G)(f )(1))is a good
approximation of the size of the jth largest table.

4.4. Approximating the table sizes.

PROPOSITION 4.10. Let ty = k" with n > 0 and let ¢ € (0, 1). Then, almost surely, for
all k large enough,

for all m with Ty, < tx, sup |log Z,, (1) — O (1)| < tkl_(p.

- =Ty
PROOF. We aim at using the Borel-Cantelli lemma, and thus prove that P(Ay) is

summable where

Ay = {Elm: T < tx and sup [log Z,, (t) — O (1)| > t,:_‘p].

1>,
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‘We have

P(Ay) < E[ Z P(sup llog Z (1) — ©p ()| > tk | Wi, ‘rm)}
4.61) =t
:E[ Z P(sup [log Zu (1) — Wi (t — t)| > t,:_(p | Wi, rm)}

T Ik 1=Tn

We now use Lemma C.1 with A = W,, and R = tk] % to get that, for all integers m such that
Tm S tk’

(4.62) (sup |logZ ) =W, — rm)| > tkl | Wy, ‘L'm> < 21“(1/2)6*% /2

1>y

Thus,
P(Ap) <20(1/2)e™% PE[M(1)] = 26T (1/2)ne ™ /2.

Because t; = k", this is summable as soonas ¢ < 1. [J

4.5. Proof of Theorem 2.8. Recall that m; = m ;(t) denotes the index of the jth largest
exponent ®. Our first aim is to prove that

S Zon; (1)
(4.63) sup —j=3 it

— 0, almost surely as k — o0.
teftp—1,] Zml (1)

We do this before showing how to deduce the same claim about the largest tables, that is, The-
orem 2.8. In the proof of (4.63), a delicate issue is to verify that there exists a choice of the
parameters k, 1, and ¢ that satisfies all necessary assumptions.

PROOF OF (4.63). By Proposition 4.10, almost surely for all k£ large enough,

X 2, ) MO exp(@, (1) +1, %)
sup ——— < sup
telte_rot) Zmy () telie_rt]  exp(Op, (1) — l‘1 )
(4.64) < sup M) exp(—(Opm, (t) — Opy (1) + 21, %)
r€ltr—1,4]

1 _
< M(tk)exp<—§tk)»zk wy, + Ztk1 w)’

by Proposition 4.5. Using the fact that M (f;) < 261t; almost surely for all k large enough (by
a large deviation estimate for Poisson random variables, because M () is a Poisson random
variable of parameter 61;), we get that, almost surely for all k large enough,

(4.65) X725 Zn, ()<29t ( Lo +2t1“”>

. sup ————— k €Xp| —ShkAy W
tety—1,1] Zml(t) 2 ek k

We need to check that the right-hand side of (4.65) converges to zero, that is, that #A; w;, >
tk "% as k 1 0o. Recall that A; =17

e Weibull case: w; = t_HLaLo(t) so (4.63) follows as soon as —k + ¢ — —— > 0 that is,

1
4.66 —_—
(4.66) §0>f<+1Jr
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Fréchet case: w; = téL3(t) so (4.63) follows as soon as —k + ¢ + é > 0 that is,
1

(4.67) O>K——.
o

Gumbel case: w; is slowly varying so (4.63) follows as soon as

(4.68) 0> K.

To conclude the proof, we need to check that there exists a choice of the parameters «, 1, p,
and ¢ that satisfies all our assumptions. In all cases (Weibull, Gumbel, and Fréchet), we have
Ay =1t and # = k". Our first assumption is that 2xn > 1 coming from Proposition 4.1. In
addition, for the three extreme-value distributions we have the following assumptions:

Weibull: For Proposition 4.5, we need « + 1 ﬁ“ < - < 2k. For Proposition 4.10, we need
¢ € (0, 1), and for (4.66), we need ¢ > k + 1 These inequalities can only be consistent
if « > 1, which is indeed the contents of Assumptlon 2.3. Assuming that o > 1, we can
satisfy all the mequahtles as follows. Since li < 1 we can pick some K> 7 i satisfy-
ing p%a <K+ 1+a < 1. We can then pick any ¢ satisfying « + 1+—a <@ <1, and any 7
satisfying - < 2«k.

Fréchet: For Proposition 4.5, we need « + < - < 2k; for Proposition 4.10, we need ¢ €
(0, 1); and for (4.67), we need ¢ > k — — These 1nequaht1es are consistent for any o > 0,
which is why we do not need a stronger assumptlon 1n the Fréchet case. To show that they
can all be satisfied, we start by picking « such that = <K< 1+—°‘ . Note that we then have
that/c—l—a <2k and K — 1 5 < 1. We pick n such thatK—I-a <ﬁ<2/c and ¢ such that
K — é <p<l.

Gumbel: Proposition 4.5 places no restrictions on the parameters. For Proposition 4.10, we
need ¢ € (0, 1) and for (4.68) we need ¢ > k. In this case we simply pick any «, 1 such

that0</c<1and1<<%<2/<,andany<pe(/c, 1).

Having shown that the various inequalities can all be simultaneously satisfied, we conclude

that the right-hand side of (4.64) goes to 0, which means that

(4.69)

(4.70) g=

M(t)

P(Zi=3 Zm; (1)

—0 ast— oo) =1.
Zmy (1)

Now we show how to deduce Theorem 2.8.

PROOF OF THEOREM 2.8. Let
M
{ MDD Zo, (1)

—0ast — oo}.
Z, (1)

Then (4.69) implies that P(G) = 1. Let n; = n;(¢) denote the index of the ith largest table.
We claim that, on G,

4.71)

Y Z,, ()
Zu, (1)

—0 ast— oo.

First note that n(¢t) € {m(t), my(¢)} for all large enough ¢, since if n1 () ¢ {m1(¢), ma(t)}
then

NI Zny () 7y (1) _
Zmn, (1) an )

’
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which is not true on G, for ¢ large enough. Assume from now on that ny () € {m(t), ma(¢)}.
Consider the sets

N@)={njt):3<j<M@)} and M@)={m;@):3<j<M@)}.

These two sets have the same size, and neither contains rn(z). We have two cases: either
na(t) € M(t) or na(t) ¢ M(t). If np(¢) € M(t) then there is some jo > 3 such that n (1) ¢
M(@). If na(t) ¢ M(t) then M(t) = N (¢), in which case we set jy = 2. In either case, since
Jjo > 2 we have

M) M) M(z)

Y Zmy ) =Y Zny(6) = Znj (0) + Zny (1) = Y Zn, (0).
j=3 j=3

j=3
Thus, using also that, by definition of n1(¢), Z,, (t) > Z,,, (), we get that, on G,

M(t) M(t)
Zj:3 an(l) < Zj:3 ij(l) N
Zp, (1) Zm, (1)

as claimed. [
5. Further discussion.

Related models. Other variants of the Chinese restaurant process perturbed by a disorder
have been considered by various authors.

e In [13], the authors discuss a model where customer n + 1 chooses to sit at table i with
random weight 0 < W; < 1 with probability %Si (n)W; and occupies a new table with the
remaining probability. As in our case the random weights are i.i.d. If the weight distribution
has no atom at 1, the authors prove that, irrespective of the extreme value type of the weight
distribution, the tables have microscopic occupancy and the ratio R, of the largest and second
largest table satisfies lim,,— oo P(R,, > x) = 1/x for all x > 1.

e In [18], the authors introduce a “weighted” Chinese restaurant process, in which the
customers are weighted instead of tables. In this model, the nth customer has weight W,
and a new customer joins a table with probability proportional to the sum of the weights
of the customers already sitting at that table, and they create a new table with probability
proportional to a parameter 6. The focus in [18] is on cases where the weight distribution has
an atom at the essential supremum. Even if this is not the case, at least for light-tailed weight
distributions, we expect the tables to have macroscopic occupancy in this model, just as in the
classical case. If 6 = W is also a random weight, then the tables in this model can be seen
as the subtrees of the root in the weighted random recursive tree (see, e.g., [19]) where this
random tree is introduced and studied. The fact that tables in the original Chinese restaurant
process can be seen as the subtrees of the root in the (nonweighted) random recursive tree is
shown in [9].

o In the statistics literature (see, e.g., [8] and the references therein), a weighted Chinese
restaurant process has been studied. In this model “customers each have a fixed affiliation
and are biased to sit at tables with other customers having similar affiliations”, see [12].
Affiliations can be seen as weights, and they are carried by the customers; however, their
effect on the probability to join a given table is different from the model described in the
second bullet point just above.

Further results. e In [15] an algorithm that gives access to queries about the Chinese
restaurant process in sublinear time is presented. This algorithm is suitable for our model.
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Open problems. An interesting challenge is to describe the length of the periods, in which
the largest table remains the same as a function of time. We conjecture that, for all fitness
distributions w, these periods are stochastically increasing in time, a phenomenon known as
ageing. As done in [14] for the parabolic Anderson model, one can describe this phenomenon
in the weak sense, by looking at the asymptotic probability of a change of the largest table in
a given time window, and in the strong sense, by identifying an almost sure upper envelope
for the process of the time remaining until the next change of profile. For the winner takes all
market this corresponds to an analysis of the slowing down in the rate of innovation as the
market expands.

APPENDIX A: PROOF OF PROPOSITION 1.1

In this section we prove Proposition 1.1 of the Introduction. We use the continuous time
embedding, in which our statement becomes

M(t) 0
im = .
t—oolog N(t) essupu
Recall that from (2.1) that, in continuous time, Z;(t) = Y;(W;(t — t;)) where (¥;);>1 is a
sequence of i.i.d. Yule processes of parameter 1 and, for all i > 1, t; is the time at which
table i is first occupied. Also, by (2.2), almost surely as t 1 oo Z;(t) ~ ¢ exp(W;(t — 1)),
where (¢;);>1 1s a sequence of i.i.d. standard exponential random variables. We also recall
that, by definition of the model,

(A.1) M(t) ~ 60t almost surely as ¢ 1 oco.

First note that, for all a < essuppu, there exists a random index j > 1 such that W; > a.
Thus, by (2.2), for all ¢ large enough, Z (t) > exp(at). Hence, by (A.1), for all £ > 0, for all
is large enough, M (¢)/log N(t) < (1 + €)6/a. If essupu = oo, this concludes the proof, since
one can make a arbitrarily large and conclude that M (¢)/log N (¢) — 0 almost surely as ¢ 1
00, as claimed. In the case when a := essupu < 0o, note that, by (2.2), for all ¢ large enough,
N(t) <2E;exp(at), where E; is the sum of M (¢) independent standard exponentials. Hence,
for all & > 0, for all sufficiently large ¢, log N(¢) < (1 + &)ar and M(¢) > (1 — e)t, by (A.1),
which implies M(1)/log N(1) > {{755%. Since £ > 0 is arbitrary, this implies (i).

Now fix a table number i € N. Recall that, by (2.2), Z;(t) ~ ¢ exp(W;(t — 1;)), which
clearly implies that Z;(#) — oo as t 1 oo, because 1; < 0o almost surely. Because p has
no atom at its essential supremum, there exists almost surely a random index j # i such that
W; > W;. Using (2.2) again, we get that Z; (1) /Z ;(t) — O as ¢ 1 oo almost surely. If N (¢) de-
notes the number of customers in the restaurant at time 7, then Z; (t) /N (t) < Z;(t)/Z;(t) —
0 as ¢ 1 oo almost surely, so that table i cannot have macroscopic occupancy, as claimed in
(ii) and (iii).

To see (iv), assume that the proportion of customers at the largest table converges almost
surely to one. On this event, there exists N > 4 such that

Si(n)
max
izl n

3
>Z foralln > N.

Let iy denote the index of the unique largest table at time N: the function f(n) := S;, (n)/n
takes a value larger than 3/4 at n = N and, by (iii), it goes to zero as n — oo. Note that, for
allm>N,|f(m+1)— f(m)| < % and hence there exists some M > N such that

M 1‘<1
f( )—5 =N

Hence, iy is not the index of the largest table at time M, and for the index iy, of the largest
table at time M we have S;,,(M)/M < (M — S;,(M))/M <1/2 + %, contradicting our
assumption.
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APPENDIX B: EXAMPLES OF WEIGHT DISTRIBUTIONS

B.1. Examples satisfying Assumption 2.1. We give four examples of probability dis-
tributions p that satisfy Assumption 2.1; for each of these, we give formulas for A(¢), B(¢),
us, vy and wy.

EXAMPLE B.1 (Weibull). Fora > 0let u(1 —x, 1) = x® for all x € [0, 1]. Then, for x >
0,

(1 —xt Ve, 1) =x*,

and thus Assumption 2.1 is satisfied with A(¢) =1, B(t) = =12 and & (x) = |x|* for all
x <0 and ®(x) = 0 otherwise. We get from (2.6) that

o 1

(Bl) ut:tlTa, U[:1, wtztflTa.

Since there is equality in (2.4), the convergence in L' of (2.5) holds straightforwardly.

EXAMPLE B.2 (Gumbel bounded). For o > 0 let u(1 — x,1) = exp(l — x~%) for all
x € [0, 1]. Then, for all x € R,

tu(l— (1 +logt) @ +x(1+logt)"a~ o, 1) — el 2%

Thus, Assumption 2.1 is satisfied with A(z) = 1 —(1 —|—logt)_é, B(t) = é(l +log t)_é_1 and
®(x) =e™* for all x € R. We identify u, as in the proof of Lemma 2.2, namely u;, = ! (¢)
where

f(u)=uA(u)/B@)=u(ogu)((logu)"/* —1).

This implies that u; = t(logt)_aTH(l/oz 4+ 0(1)), and thus v, =1 — (logt — (1 + 1/) x
loglogt)_é(l + o(1)), and w; = (logt)_aTH(l/a 4+ 0(1)). We now check that (2.5) holds:
for all x > 0,

tiu(A@) +uB(t), 1) du

1+logt u —
=/ fexp(l - ((1 +logn ™ — =1 +logt)_l_1/"‘> )du
X o

I+log? u —o
_ texp(1— (1 +logn)(1——% ) )a
/x exP( (1 +log )( a(l+logt)) ) "

To use the dominated convergence theorem note that, for all x <u <1 + log¢,

" —a
05zexp<1 - +10gt)(1 B m> )

u
<t 1—(1+logt)1 =e ¥,
< exp( (1+1log )( +1—|—logt>> e

because, for all w € (0,1), (1 —w) ™ > 14 ow. As u +— e “ is integrable on [x, 00), the
dominated convergence theorem applies and we can conclude that (2.5) holds.

EXAMPLE B.3 (Gumbel unbounded). For « > 0 let u(x, o0) = exp(—x%) for all x > 0.
Then

X

tu((logt)é +x(logt)$_l/a, o0) —> e .
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Thus, Assumption 2.1 is satisfied with A(1) = (log 1), B(1) = L (logr)a~! and ®(x) =e~*
for all x € R. Similarly to before we have u; = f_1 (t) where this time f(u) = u(logu). This
implies that u, = (1 4+ o(1))t/logt, and thus v, = (log7)"/* — (loglogt)(log )"/~ (1 /o +
o(1)), and w; ~ é(logt)é_l. Checking (2.5) is similar to Example B.2.

EXAMPLE B.4 (Fréchet). For a > 0let u(x, 00) =x~% for all x > 1. Then

tu(xet/%, 00) = x79,
and thus Assumption 2.1 is satisfied with A(t) =0, B(t) = tYe and ®(x) = x~* for all
x >0, and ®(x) = oo for all x < 0. As discussed, in this case we take v; = 0 and we take
u; =t instead of taking it as a solution of (2.6). We get that w; = B(¢) = e,

B.2. Examples satisfying Assumption 2.5. We list a few examples satisfying Assump-
tion 2.5. When M =1 we write u(x, 1) = exp(—m(x)) for all x € [0, 1). Then the following
weight distributions, given by a suitable function m, all satisfy Assumption 2.5.

@ mx)=0—-—x)"%—1fora > 0;
(b) m(x) =eTr — e
(©) m(x) = =3

(d) mx)= e«/% —e;
(e) m(x) =tan(mwx/2).

Here (a—e) also satisfy von Mises’ condition [17], Proposition 1.1(b), which is a sufficient
condition for u to belong to the domain of attraction of the Gumbel distribution. Note that
we are unable to prove that Assumption 2.5 is satisfied by all distributions that satisfy the von
Mises condition. We are also unable to provide an example of weight distribution that belongs
to the domain of attraction of the Gumbel distribution, satisfies Assumption 2.5, and does not
satisfies the von Mises condition. However, the function m(x) = log(%) log log(%), for
all x € [0, 1), corresponds to a weight distribution w that is in the domain of attraction of the
Gumbel distribution and does not satisfy Assumption 2.5 (this distribution does not satisfy
the von Mises condition). Examples (a—e) are all bounded weight distributions. The following

is an unbounded example:
) p(x,o00) =exp(—x%) for any o > 1.

We prove next that (a) satisfies Assumption 2.5. The others are similar. Recall that, in this
example, u(1 — x, 1) =exp(l — x~%) for some o > 0 and all x € (0, 1]. Assumption 2.1 is
satisfied with

1 )
A)=1—(1+logr)"& and B(r)=—(1+logs)~“a".
o

We also set A(t) =1-A)=(10+ logt)_g. For all t > 0 and all x € R, we have

P xB(@)\™*
ti(A@t) +xB(t), 1) =texp| 1 — A(t) 1 - — )
A(t)
Now note that, forall y <1, (1 —y)™% > 1+ «y. Thus, forall x < A(t)/B(t) =a(l+logt),
we have

ti(A@)+xB(),1) < texp[l - A(t)“(l +ax;(§t))>} =rexp(l — (1 +logt) —x)=e .
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Making the change of variables ¢ > u;, this says:
if x € (—o0, (1 + logt)) then ®,(x) <e™*,

which establishes the upper bound in Assumption 2.5(i). For the lower bound, note that there
exists a constant C > O such that, forall y € [-1,1/2], (1 —y)™® < 1 +ay+ Cy?. Therefore,
for all x € (—A(¢)/B(t), A(t)/2B(t)) we have

2p(4)2
m(A(t)erB(t),1)zteXp[1_A(t)—a(1+axB(;) P B(t) )}

A1) A(1)2
2 2
= exp(—x — CxA 50 )
A(t)2+“
Note that
B(t)? 1

A)2te  a2(1+logt)’

thus after the change of variables ¢ — u; we have

1 C
ifx e (_a(l +logt), Ea(l + logt)) then @, (x) >e™* exp(—xzm)

which concludes the proof of the lower bound in Assumption 2.5(i).
For Assumption 2.5(ii), recall that u;, is defined as the unique solution of

au (1 —(1 +10guz)_$) =1(1+logu;)"a+.

Hence logu, ~logt as t 4 oo and u, = ti, with logit;, = o(logt). Thus, wit, ~ (logt)_aaT
and so ii, ~ L (log#)”a+T. This implies
uy = (1/a + o(1))t (log ) ~a+.
Therefore
1/a+o(1)
Lit)=u/t=——3F—
(logt)lﬂx
so clearly Li(¢)loglogt — O.

APPENDIX C: A LARGE DEVIATIONS BOUND FOR THE YULE PROCESS

LEMMA C.1. Let (Y;: t > 0) be a Yule process with parameter A > 0 and let R > 0.
Then,

P(sup |log ¥, — At| > R) <2r(1/2)e R/2,

t>0
PROOF. First note that, for any 7" > 0,

]P’( sup |logY; — it| > R)
t€(0,T]

<P logY; —At>R)+P( inf logY¥; —At <—R
(C.1) = (,j[‘g?ﬂ gt~z R) +P( inf log¥; — 3t < —R)

Y Y,
:IP( sup TZZeR)—HP’( inf the_R>.
re[0,7] € 1€[0,7] M
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Now, (Y;/e*),>¢ is a martingale started at 1. Thus by Doob’s maximal inequality, and using
E[YT/e”] =1, we have

Y, E[ %]
(C.2) IP’( sup - > eR> <—o—=ek
t€[0,T]1 € €

On the other hand, forany 0 < ¢ < 1,

Y “R Yi\7% _ R
Pl inf — <e =P( sup | — >e ).
1€[0,T] eM refo.71\eM

Since x — x ¢ is convex, ( ~)~¢ is a submartingale. Thus, by Doob’s maximal inequality
again,

Yi\™* &R [(e”) ] —&eR+erT —¢
P( sup o) =z¢© T—e E[Y;?].

t€[0,T]

To finish the proof we recall [2], Section IIL.5, that Y7 has the geometric distribution with
parameter p = e~ 7. By Proposition C.2 below,

—eAT

Efy;°] <

Thus,
) Yt R e—é‘R
P f —< <——7=—=I'—e).
(tel[B,T] eM — © ) ~1—e A ( £)
Taking ¢ = 1/2 and combining with (C.1) and (C.2), we get that

2I'(1/2)eR/2

IP’( sup |logY,—At|zR)§ | —oiT

tel0,T]

As the event on the left is increasing in 7', letting 7' 1 oo concludes the proof. [J

PROPOSITION C.2. Let Y be geometrically distributed with parameter p € [0, 1] and let
ee€(0,1). Then

&

E[Y—S] S 1 p

(1 —e).
p

PROOF. Using the change of variables u = x log(1/(1 — p)):

o0 k—1 X
_ Z p(l—p) (1 a—-p*
]:E[Y 8] = ks = 1 — p /k 1 x{;‘
k=1 k=1

= %/0 dx x~®exp(—xlog(1/(1 — p)))

1 e—1 poo 1 e—1
=P (log( )) / duu—ce = L (log( >) r{—e)
1—p 1—p 0 1—p 1—p

&

P ra-e),
—pP

<

where the last stepused 1 — p <e™”. [J
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