
ASYMPTOTICS OF THE ETA INVARIANT

NIKHIL SAVALE

Abstract. We prove an asymptotic bound on the eta invariant of a family of
coupled Dirac operators on an odd dimensional manifold. In the case when the
manifold is the unit circle bundle of a positive line bundle over a complex manifold,
we obtain precise formulas for the eta invariant.

1. Introduction

The eta invariant was introduced by Atiyah, Patodi and Singer in [1] as a correction
term to an index theorem for manifolds with boundary. Consider a �rst order, elliptic
and self-adjoint operator A on a compact manifold. Formally, the eta invariant η(A)
of this operator can be interpreted as its signature, or the di�erence between the
number of positive and the number of negative eigenvalues of A. In reality, since A
has in�nitely many eigenvalues of each sign this needs to be de�ned via regularization
(see Section 2).
A key feature of the invariant η(A), much like the signature of a matrix, is that

it is not in general a continuous function of the operator A. In particular consider a
smooth one-parameter family of operators At. The corresponding eta invariant η(At)
is then in general a discontinuous function of the parameter t, making it di�cult to
understand how it behaves as t varies. In this paper we shall investigate how the eta
invariant of such a one parameter family behaves asymptotically as the parameter
gets large.
More precisely, consider a compact, oriented Riemannian manifold (Y, gTY ) of odd

dimension n = 2m+ 1, equipped with a spin structure. Let S be the corresponding
spin bundle on Y . Let L be a Hermitian line bundle on Y . Let A0 be a �xed unitary
connection on L and let a ∈ Ω1(Y ; iR) be an imaginary one form on Y . This gives a
family Ar = A0 +ra of unitary connections on L, with r ∈ R being a real parameter .
Each connection in this family gives a coupled Dirac operator DAr acting on sections
of S ⊗ L. Our �rst result, regarding the asymptotics of the reduced eta invariant
η̄r = η̄(DAr), is the following.
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pean Research Council (E.R.C.) under European Union's Seventh Framework Program (FP7/2007-
2013)/ ERC grant agreement No. 291060.
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Theorem 1.1. As r →∞, the reduced eta invariant satis�es the asymptotics

η̄r = o(r
n
2 ).(1.1)

It is an interesting question as to what extent the little o(r
n
2 ) estimate of Theorem

1.1 can be improved.
In order to investigate this question we consider the eta invariant of such a family

in the case where Y is the total space of a circle bundle. In particular, we shall let
Y be the space of unit elements of a positive line bundle L → X over a complex
manifold X. We shall further equip Y with an adiabatic family of metrics gTYε (see
Section 5). Under an appropriate choice of the family of connections, this gives the
corresponding eta invariant η̄r,ε, with now an additional dependence on the adiabatic
parameter ε. Letting Â(X) denote the Â-genus of X, we now prove the following
more precise formula for the eta invariant (see theorem Theorem 5.3)

Theorem 1.2. The eta invariant η̄r,ε satis�es the asymptotics

η̄r,ε =
m∑
a=0


 ra+1

(a+ 1)!
−

[r+ εm
2 ]∑

k=1

ka

a!

 ˆ
X

c1(L)a
[
Â(X)

]m−a+O(1).

as r →∞.

From this formula we observe that η̄r,ε, in this case, exhibits jump discontinuities
at integer values of r+ εm

2
. Furthermore, the size of the jumps is growing at the rate

r
n−1
2 as r → ∞ . Hence this calculation demonstrates that Theorem 1.1 cannot be

improved beyond an O(r
n−1
2 ) estimate on the eta invariant.

The eta invariant is a non-local quantity. That is, it cannot be written as an
integral over the manifold of a canonical di�erential from obtained from the symbol
of the operator. This makes it di�cult to compute the eta invariant explicitly. In the
�nal section of this paper we give an exact formula for the eta invariant η̄r,ε, assuming
the value of the adiabatic parameter ε to be small, using the adiabatic limit technique
of Bismut-Cheeger, Dai and Zhang [5, 9, 16]. We refer to Theorem 5.7 for the exact
formula arising from the computation. A striking feature of this formula is that
it expresses the eta invariant η̄r,ε in purely topological terms on the base X. This
generalizes a similar known computation in dimension three of Nicolaescu [11].
An asymptotic result of the form Theorem 1.1 was used by Taubes in [13, 14]

in order to prove the Weinstein conjecture on the existence of Reeb orbits on three
dimensional contact manifolds. Our results improve the estimates obtained therein
and could lead to further information regarding Reeb orbits. The three dimensional
case has been further explored, under certain hypotheses, by Tsai in [15].
In another direction, the asymptotics considered in this paper are closely related to

the asymptotic results of Bismut-Vasserot from [4, 7]. In [7] the authors considered
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the Dolbeault Laplacian ∆p

∂̄k
acting on p-forms, with values in a tensor power L⊗k, of

the positive line bundle L considered here earlier. They then derived an asymptotic
formula for the holomorphic torsion of ∆p

∂̄k
in the limit as k →∞. The asymptotics

of the heat trace of ∆p

∂̄k
were used in [4] to prove Demailly's asymptotic Morse

inequalities. This Laplacian will arise in our computations in Section 5 and it would
be interesting to explore this connection further.
The paper is organized as follows. In Section 2 we begin with preliminary notations

and facts used in the paper. In Section 3 we derive asymptotics of heat traces required
in the proof of Theorem 1.1. In Section 4 we derive the asymptotics of the spectral
measure of a rescaled Dirac operator and prove Theorem 1.1. In Section 5 we consider
the eta invariant of the circle bundle. There we prove Theorem 5.3 and give the exact
computation for the eta invariant of Theorem 5.7.

2. Preliminaries

Consider a compact, oriented, Riemannian manifold (Y, gTY ) of odd dimension n
equipped with a spin structure. Let S be the corresponding spin bundle on Y . Let
∇TY denote the Levi-Civita connection on TY . This lifts to the spin connection
∇S on the spin bundle S. We denote the Cli�ord multiplication endomorphism by
c : T ∗Y → S ⊗ S∗ satisfying

c(a)2 = −|a|2, ∀a ∈ T ∗Y.

Let L be a Hermitian line bundle on Y . Let A0 be a �xed unitary connection on L
and let a ∈ Ω1(Y ; iR) be an imaginary 1-form on Y . This gives a family Ar = A0 +ra
of unitary connections on L. We denote by ∇r = ∇S⊗1 + 1⊗Ar the tensor product
connection on S ⊗ L. Each such connection de�nes a coupled Dirac operator

DAr = c ◦ ∇r : C∞(Y ;S ⊗ L)→ C∞(Y ;S ⊗ L).

Each Dirac operator DAr is elliptic and self-adjoint. It hence possesses a discrete
spectrum of eigenvalues. De�ne the eta function of DAr by the formula

η(DAr , s) =
∑
λ 6=0

λ∈Spec(DAr )

sign(λ)|λ|−s =
1

Γ( s+1
2

)

ˆ ∞
0

t
s−1
2 tr

(
DAre

−tD2
Ar

)
dt.(2.1)

Here, and in the remainder of the paper, we use the convention that Spec(DAr)
denotes a multiset with each eigenvalue of Dr being counted with its multiplicity.
The above series converges for Re(s) > n. It was shown in [1, 2] that the eta function
possesses a meromorphic continuation to the entire complex s-plane and has no
pole at zero. Its value at zero is de�ned to be the eta invariant of the operator



4 NIKHIL SAVALE

η(DAr) = η(DAr , 0). By including the zero eigenvalue in (2.1), with an appropriate
convention, we may de�ne a variant known as the reduced eta invariant by

η̄(DAr) =
1

2
{dim ker(DAr) + η(DAr)} .

We shall henceforth denote the reduced eta invariant by the shorthand η̄r = η̄(DAr),
and would like to investigate its asymptotics for large r. Our results will apply
equally well to the unreduced version ηr = η(DAr).

Let Lrt denote the Schwartz kernel of the operatorDAre
−tD2

Ar on the product Y ×Y .
Denote by tr (Lrt (x, x)) the pointwise trace of Lrt along the diagonal. We may now
analogously de�ne the function

η(DAr , s, x) =
1

Γ( s+1
2

)

ˆ ∞
0

t
s−1
2 tr (Lrt (x, x)) dt.(2.2)

In [6] theorem 2.6, the authors showed that for Re(s) > −2, the function η(DAr , s, x)
is holomorphic in s and smooth in x. From (2.2) it is clear that this is equivalent to

tr(Lrt ) =O(t
1
2 ), as t→ 0.(2.3)

3. Asymptotics of the heat kernel

In order to control the eta invariant we shall need to �nd the asymptotics for the
heat traces of DAr . We begin with an estimate on its heat kernel. We denote by dy
the Riemannian volume form on (Y, g). All kernels will be calculated with respect to
dy in what follows. Let ig denote the injectivity radius of Y. Let ρ(x, y) denote the
geodesic distance function between two given points x, y ∈ Y . De�ne a function on
Y × Y by the following formula

ht(x, y) =
e−

ρ(x,y)2

4t

(4πt)
n
2

.

Let Hr
t (x, y) denote the kernel of e−tD

2
Ar for t > 0. We now have the following

estimate.

Proposition 3.1. There exist positive constants c1, c2 independent of r such that

(3.1) |Hr
t (x, y)| ≤ c1h2t(x, y)ec2rt

for all x, y ∈ Y,t > 0 and r ≥ 1.

Proof. Let ∇S denote the spin connection on S and ∇r = ∇S ⊗ 1 + 1 ⊗ Ar be
the tensor product connection on S ⊗ L. First observe that for �xed y the section
st(.) = Hr

t (., y) satis�es the heat equation ∂tst = −D2
Ar
st. The Weitzenbock formula

gives
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D2
Ar = ∇r∗∇r + c(FA0) + rc(da) +

κ

4
where FA0 , κ denote the curvature of A0 and the scalar curvature of g respectively.
Using the Weitzenbock formula and the heat equation ∂tst = −D2

Ar
st, we now see

that the function ft = |st| obeys the inequality

(3.2) ∂tft ≤ −d∗dft + c1(r + 1)ft

for some constant c1 > 0 independent of r. Hence the function f 0
t = e−c1(r+1)tft

satis�es the inequality

(3.3) ∂tf
0
t ≤ −d∗df 0

t .

Let Φt(x, y) denote the heat kernel e−td
∗d for the Laplace operator acting on functions

on Y . Now since |Hr
t (x, y)| and Φt(x, y) have the same asymptotics as t → 0, an

application of the maximum principle for the heat equation gives

(3.4) f 0
t ≤ Φt(x, y)

for all time t > 0. Next we use the estimate

(3.5) Φt(x, y) ≤ c3e
th2t(x, y), ∀t > 0,

on the heat kernel. Equation (3.5) follows for large time since the heat kernel is
bounded

Φt(x, y) ≤ c4 for ∀x, y ∈ Y and t ≥ 1.

For small time, (3.5) follows from the heat kernel estimate of [8]. The proposition
now follows from (3.4) and (3.5). �

Following this we shall prove a more re�ned estimate on the heat kernel comparing
it with Mehler's kernel. We �rst recall the de�nition of the Mehler's kernel. De�ne
an antisymmetric endomorphism A of TY via

(3.6) ida(X, Y ) = g(X,AY ), ∀X, Y ∈ TY.

Let x, y be two points of Y such that ρ(x, y) < ig. Let v ∈ TyY such that x = expv y.
De�ne a function on a geodesic neighborhood of the diagonal in Y × Y by

(3.7) mr
t (x, y) =

1

(4πt)
n
2

det
1
2

(
rtAy

sinh rtAy

)
exp

{
− 1

4t
g(v, rtAy coth(rtAy)v)

}
Now let π1 and π2 denote the projections onto the two factors of Y ×Y and de�ne a
section e−tFAr of π∗1(S⊗L)⊗π∗2(S⊗L)∗, in a geodesic neighborhood of the diagonal.
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This restricts to e−tFAr |∆ = e−tc(FAr ) at the diagonal ∆ and is parallel along geodesics
(exptv(y), y). Consider a smooth cuto� function satisfying

(3.8) χ(x) =

{
0 if |x| ≥ ig

1 if |x| ≤ ig
2
.

Mehler's kernel is now de�ned via

(3.9) M r
t (x, y) = χ(ρ(x, y))mr

t (x, y)e−tFAr .

Proposition 3.2. There exist positive constants c1 and c2 independent of r such that

(3.10) |Hr
t (x, y)−M r

t (x, y)| ≤ c1h8t(x, y)t
1
2 ec2rt,

for all x, y ∈ Y,t > 0 and r ≥ 1.

Proof. First �x a point y and a set of geodesic coordinates centered at y. Now choose
a basis sα for Sy and a basis l for Ly. Parallel transport this basis along geodesics
using the connections ∇S, Ar to obtain trivializations sα(x) and l(x) of S and L
respectively near y. Now de�ne local orthonormal sections of (S⊗L)⊗ (S⊗L)∗y via

(3.11) tαβ = sα(x)⊗ l(x)⊗ s∗β ⊗ l∗.
The connection ∇r can be expressed in this frame and these coordinates as

(3.12) ∇r
i = ∂i + Ari + Γi,

where each Ari is a Christo�el symbol of Ar (or dim(S⊗L)y copies of it) and each Γi
is a Christo�el symbol of the spin connection on S. Since the section l(x) is obtained
via parallel transport along geodesics, the connection coe�cient Ari maybe written
in terms of the curvature F r

ij of A
r via

(3.13) Ari (x) =

ˆ 1

0

dρ(ρxjF r
ij(ρx)),

with the Einstein summation convention being used. The dependence of the cur-
vature coe�cients F r

ij on the parameter r is seen to be linear F r
ij = F 0

ij + r(da)0
ij

despite the fact that they are expressed in the r dependent frame l. This is because
a gauge transformation from an r independent frame into l changes the curvature
coe�cient by conjugation. Since L is a line bundle this is conjugation by a func-
tion and hence does not change the coe�cient. Next, using the Taylor expansion
(da)ij = (da)ij(0) + xkaijk, we see that the connection ∇r has the form

(3.14) ∇r
i = ∂i +

1

2
rxj(da)ij(0) + xjA0

ij + rxjxkAijk + Γi.
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Here A0
ij =
´ 1

0
dρ(ρF 0

ij(ρx)), Aijk =
´ 1

0
dρ(ρaijk(ρx)) and Γi are all independent of r.

Now using Weitzenbock's formula, we note that the operator D2
Ar

has the form

D2
Ar = H + E, with

(3.15)

H = −∂2
i − r(da)ij(0)xj∂i −

r2

4
xixj

(∑
k

(da)ik(0)(da)jk(0)

)
+ c (FAr) and

(3.16)

E = Pijklx
kxl∂i∂j +Qijkrx

jxk∂i +Ri∂i + Sijkr
2xixjxk + Tirx

i + U.

(3.17)

Here P,Q,R, S, T and U are each smooth endomorphisms of S ⊗ L independent of
r. Since (∂t +D2

Ar
)Ht = 0 we now have

(3.18)
(
∂t +D2

Ar

)
(Hr

t −M r
t ) = − (∂t +H)M r

t − EM r
t .

Note that the right hand side of (3.18) is zero for ρ(x, y) > ig since M
r
t is supported

in a geodesic neighborhood of the diagonal, by (3.9). From the de�ning equations
(3.7) and (3.9), Mehler's kernel is given in geodesic coordinates via

M r
t (x, y) =χ(ρ(x, y))mr

t (x, y)e−tFAr

(3.19)

=χ(|x|) 1

(4πt)
n
2

det
1
2

(
rtAy

sinh rtAy

)
exp

{
− 1

4t
〈x, rtAy coth(rtAy)x〉

}
e−tc(FAr ).

(3.20)

We now di�erentiate (3.20) using (3.15)-(3.17) to compute the right hand side of
(3.18). By Mehler's formula, see section 4.2 in [3], we have (∂t+H)

{
mr
t (x, y)e−tFAr

}
=

0 for d(x, y) < ig
2
. Di�erentiating the rest, we observe that the right hand side of

(3.18) has the form of a �nite sum

(3.21) − (∂t +H)M r
t − EM r

t =
∑

(k,d,I)

tkrdxIPk,d,I(x)gk,d,I(rt)M
r
t , where

• each (k, d, I) ∈ Z× N0 × Nn
0 and satis�es the inequality

d ≤k +
|I|
2

+
1

2
,(3.22)
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• each Pk,d,I appearing in (3.21) denotes a smooth endomorphism of S ⊗ L,
independent of r, and supported on ρ(x, y) < ig
• and gk,d,I in (3.21) denote functions, coming from the matrix entries of rtAy coth(rtAy),
each satisfying an exponential bound

|gk,d,I(x)| < c1e
c2x.(3.23)

Now since the kernels Hr
t and M r

t both have the same asymptotics as t → 0,
Duhamel's principle, using (3.18), gives

(3.24) Hr
t −M r

t =

ˆ t

0

e−(t−s)D2
Ar {−(∂s +H)M r

s − EM r
s } ds.

Now we substitute (3.21) into (3.24). Following this substitution, we use the heat
kernel bound (3.1), (3.23) and the bound

(3.25) |M r
t (x, y)| ≤ c3e

c4rtht(x, y)

for constants c3 and c4 independent of r. These bounds can be used to estimate the
right hand side of (3.24) by a sum of �nitely many terms of the form

(3.26) c5e
c6rt

ˆ t

0

ds

(ˆ
Y

ht−s(z, x)skrdρ(x, y)Ihs(x, y)dx

)
,

with each multi-index (k, d, I) above satisfying (3.22). Finally, (3.22) and the in-
equalities

ρ(x, y)Iht(x, y) ≤ Ct
1
2
|I|h2t(x, y),(3.27) ˆ t

0

s−
1
2ds

(ˆ
Y

dxh2(t−s)(z, x)h2s(x, y)

)
≤ Ct

1
2h8t(z, y),(3.28)

(see Section A for a proof of (3.28)) give (3.10). �

3.1. Bound on the trace of DAre
−tD2

Ar . We now turn to bound the pointwise

tr(DAre
−tD2

Ar ). To this end, �rst consider the expansion for the heat kernel Hr
t (x, y)

given by

(3.29) Hr
t (x, y) ∼ χ(ρ(x, y))ht(x, y)

(
br0(x, y) + br1(x, y)t+ br2(x, y)t2 + . . .

)
.

Here the coe�cients brk are smooth sections de�ned on the neighborhood ρ(x, y) < ig
of the diagonal in Y × Y . They are generated by solving a recursive system of
transport equations along geodesics as in chapter 7 of [12]. The kernel Lrt (x, y) of

DAre
−tD2

Ar is simply Lrt = DArH
r
t . It hence has an expansion given by
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Lrt (x, y) ∼ht(x, y)

(
c(dχ) + c

(
−ρdρ

2t

)){
br0(x, y) + br1(x, y)t+ br2(x, y)t2 + . . .

}
+ ht(x, y)

{
DArb

r
0(x, y) +DArb

r
1(x, y)t+DArb

r
2(x, y)t2 + . . .

}
.

(3.30)

By (3.8), c(dχ) is an endomorphism of the spin bundle supported in the region

where ig
2
≤ ρ(x, y) ≤ ig. By (2.3) and (3.30), the pointwise trace tr(DAre

−tD2
Ar ) along

the diagonal has an expansion starting with a leading term of order t
1
2 . Since the

restriction to the diagonal of the c(dχ) + c
(
−ρdρ

2t

)
term in (3.30) is zero, this implies

that

tr (DArb
r
k(x, x)) = 0, for k <

n+ 1

2
,(3.31)

at each point on the diagonal. To bound the trace of Lrt we will need a lemma giving
a schematic form for the coe�cients brk(x, y). We again work in geodesic coordinates
centered at a point y ∈ Y. Each heat kernel coe�cient can be written in terms of the
frame (3.11) as

(3.32) brk =
∑
αβ

f rαβ,ktαβ

for some functions f rαβ,k.

Lemma 3.3. Each function f rαβ,k appearing in (3.32) can be written as a �nite sum

(3.33) f rαβ,k =
∑
(d,I)

rdxIfd,I

for some functions fd,I , independent of r. Moreover, each multi-index (d, I) ∈ N0×Nn
0

appearing in (3.33) satis�es the inequality

(3.34) d ≤ k +
1

2
|I|.

Proof. The heat kernel coe�cients brk(x, y) are given, as in chapter 7 of [12], by the
recursion

br0(x, y) =
∑
α

g−1/4(x)tαα,(3.35)

brk(x, y) = − 1

g1/4(x)

ˆ 1

0

ρk−1g1/4(ρx)D2
Arbk−1(ρx)dρ, for k ≥ 1,(3.36)
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where g denotes the determinant of the metric on Y . Hence br0 is clearly seen to be
of the form (3.33). Equations (3.15)-(3.17) and (3.36) imply that brk has the form
(3.33) assuming it to be true for brk−1. The lemma now follows by induction on k. �

Following this we are ready to bound the pointwise trace tr(DAre
−tD2

Ar ). The
above lemma will play an important role in the proposition below.

Proposition 3.4. There exist constants c1, c2, independent of r, such that the point-
wise trace tr(DAre

−tD2
Ar ) satis�es the estimate

(3.37) ‖tr(DAre
−tD2

Ar )‖C0 ≤ c1r
n
2 ec2rt,

for all t > 0, r ≥ 1.

Proof. Consider the remainder obtained after subtracting the �rst n−1
2

terms of the
kernel expansion (3.30)

(3.38) L
r,n−1

2
t = Lrt −DAr(χht(b

r
0(x, y) + . . .+ t

n−1
2 brn−1

2
)).

From (3.30) and (3.31) we see that

tr(Lrt ) =tr(L
r,n−1

2
t ),(3.39)

and it hence su�ces to bound L
r,n−1

2
t . We clearly have L

r,n−1
2

t = DArH
r,n−1

2
t with

H
r,n−1

2
t being the analogous remainder in the kernel expansion for the heat trace

(3.40) H
r,n−1

2
t = Hr

t − χht(br0(x, y) + . . .+ t
n−1
2 brn−1

2
).

Let us denote

(3.41) S
r,n−1

2
t = ht(b

r
0(x, y) + . . .+ t

n−1
2 brn−1

2
).

The result of applying the heat operator to (3.38) is then

(∂t +D2
Ar)(L

r,n−1
2

t ) =Q
r,n−1

2
t +R

r,n−1
2

t , where

(3.42)

Q
r,n−1

2
t =− χ(∂t +D2

Ar)DArS
r,n−1

2
t and

(3.43)

R
r,n−1

2
t =−D2

Ar

{
c(dχ)S

r,n−1
2

t

}
−DAr

{
c(dχ)DArS

r,n−1
2

t

}
−
{
c(dχ)D2

ArS
r,n−1

2
t

}
.

(3.44)
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In other words, R
r,n−1

2
t is the sum of the terms obtained when some derivative di�er-

entiates the cuto� function χ in (3.38). Now since L
r,n−1

2
t → 0 as t → 0, Duhamel's

principle applied to (3.42) gives

L
r,n−1

2
t =E

r,n−1
2

t + F
r,n−1

2
t , where(3.45)

E
r,n−1

2
t (z, y) =

ˆ t

0

ds

(ˆ
Y

dxHr
t−s(z, x)Q

r,n−1
2

s (x, y)

)
and(3.46)

F
r,n−1

2
t (z, y) =

ˆ t

0

ds

(ˆ
Y

dxHr
t−s(z, x)R

r,n−1
2

s (x, y)

)
.(3.47)

We �rst bound F
r,n−1

2
t , again working in geodesic coordinates and the frame (3.11).

Using (3.14) and the fact that Cli�ord multiplication is parallel, the Dirac operator
is seen to be of the form

(3.48) DA = Ai∂i + rxiBi + C,

whereAi, Bi and C are endomorphisms of S⊗L independent of r. Using (3.32),(3.41),(3.44)
and (3.48) we may write

R
r,n−1

2
t =ht

n−1
2∑

k=0

tk
(∑

f r,0αβ,ktαβ

)
(3.49)

in the frame (3.11) for some coe�cient functions f r,0αβ . By (3.33) each f r,0αβ can be
written as a �nite sum

(3.50) f r,0αβ =
∑
(d,I)

rdxIf 0
d,I

for some functions f 0
d,I independent of r. Since dχ = 0 in a neighborhood of the

diagonal, (3.44) implies each f r,0αβ vanishes to in�nite order near the diagonal. Hence

by (3.34) we may assume that each multi-index (d, I) in (3.50) satis�es d ≤ k+1
2
|I|+1.

We now substitute (3.49) and (3.50) in (3.47). Using this substitution along with

the heat kernel bound (3.1), we may bound |F r,n−1
2

t (y, y)| by a sum of terms of the
form (3.26) each satisfying d ≤ k + 1

2
|I|+ 1. The inequalities (3.27)-(3.28) then give

the estimate

(3.51) |F r,n−1
2

t (y, y)| ≤ c1r
n
2 ec2rt.
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Next we estimate E
r,n−1

2
t . Following (3.41) and using the cancellations in the kernel

expansion, resulting from the transport equation, we see that

Q
r,n−1

2
t = −χ(∂t +D2

Ar)DArS
r,n−1

2
t(3.52)

= χhtt
n−1
2

{
−D3

Arb
r
n−1
2

+ c

(
ρdρ

2t

)
D2
Arb

r
n−1
2

}
.(3.53)

Equation (3.46) now gives

(3.54) E
r,n−1

2
t (y, y) =

ˆ t

0

ds

(ˆ
Y

dxHr
t−s(y, x)χhs(x, y)s

n−1
2

{
−D3

Arb
r
n−1
2

(x, y)

+ c

(
ρdρ

2s

)
D2
Arb

r
n−1
2

(x, y)

})
.

We denote by U
r,n−1

2
t and V

r,n−1
2

t the kernels obtained by replacing Hr
t−s in (3.54) by

(Hr
t−s −M r

t−s) and M
r
t−s respectively

(3.55)

U
r,n−1

2
t (y, y) =

ˆ t

0

ds

(ˆ
Y

dx
(
Hr
t−s(y, x)−M r

t−s(y, x)
)
χhs(x, y)s

n−1
2

{
−D3

Arb
r
n−1
2

(x, y)

+ c

(
ρdρ

2s

)
D2
Arb

r
n−1
2

(x, y)

})
,

(3.56)

V
r,n−1

2
t (y, y) =

ˆ t

0

ds

(ˆ
Y

dxM r
t−s(y, x)χhs(x, y)s

n−1
2

{
−D3

Arb
r
n−1
2

(x, y)

+ c

(
ρdρ

2s

)
D2
Arb

r
n−1
2

(x, y)

})
.

It is clear that

E
r,n−1

2
t =U

r,n−1
2

t + V
r,n−1

2
t .(3.57)

We �rst bound U
r,n−1

2
t , again working in geodesic coordinates and the frame (3.11).

In terms of the orthonormal frame we may write

(3.58) D3
Arb

r
n−1
2

=
∑

f r,1αβ tαβ, D2
Arb

r
n−1
2

=
∑

f r,2αβ tαβ
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for some coe�cient functions f r,1αβ and f r,2αβ . Using (3.33) and (3.48) these can be
expressed as �nite sums

f r,1αβ =
∑

(d,I)∈S1

xIrdf 1
d,I ,(3.59)

f r,2αβ =
∑

(d,I)∈S2

xIrdf 2
d,I ,(3.60)

where f 1
d,I , f

2
d,I are functions independent of r and S1, S2 are �nite subsets of N0×Nn

0 .
Moreover, (3.34) now gives

d ≤ n− 1

2
+

1

2
|I|+ 3

2
∀(d, I) ∈ S1 and(3.61)

d ≤ n− 1

2
+

1

2
|I|+ 1 ∀(d, I) ∈ S2.(3.62)

Again we substitute (3.58)-(3.60) into (3.55). This substitution, the bound (3.10),
along with the inequalities (3.27)-(3.28) and (3.59)-(3.60) now give the estimate

(3.63) |U r,n−1
2

t (y, y)| ≤ c3r
n
2 ec4rt.

Next we estimate V
r,n−1

2
t . First we use a Taylor expansion to write

(3.64) f 1
d,I = g1

d,I + xih
1
d,I,i and f 2

d,I = g2
d,I + xih

2
d,I,i

where each of g1
d,I and g

2
d,I is an even function in these coordinates. We now let

S̄1 =

{
(d, I) ∈ S1|d =

n− 1

2
+

1

2
|I|+ 3

2

}
,(3.65)

S̄2 =

{
(d, I) ∈ S2|d =

n− 1

2
+

1

2
|I|+ 1

}
,(3.66)

and de�ne

f̄ r,1αβ =
∑

(d,I)∈S̄1

xIrdg1
d,I , f̃ r,1αβ =

∑
(d,I)∈S1\S̄1

xIrdg1
d,I +

∑
(d,I)∈S1

xIrd
(
xih

1
d,I,i

)
,(3.67)

f̄ r,2αβ =
∑

(d,I)∈S̄2

xIrdg2
d,I , f̃ r,2αβ =

∑
(d,I)∈S2\S̄2

xIrdg2
d,I +

∑
(d,I)∈S2

xIrd
(
xih

2
d,I,i

)
.(3.68)

Clearly, by (3.59)-(3.60) and (3.64)-(3.68),

f r,1αβ = f̄ r,1αβ + f̃ r,1αβ and f r,2αβ = f̄ r,2αβ + f̃ r,2αβ .



14 NIKHIL SAVALE

Next we claim that the contribution of f̄ r,1αβ to V
r,n−1

2
t is zero. To see this, �rst

observe that (d, I) ∈ S̄1 implies |I| is odd by (3.65). Hence f̄ r,1αβ is an odd function,

using (3.67) and the fact that g1
d,I is even. Hence the integral corresponding to f̄

r,1
αβ in

(3.56) is zero, being the integral of an odd function in these coordinates. Similarly,

we claim that the contribution of f̄ r,2αβ to V
r,n−1

2
t is zero. This time, (d, I) ∈ S̄2 implies

|I| is even by (3.66). Hence f̄ 2
αβ is an even function using (3.68). However the

integral corresponding to f̄ r,2αβ in (3.56) is still the integral of an odd function in these

coordinates, because of the c
(
ρdρ
2s

)
term in (3.56).

Following this the contribution of f̃ r,1αβ to V
r,n−1

2
t (y, y) can be bounded by a �nite

sum of terms of the form

c1e
c2rt

ˆ t

0

ds

(ˆ
Y

h2(t−s)(y, x)s
n−1
2 rdρ(x, y)Ihs(x, y)dx

)
, with d ≤ n− 1

2
+

1

2
|I|+ 1.

Again using the inequalities (3.27)-(3.28), and estimating the contribution of f̃ r,2αβ in
similar fashion, gives the estimate

(3.69) |V
n−1
2

t (y, y)| ≤ c5r
n
2 ec6rt.

Following (3.63), (3.69) and (3.57) we obtain the estimate

(3.70) |E
n−1
2

t (y, y)| ≤ c7r
n
2 ec8rt,

for constants c5 and c6 independent of r. Equations (3.45), (3.51) and (3.70) then
give

(3.71) |L
n−1
2

t (y, y)| ≤ c9r
n
2 ec10rt,

for constants c9 and c10 independent of r. The proposition now follows from (3.39)
and (3.71). �

4. Asymptotics of the spectral measure

We now consider the rescaled operator Dr = 1√
r
DAr . Here we shall �nd the

asymptotics of its spectral measure using the heat trace estimates of the previous
section. We �rst consider the heat traces of Dr.

Theorem 4.1. For any t > 0,
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lim
r→∞

r−
n
2 tr(e−tD

2
r ) = 1

(4πt)
n
2

´
Y

det
1
2

(
tAy

tanh tAy

)
dy and(4.1)

lim
r→∞

r−n/2tr
(
Dre

−tD2
r

)
= 0,(4.2)

where A is as de�ned by (3.6). The convergences above are uniform in compact
intervals of t ∈ R>0,R≥0 respectively.

Proof. If H ′t denotes the kernel of e−tD
2
r it is clear that H ′t = H t

r
after rescaling.

Hence proposition 3.2 gives the estimate

(4.3) |H ′t −M t
r
| ≤ c1h 8t

r
t
1
2 r−

1
2 ec2t

for some constants c1,c2 independent of r. Hence tr(e
−tD2

r )−tr(M t
r
) = O(r

n−1
2 ), ∀t >

0. It now remains to compute tr(M t
r
) in order to prove (4.1). By (3.9), the highest

order part in r of tr(M t
r
) is given by

1

(4πt)
n
2

ˆ
Y

det
1
2

(
tAy

sinh tAy

)
tr
(
e−tc(da)

)
dy.

Since A is an antisymmetric endomorphism it maybe diagonalized to give an or-
thonormal basis e, e1, f1, . . . , em, fm of TyY with eigenvalues 0,±λ1, . . . ,±λm (λi ≥
0) respectively. We hence have da = i (λ1e1 ∧ f1 + . . .+ λmem ∧ fm) and

(4.4) e−tc(da) =
m∏
k=1

(cosh(tλk)− iekfk sinh(tλk)) .

Now if I ∈ {2, . . . ,m}, we have the commutation

e1f1

(∏
i∈I

ekfk

)
=

1

2

[
e1, f1

(∏
i∈I

ekfk

)]
.

This shows that the only traceless terms in the expansion of (4.4) are the constants
and hence tr

(
e−tc(da)

)
= cosh(tAy). Equation (4.1) now follows. For the second part

of the theorem note that proposition 3.4 gives the estimate

|tr(Dre
−tD2

r )| ≤c1r
n−1
2 ec2t(4.5)

for uniform constants c1, c2 independent of r. From this equation, (4.2) follows. The
uniformity of the limits (4.1),(4.2) is also an easy consequence of the estimates (4.3)
and (4.5). �

The above theorem also follows from the rescaling argument as described in section
c) of [7].
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Next we let Nr(σ) denote the number of eigenvalues of Dr in the interval [−σ, σ].

We also use the notation 〈x〉 =
√

1 + |x|2 for any x ∈ Rd. We shall need the following
estimates.

Proposition 4.2. Let ϕ ∈ S be a Schwartz function. Then we have the estimates

Nr(σ) ≤ c1r
n
2 (1 + σ2)

n
2(4.6)

trϕ(Dr) ≤ c2r
n
2

∥∥〈x〉n+2 ϕ
∥∥
C0(4.7)

for constants c1, c2 independent of r. In case the function ϕ is odd, we have

(4.8) lim
r→∞

r−
n
2 trϕ(Dr) = 0.

Proof. We begin with

Nr(σ)e−tσ
2 ≤ tr(e−tD

2
r ) = tr(H t

r
) ≤ c1

(r
t

)n
2
ec2t

using proposition 3.1. This gives Nr(σ) ≤ c1

(
r
t

)n
2 e(c2+1)(σ2+1)t from which(4.6) fol-

lows on substituting t = 1
σ2+1

.
For the second part we estimate

|trϕ(Dr)| =

∣∣∣∣∣∣
∞∑

k=−∞

∑
λ∈Spec(Dr)∩[k,k+1)

ϕ(λ)

∣∣∣∣∣∣
≤ c1

∞∑
k=−∞

∑
λ∈Spec(Dr)∩[k,k+1)

〈λ〉n+2

〈k + 1〉n+2 |ϕ(λ)|

≤ c1

∥∥〈x〉n+2 ϕ
∥∥
C0

(
∞∑

k=−∞

Nr(k + 1)

〈k + 1〉n+2

)

≤ c2 r
n
2

∥∥∥〈x〉n2 +2 ϕ
∥∥∥
C0

(
∞∑
k=0

1

〈k + 1〉2

)
.

Finally to prove the third part note that (4.8) is true for the family of odd Schwartz
functions ϕt = xe−tx

2
on account of (4.2). Since the convergence in (4.2) is uniform

it may be di�erentiated to obtain (4.8) for the odd functions ϕ = x2m+1e−x
2
,m ∈ N0.

Now (4.7) along with the fact that the span of
{
x2m+1e−x

2
}
is dense in the space of

odd Schwartz functions gives (4.8). �
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Now consider the rescaled spectral measure of D2
r given by

µr = r−
n
2

∑
λ∈Spec(Dr)

δλ2 .

Let C0
0 (R≥0) denote the space of bounded, continuous functions on R≥0 vanishing

at∞. Consider the Banach space B = 〈x〉−n−2C0
0 (R≥0). By a measure here we shall

mean an element of the dual space B′. By (4.7) µr is a family of uniformly bounded
measures in B′. We now derive a formula for the limit of the measures µr as r →∞.
Expecting the Laplace transform of the limit measure to be given by the integral in
(4.1), we �nd the Laplace inverse of its integrand. Let 2ny + 1 be the dimension of

the kernel of Ay at any point y ∈ Y and my = n−(2ny+1)

2
. Let u(s) be the Heaviside

step function and Z(k) denote the number of non-zero components of a multi-index
k ∈ Nmy

0 . We then compute

1

(4πt)
n
2

det
1
2

(
tA

tanh tA

)
=

t−ny−
1
2

(4π)
n
2

∏
λyi>0

λyi
tanh(tλyi )

=
t−ny−

1
2

(4π)
n
2

∏
λyi>0

λyi (1 + 2e−2tλi + 2e−4tλi + . . .)

=
t−ny−

1
2

(4π)
n
2

∏
λyi>0

λyi

 ∑
k∈Nmy0

2Z(k)e−2tk·λ


=

(∏
λyi>0 λ

y
i

)
(4π)

n
2

Ls→t

sny− 1
2 ∗

 ∑
k∈Nmy0

2Z(k)δ(s− 2k · λ)


=

(∏
λyi>0 λ

y
i

)
(4π)

n
2

Ls→t

 ∑
k∈Nmy0

2Z(k)u(s− 2k · λ)(s− 2k · λ)ny−
1
2

 .

Motivated by this pointwise calculation on Y we de�ne the measure

µy∞ =

(∏
λyi>0 λ

y
i

)
(4π)

n
2

 ∑
k∈Nmy0

2Z(k)u(s− 2k · λ)(s− 2k · λ)ny−
1
2

 .

We now have the following proposition.

Proposition 4.3. Each µy∞ is a measure in B′ satisfying ‖µy∞‖B′ ≤ C for some
uniform constant C independent of y. Furthermore, the family of measures µy∞ ∈ B′
is weakly continuous in y.
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Proof. For ϕ ∈ B we estimate

|µy∞(ϕ)| =

∣∣∣∣∣∣
(∏

λyi>0 λ
y
i

)
(4π)

n
2

 ∑
k∈Nmy0

2Z(k)

(ˆ ∞
2k·λ

ϕ(s)(s− 2k · λ)ny−
1
2ds

)∣∣∣∣∣∣
≤

(∏
λyi>0 λ

y
i

)
(2π)

n
2

‖ϕ‖B

 ∑
k∈Nmy0

(ˆ ∞
2k·λ
〈s〉−

n
2
−2 (s− 2k · λ)ny−

1
2ds

)
=

(∏
λyi>0 λ

y
i

)
(2π)

n
2

‖ϕ‖B

 ∑
k∈Nmy0

(ˆ ∞
0

sny−
1
2

〈s+ 2k · λ〉ny+my+2+ 1
2

ds

)
≤

(∏
λyi>0 λ

y
i

)
(2π)

n
2

‖ϕ‖B

 ∑
k∈Nmy0

1

〈2k · λ〉my+ 3
2

(ˆ ∞
0

s−
1
2

〈s〉
ds

)
≤ C ‖ϕ‖B

∏
λyi>0

λyi

 ∑
k∈Nmy0

1

〈2k · λ〉my+ 3
2

 .(4.9)

Now if supy∈Y ‖Ay‖ = α then each λyi ≤ α. If NR denotes the cardinality of the

set SR =
{
k ∈ Nmy

0 |2k · λ ≤ R
}
we have the bound NR ≤ C(R+α)my

(∏
λyi>0 λ

y
i

)−1

for C depending only n. This is obtained on observing that the union of the my-
parallelotope's based at points of SR can be covered by the appropriately large ball.
Hence we may estimate (4.9) further by

C ‖ϕ‖B

∏
λyi>0

λyi

 ∑
k∈Nmy0

1

〈2k · λ〉my+ 3
2


≤ C ‖ϕ‖B

∏
λyi>0

λyi

(∑
l∈N0

Nl+1

〈l〉my+ 3
2

)

≤ C1 ‖ϕ‖B

(∑
l∈N0

(l + α)my

〈l〉my+ 3
2

)
5 C2 ‖ϕ‖B .(4.10)

Now we prove the second part of the proposition. By (4.10) each µy∞ lies in B′ and
we need to show that µy∞(ϕ) is a continuous function of y for every ϕ ∈ B. First
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note that

(4.11) µy∞(e−ts) =
1

(4πt)
n
2

det
1
2

(
tAy

sinh tAy

)

by construction. Hence µy∞(e−s) is a continuous function of y. By di�erentiating
(4.11) further we obtain that µy∞(sme−s) is a continuous function of y for eachm ∈ N0.
The result now follows on knowing that ‖µy∞‖B′ is uniformly bounded in y and the
span of sme−s is dense in B. �

Next we de�ne the measure µ∞ via

µ∞(ϕ) =

ˆ
Y

µy∞(ϕ)dy.

By proposition 4.3, we have that µ∞ is a well de�ned element of B′.

Proposition 4.4. We have the weak convergence µr ⇀ µ∞ in B′.

Proof. By (4.1) we have that µr(e
−ts) → µ∞(e−ts) and since this limit is uni-

form on compact intervals of time it may be di�erentiated to obtain µr(s
me−s) →

µ∞(sme−s),∀m ∈ N0. Weak convergence again follows on knowing that ‖µr‖B′ is
uniformly bounded in r and the span of sme−s is dense in B. �

Finally, we shall need the following information about the limit measure.

Proposition 4.5. Let ϕ ∈ B, 0 ≤ ϕ ≤ 1 be such that supp(ϕ) ⊆ [0, ε], 0 < ε < 1.
Then we have

(4.12) µ∞(ϕ) ≤ Cε
1
2

for some constant C independent of ϕ, ε.
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Proof. We estimate

|µy∞(ϕ)| =

∣∣∣∣∣∣
(∏

λyi>0 λ
y
i

)
(4π)

n
2

 ∑
k∈Nmy0

2Z(k)

(ˆ ∞
2k·λ

ϕ(s)(s− 2k · λ)ny−
1
2ds

)∣∣∣∣∣∣
≤ c1

∏
λyi>0

λyi

 ∑
k∈Nmy0

(ˆ ∞
0

ϕ(u+ 2k · λ)uny−
1
2du

)
≤ c2

∏
λyi>0

λyi

( ∑
2k·λ≤ε

(ˆ ε

0

uny−
1
2du

))

≤ c2

∏
λyi>0

λyi

 εny+ 1
2

ny + 1
2

Nε

≤ c3ε
ny+ 1

2 (ε+ α)my

≤ c4ε
1
2 .

For a constant c4 independent of y. The proposition now follows on integration over
Y . �

We are now ready to give the proof of Theorem 1.1 below.

Proof of Theorem 1.1. Since the eta invariant is unchanged under rescaling it su�ces
to consider η̄(Dr). We then write

η̄(Dr) =
1

2

dim ker (Dr) +

∞̂

0

1√
πt
tr
(
Dre

−tD2
r

)
dt


=

1

2


1ˆ

0

1√
πt
tr
(
Dre

−tD2
r

)
dt+ trE(Dr)

 .(4.13)

Here E(x) = sign(x)erfc(|x|) = sign(x) · 2√
π

´∞
|x| e

−s2ds with the convention sign(0) =

1. The �rst summand of (4.13) is o(r
n
2 ) on account of the uniform convergence in

(4.2). To bound the second term we �x 0 < ε < 1 and de�ne Schwartz functions
ϕ1, ϕ2 ∈ S satisfying.

(1) ϕ1 odd, ϕ2 even
(2) −1 ≤ ϕ1 ≤ 1, 0 ≤ ϕ2 ≤ 1
(3) ϕ1(x) = E(x) for x /∈

[
− ε

2
, ε

2

]
(4) supp(ϕ2) ⊂ [−ε, ε],ϕ2(x) = 1 for x ∈

[
− ε

2
, ε

2

]
.
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Since ϕ2 is even we may also assume ϕ2(x) = ϕ̄2(x2). We then have

r−
n
2 trE(Dr) ≤ r−

n
2 (|trE(Dr)− trϕ1(Dr)|+ |trϕ1(Dr)|)

≤ r−
n
2

(
2Nr

( ε
2

)
+ |trϕ1(Dr)|

)
(by 3)

≤ r−
n
2 (2trϕ2(Dr) + |trϕ1(Dr)|) (by 4)

= 2µr(ϕ̄2) + r−
n
2 |trϕ1(Dr)|

≤ 2 |µr(ϕ̄2)− µ∞(ϕ̄2)|+ 2 |µ∞(ϕ̄2)|+ r−
n
2 |trϕ1(Dr)|

≤ cε
1
4 ,

for r su�ciently large by (4.8), (4.12) and the weak convergence µr ⇀ µ∞.
�

5. Eta invariant of a circle bundle

In this section we consider the eta invariant in a specialized case. In particular, we
let Y to be the total space of principal circle bundle S1 → Y 2m+1 π−→ X2m over a base
of even dimension 2m = n− 1. We assume that X is oriented and equipped with a
metric gTX and a spin structure. Let TS1 = T V Y ⊂ TY denote the subbundle of
TY consisting of the vertical tangent vectors. Let THY ⊂ TY be another subbundle
corresponding to a connection on the �bration and hence giving an invariant splitting

TY =T V Y ⊕ THY(5.1)

of the tangent bundle. The projection π gives an identi�cation THY = π∗TX.
Consider the trivializing section of TS1 given by ey = ∂

∂t
(eit.y)|t=0 ∈ TyS

1, the

in�nitesimal generator of the S1 action. Let gTS
1
be the metric on TS1 such that

‖e‖gTS1 = 1. We now consider the adiabatic family of metrics

(5.2) gTYε = gTS
1 ⊕ ε−1π∗gTX

on Y as in [5].
Let ∇TY,ε,∇TX denote the Levi-Civita connections of gTYε , gTX respectively. The

connection ∇TY,ε need not preserve the splitting (5.1). Let pTS
1
, pH denote the

projections of TY onto TS1, THY respectively. De�ne a connection on TS1 via
∇TS1

= pTS
1∇TY,ε. As shown in section 4 of [5], the connection ∇TS1

is independent
of ε. In the case of circle bundles this is easily checked by showing that e is ∇TS1

-parallel via 〈
∇TS1

U e, e
〉

=
〈
∇TY,ε
U e, e

〉
=

1

2
U 〈e, e〉 = 0, ∀U ∈ TY.(5.3)
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De�ne the second connection ∇ on TY to be ∇ = ∇TS1 ⊕ π∗∇TX . The connection
∇ does preserve the splitting of TX but need not be torsion free. Let T denote the
torsion tensor of ∇ and de�ne the di�erence tensor

Sε = ∇TY,ε −∇.

Since ∇TY,ε is torsion free, for tangent vectors U, V,W ∈ TY we have

Sε(U)V − Sε(V )U = −T (U, V ).

Since both ∇TY,ε,∇ are compatible with gTYε , we also have

〈Sε(U)V,W 〉+ 〈V, Sε(U)W 〉 = 0

where 〈〉 = gTYε . The last two equations give

(5.4) 〈Sε(U)V,W 〉 =
1

2
[〈T (V,W ), U〉 − 〈T (W,U), V 〉 − 〈T (U, V ),W 〉] .

Next we let gTY = gTY1 , ∇TY = ∇TY,1 and S = ∇TY −∇ be the metric, Levi-Civita
connection and the di�erence tensor respectively when the adiabatic parameter ε = 1
is set to one. It is clear from equations (5.2) and (5.4) that

pHSε = εpHS,(5.5)

pTS
1

Sε = pTS
1

S.(5.6)

Let fi be a locally de�ned orthonormal frame of vector �elds on the base X and f̃i
their lifts to Y . The torsion tensor T can be computed in the following cases to be

(1) T (e, e) = 0 as T is antisymmetric,

(2) T (e, f̃) = ∇ef̃ −∇f̃e− [e, f̃ ] = −[e, f̃ ] = 0 for f̃ ∈ THY , as f̃ is S1 invariant,

(3) T (f̃1, f̃2) = R(f1, f2) the curvature of the S1 connection, as ∇TX is torsion
free.

Following the above computation of the torsion tensor, (5.4) now clearly implies

(5.7) S(e)e = 0.

De�ne e∗ to be the one form which annihilates THM and e∗(e) = 1. We then compute

de∗
(
f̃1, f̃2

)
= −

〈[
f̃1, f̃2

]
, e
〉

= R (f1, f2) is the curvature of the S1 connection.

5.1. Splitting of the Dirac operator. The spin structure on TX can be pulled
back to one on THY . Combined with the trivial spin structure on TS1 this gives a
spin structure on TY . If STX± denote the bundles of positive and negative spinors on
X, we have the identi�cation STY = π∗(STX+ ⊕ STX− ). This in turn gives

C∞(Y, STY ) = C∞(X; (STX+ ⊕ STX− )⊗ C∞(Yx)).
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We now decompose

(5.8) C∞(Yx) =
⊕
k∈Z

Ek

according to the eigenspaces of e. Each Ek corresponds to the eigenvalue −ik and
gives a line bundle over X. Let L → X be the Hermitian line bundle over X
corresponding to the standard representation of S1. Note that we may reconstruct
Y as the space of unit elements in L. We now also have the identi�cation Ek = L⊗k.
For any point yx ∈ Yx ⊂ Lx, this identi�cation maps y⊗kx to {f(yxe

iθ) = e−ikθ} and
we extend it by linearity. Hence we have the decomposition of the space of spinors
on Y into

(5.9) C∞(Y, STY ) =
⊕
k∈Z

C∞(X; (STX+ ⊕ STX− )⊗ L⊗k).

Finally, we twist the spin bundle STY ⊗C = STY by the trivial Hermitian line bundle
but equipped with the family of unitary connections Ar = d+ ire∗.
We now consider how the family of coupled Dirac operators DAr,ε decomposes with

respect to (5.9). Let ∇STY ,ε, ∇̃ denote the lifts of ∇TY,ε,∇ to the spin bundle. Let cε

stand for the Cli�ord multiplication associated to the metric gTYε . We let ei = ε1/2f̃i,

where f̃i denote the locally de�ned horizontal lifts introduced earlier, and also adopt
the notation e = e0. Using (5.4) and the computation of the torsion tensor done in
the previous subsection, we now compute

DAr,ε =
2m∑
i=0

cε(ei)∇STY ,ε
ei

+ ircε(e)

= cε(e)∇̃e +
2m∑
i=1

cε(ei)∇̃ei +
1

4

∑
ijk

〈Sε(ei)ej, ek〉 cε(ei)cε(ej)cε(ek) + ircε(e)

=
⊕
k

[
k − iε

4
c(R)− r ε1/2DB,k

−
ε1/2DB,k

+ −k + iε
4
c(R) + r

]
.(5.10)

Here DX,k
± denotes the coupled Dirac operators acting on sections of STX± ⊗L⊗k and

c(R) =
∑

i<j R(fi, fj)c(fi)c(fj) denotes the Cli�ord multiplication by the curvature
tensor R on the base X.

5.2. The Kahler case. We now specialize to the case when X is a complex mani-
fold, with complex structure J . We further assume L to be a positive, holomorphic,
Hermitian line bundle on X . The curvature R of the associated holomorphic con-
nection is now a (1, 1) form. Positivity of L here means that 1

2
R = ω is a Kahler form

on X (i.e. ω(., J.) = gTX(., .) is a metric). A spin structure on X corresponds to a
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holomorphic, Hermitian square root K of the canonical line bundle K⊗2 = KX (cf .
[10]). The corresponding bundles of positive and negative spinors are ΛevenT 0,1∗⊗K
and ΛoddT 0,1∗ ⊗ K respectively while the spin Dirac operator is

√
2(∂̄K + ∂̄∗K) with

∂̄K being the holomorphic derivative on Λ∗T 0,1∗ ⊗ K. Similarly the twisted Dirac
operator acting on sections of Λ∗T 0,1∗ ⊗ K ⊗ L⊗kis given by

√
2(∂̄K⊗L⊗k + ∂̄∗K⊗L⊗k).

Denote the holomorphic derivative ∂̄K⊗L⊗k on K ⊗ L⊗k by the shorthand ∂̄k and
let ∆∂̄k = ∂̄k∂̄

∗
k + ∂̄∗k ∂̄k denote the Hodge Laplacian. Cli�ord multiplication by the

Kahler form is c(ω) = i(2N − m) where N is the number operator which acts as
multiplication by p on ΛpT 0,1∗. Hence the formula (5.10) for the Dirac operator is
seen to specialize to

(5.11) DAr,ε =
⊕
k

[
k + ε(N − m

2
)− r (2ε)1/2(∂̄k + ∂̄∗k)

(2ε)1/2(∂̄k + ∂̄∗k) −k − ε(N − m
2

) + r

]
.

Denote by A0,p
(
L⊗k

)
the space of L⊗k-valued (0, p) forms. Let

A0,p
(
L⊗k

)
=
⊕
µ≥0

Ep,k
µ

be the spectral decomposition of ∆∂̄k where E
p,k
µ denotes the eigenspace with eigen-

value 1
2
µ2. From (5.11) it is clear that

[
DAr ,∆∂̄k

]
= 0 and hence the Dirac operator

preserves the eigenspaces
⊕

pE
p,k
µ of ∆∂̄k for each µ. Let dimEp,k

µ = ep,kµ and de�ne

dp,kµ = ep,kµ − ep−1,k
µ + . . .+ (−1)pe0,k

µ .

Lemma 5.1. For each positive µ > 0 we have dp,kµ ≥ 0. Furthermore there exists a

collection of ∂̄∗k-closed p forms
{
ωpj
}dp,kµ
j=1

, such that
{
ωpj
}dp,kµ
j=1
∪
{
∂̄kω

p−1
j

}dp−1,k
µ

j=1
is a basis

of Ep,k
µ .

Proof. We proceed by induction on p. Clearly d0,k
µ = e0,k

µ ≥ 0. We take
{
ω0
j

}d0,kµ
j=1

to be

any basis of E0,k
µ . Now assume that ωpj have been de�ned. Since they are ∂̄∗k-closed

we have

∂̄∗k ∂̄kω
p
j = ∆∂̄kω

p
j =

1

2
µ2ωpj

∆∂̄k ∂̄kω
p
j = ∂̄k∂̄

∗
k ∂̄kω

p
j =

1

2
µ2∂̄kω

p
j

Hence the collection of forms
{
∂̄kω

p
j

}dp,kµ
j=1

is linearly independent inside Ep+1,k
µ . This

implies dp+1,k
µ = ep,kµ − dp,kµ ≥ 0. We choose

{
ωp+1
j

}dp+1,k
µ

j=1
to be any basis for the

orthogonal complement of the span the space of
{
∂̄kω

p
j

}dp,kµ
j=1

inside Ep+1,k
µ . That each
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ωp+1
j is ∂̄∗k-closed follows from〈

∂̄∗kω
p+1
j , ωpj′

〉
=
〈
ωp+1
j , ∂̄kω

p
j′

〉
= 0〈

∂̄∗kω
p+1
j , ∂̄kω

p−1
j′

〉
=
〈
ωp+1
j , ∂̄2

kω
p−1
j′

〉
= 0.

Finally,
{
∂̄kω

2m−1
j

}d2m−1

j=1
span E2m,k

µ since the Dirac operator
√

2(∂̄k + ∂̄∗k) is an iso-

morphism between Eeven,k
µ and Eodd,k

µ for µ > 0. �

Following this lemma, we see using (5.11) that the Dirac operator preserves the

two dimensional subspaces of spanned by
{
ωpj ,

√
2
µ
∂̄kω

p
j

}
, for each 0 ≤ j ≤ dp,kµ .

Furthermore its restriction to this two dimensional subspace is given by the matrix[
(−1)p(k + ε(p− m

2
)− r) µε1/2

µε1/2 (−1)p+1(k + ε(p+ 1− m
2

)− r)

]
.

The eigenvalues of the above matrix are computed to be

λ =
(−1)p+1ε±

√
(2k + ε(2p−m)− 2r + 1)2 + 4µ2ε

2
.

From (5.11) we also see that each of Ep,k
0 is an eigenspace of the DAr,ε with eigenvalue

λ = (−1)p(k + ε(p− m
2

)− r). From Hodge theory, we have Ep,k
0 = Hp(X,K ⊗ L⊗k)

and we denote

hp,k :=ep,k0 = dim Hp(X,K ⊗ L⊗k).
To sum up we have the following computation.

Proposition 5.2. The eigenvalues of the Dirac operator are given by the two types

(1) Type 1:

λ = (−1)p(k + ε(p− m

2
)− r), 0 ≤ p ≤ m, k ∈ Z

with multiplicity hp,k = dimHp(X,K ⊗ L⊗k).
(2) Type 2:

λ =
(−1)p+1ε±

√
(2k + ε(2p−m)− 2r + 1)2 + 4µ2ε

2
, 0 ≤ p ≤ m, k ∈ Z

and 1
2
µ2 is a positive eigenvalue of ∆p

∂̄k
. The multiplicity of λ is dp,kµ =

ep,kµ − ep−1,k
µ + . . .+ (−1)pe0,k

µ where ep,kµ is the multiplicity of 1
2
µ2.

The above proposition will allow us to compute an asymptotic formula for the eta
invariant η̄r,ε = η̄(DAr,ε) as r →∞, for each value of the adiabatic parameter ε. To
this end we �rst compute the spectral �ow function sf {DAs,ε}0≤s≤r. Note that the
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eigenvalues of type 2 do not change sign when the corresponding positive eigenvalue
of the Hodge Laplacian satis�es

(5.12)
1

2
µ2 >

ε

8
.

Let K∗X be the anticanonical bundle of X and de�ne R
K⊗L⊗k⊗K∗X
ij to be the curvature

of the connection on K⊗L⊗k⊗K∗X . Let d̄zi be an orthonormal basis of T 0,1∗X, with

dzi the dual basis of T
1,0∗X, and de�ne λ(RK⊗L

⊗k⊗K∗X ) =
∑

ij R
K⊗L⊗k⊗K∗X
ij d̄zi ∧ idzj .

Then the Bochner-Kodaira-Nakano formula (cf. [3] Proposition 3.71) asserts the
existence of a positive operator ∆p,0

∂̄k
such that

∆p

∂̄k
=∆p,0

∂̄k
+ λ(RK⊗L

⊗k⊗K∗X ).

Now let α be a normalized eigenvector of ∆p

∂̄k
with eigenvalue 1

2
µ2. We then com-

pute

1

2
µ2 =

〈
∆p

∂̄k
α, α

〉
=

〈
∆p,0

∂̄k
α + λ(RK⊗L

⊗k⊗K∗X )α, α
〉

≥ k
〈
λ(RL)α, α

〉
+
〈
λ(RK⊗K

∗
X )α, α

〉
>
ε

8
,(5.13)

for p > 0 and k � 0 su�ciently large, via the positivity of L. In the case where
p = 0, since α is an eigenvector of ∆0

∂̄k
with positive eigenvalue and [∂̄k,∆∂̄k ] = 0, we

have that ∂̄ks is nonzero eigenvector of ∆1
∂̄k

with the same eigenvalue. Hence (5.12)

holds for each positive eigenvalue of ∆p

∂̄k
for all p and k � 0 su�ciently positive.

Finally using duality we have that any positive eigenvalue of ∆p

∂̄k
also obeys (5.12)

for all p and k � 0 su�ciently negative. Hence we see that there are at most �nitely
many eigenvalues of DAs,ε of type 2 that change sign as s varies from 0 to r. The
contribution of the eigenvalues of type 1 to spectral �ow is computed easily and we
have

sf {DAs,ε}0≤s≤r =
∑

0≤k+ε(p−m
2

)≤r

(−1)p+1 hp.k +O(1).

By the Kodaira vanishing theorem we have hp,k = 0 for p > 0 and k � 0 su�ciently
large. We hence have

h0,k = χ(X,K ⊗ L⊗k) =

ˆ
X

ch(K ⊗ L⊗k)td(X)
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by the Hirzebruch-Riemann-Roch theorem. On using ch(K⊗L⊗k) = exp {kc1(L)} exp {c1(K)}
we have

sf {DAs,ε}0≤s≤r = −
[r+ εm

2 ]∑
k=0

ˆ
X

exp {kc1(L)} exp {c1(K)} td(X) +O(1).

Finally using the Atiyah-Patodi-Singer index theorem we have

η̄r,ε = η̄0,ε + 2

{
sf {DAs,ε}0≤s≤r +

ˆ r

0

ds

ˆ
X

exp {sc1(L)} exp {c1(K)} td(X)

}
.

Hence we have proved

Theorem 5.3. The eta invariant η̄r,ε satis�es the asymptotics

η̄r,ε =
m∑
a=0


 ra+1

(a+ 1)!
−

[r+ εm
2 ]∑

k=1

ka

a!

 ˆ
X

c1(L)a [ch(K)td(X)]m−a

+O(1)(5.14)

as r →∞.

The above result shows that the eta invariant is discontinuous of O(r
n−1
2 ) in this

example.

5.3. Computation of the eta invariant. Although theorem Theorem 5.3 estab-
lishes an asymptotic formula for the eta invariant it does not provide an explicit
computation for the eta invariant because of the O(1) term in (5.14). In this subsec-
tion we give an explicit computation of the eta invariant η̄r,ε, assuming the value of
the adiabatic parameter ε to be su�ciently small, using the adiabatic limit technique.
We shall �rst compute the η̂-form of Bismut and Cheeger [5] for circle bundles. This
computation is similar to the one done by Zhang in [16] with the only di�erence
being the presence of an extra coupling.

5.3.1. The η̂-form. Let STS
1
denote the spin bundle of TS1 and ∇STS

1

be the lift of

∇TS1
to STS

1
. Let ∇STS

1
,r = ∇STS

1

⊗ 1 + 1 ⊗ (d + ire∗) denote the tensor product
connection on STS

1 ⊗C. Consider the in�nite dimensional bundles over X given by

Hx = C∞(Yx, S
TS1 ⊗ C) and Gx = C∞(Yx, TY ). The connection ∇STS

1
,r naturally

lifts to a connection ∇̃STS
1
,ron H. The torsion tensor T may be considered as an

element of T ∈ Ω2(X,G) and we may de�ne Cli�ord multiplication by the torsion
tensor as an element of c(T ) ∈ Ω2(End(H)). The �brewise Dirac operator can also be

de�ned as an element ofDS1,r = c(e)∇STS
1
,r

e ∈ End(H). The Bismut superconnection
on H is de�ned via

Au = ∇̃STS
1
,r + u1/2DS1,r − (4u)−1/2c(T ).
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The η̂-form is the even form on X de�ned by

(5.15) η̂ =
1√
π

ˆ ∞
0

treven
[(
DS1,r + (4u)−1c(T )

)
e−A

2
u

] du

2u1/2
.

Let z be an auxiliary Grassman variable. Since the scalar curvature of the circle is
zero equations (5.3) and (5.7) simplify (4.68)-(4.70) of [5] to give

(5.16) −u
(
∇STS

1
,r

e +
R

4u
+ z

c(e)

2u1/2

)2

+ irR = A2
u − z

(
u1/2DS1,r + (4u)−1/2c(T )

)
,

where both sides are considered as operators on Ω∗(X,H). If trz(a+zb) = tr(b) then
the above curvature identity gives

treven
[(
DS1,r + (4u)−1c(T )

)
e−A

2
u

]
= u−1/2trz

[
exp

{
u

(
∇STS

1
,r

e +
R

4u
+ z

c(e)

2u1/2

)2
}]

exp {−irR} .

Next, the trivialization given by e for TS1 induces once for STS
1
. This allows us

to identify each �ber

Hx = C∞(Yx, S
TS1 ⊗ C)

= C∞(Yx) =
⊕
k

Ek

by (5.8). Using c(e) = −i, each Ek is seen to be an eigenspace ofDS1,r with eigenvalue
−k + r. Hence DS1,r is invertible for r /∈ Z. We then have

u−1/2trz

[
exp

{
u

(
∇STS

1
,r

e +
R

4u
+ z

c(e)

2u1/2

)2
}]

(5.17)

= u−1/2trz

[
∞∑

k=−∞

exp

{
u

(
ik + ir +

R

4u
− iz

2u1/2

)2
}]

(5.18)

= −i
∞∑

k=−∞

(π
u

)3/2

e2πki( R
4ui

+r) · k · e−
k2π2

u(5.19)

where the last equality follows from a Poisson summation formula. Hence
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1√
π

ˆ ∞
0

u−1/2trz

[
exp

{
u

(
∇STS

1
,r

e +
R

4u
+ z

c(e)

2u1/2

)2
}]

du

2u1/2
(5.20)

= π

ˆ ∞
0

∞∑
k=1

k · sin
(

2πk

u
· R

4i
+ 2πkr

)
e−

k2π2

u
du

u2
(5.21)

=
∞∑
k=1

kπ sin(2πkr) + cos(2πkr) · R
2i

k2π2 +
(
R
2i

)2(5.22)

=


1
2

[
exp((1−2{r})R

2i)
sinh(R2i)

− 1
R/2i

]
if r /∈ Z

1
2

[
R
2i
−tanh(R2i)
R
2i

tanh(R2i)

]
if r ∈ Z.

(5.23)

Here {r} denotes the fractional part of r /∈ Z. Let us denote the expression on line
(5.23) by f

(
R
2i
, r
)
. We note that this is a periodic function in r of period 1. Hence

we �nally have that the eta form is given by

(5.24) η̂ = f

(
R

2i
, r

)
exp{−irR}.

5.3.2. Adiabatic limit of the eta invariant. Following the computation of the η̂-form
from the previous section we now compute the adiabatic limit of the eta invariant.
First assume that the �brewise Dirac operator DS1,r is invertible, or r /∈ Z. The
adiabatic limit of the eta invariant is then given by proposition 4.95 of [5] to be

lim
ε→0

ηr,ε =
1

(2πi)m

ˆ
X

Â(iRTX)η̂

=

ˆ
X

Â(X) f

(
c1(L)

2
, r

)
exp {rc1(L)} .

In the case where r = k ∈ Z we have that ker
(
DS1,r

)
= Ek = L⊗k forms a vector

bundle over the base X. Furthermore, it is clear from 5.2 that the dimension of the
kernel of DAr,ε, for ε small, is given by

dim ker (DAr,ε) =

{
h
m
2
,k if m even

0 if m odd.
(5.25)
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Hence by Theorem 0.1 of [9] the adiabatic limit of the eta invariant exists in this
case and is given by

lim
ε→0

ηr,ε =
1

(2πi)m

ˆ
X

Â(iRTX)η̂ + η(∂̄k + ∂̄∗k) + lim
ε→0

∑
λ0,λ1=0

sgn(λε).(5.26)

Here the third term denotes a sum over the eigenvalues of DAr,ε, which vanish to
O(ε) as ε→ 0, with the convention sgn(0) = 0. To compute this term note that the
eigenvalues of type 2 in 5.2 do not vanish as ε → 0 for r ∈ Z. The eigenvalues of
type 1 on the other hand vanish for k = r and the third is seen to be

lim
ε→0

∑
λ0,λ1=0

sgn(λε) =
∑
p>m

2

(−1)p hp,k −
∑
p<m

2

(−1)p hp,k

Since the spectrum of
√

2(∂̄k + ∂̄∗k) is symmetric, we have η(∂̄k + ∂̄∗k) = 0. Denoting
by c = c1(L), we now sum up the calculation of the adiabatic limit of the reduced
eta invariant in all cases to be

lim
ε→0

η̄r,ε =



1
2

´
X
Â(X)

[
exp((1−2{r}) c

2)
sinh( c2)

− 1
c/2

]
exp {rc} , if r /∈ Z,

1
2

{´
X
Â(X)

[
c
2
−tanh( c2)
c
2

tanh( c2)

]
exp {kc}+ h

m
2
,k

+
∑

p>m
2

(−1)p hp,k −
∑

p<m
2

(−1)p hp,k

}
, if r = k ∈ Z, m even,

1
2

{´
X
Â(X)

[
c
2
−tanh( c2)
c
2

tanh( c2)

]
exp {kc}

+
∑

p>m
2

(−1)p hp,k −
∑

p<m
2

(−1)p hp,k

}
, if r = k ∈ Z, m odd.

5.3.3. Spectral �ow function. To proceed with the computation of the eta invariant
η̄r,ε we attempt to compute the spectral �ow function sf {DAr,δ}0≤δ≤ε. Let Spec

+(A)
denote the positive spectrum of an operator A and de�ne

M = inf
k,p

{
1

2
µ2 ∈ Spec+

(
∆p

∂̄k

)}
.

By the arguments in subsection 5.2 we have M > 0. Furthermore, if we choose the
adiabatic parameter small enough so that ε

8
< M , the eigenvalues of type 2 in 5.2

do not contribute to spectral �ow. The spectral �ow from the eigenvalues of type 1
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is easily computed to give

sf {DAr,δ}0≤δ≤ε =
∑

p>m
2
,even

dre−1∑
k=dr−ε(p−m2 )e

hp,k −
∑

p>m
2
,odd

brc∑
k=br−ε(p−m2 )c+1

hp,k

−
∑

p<m
2
,even

dr−ε(p−m2 )e−1∑
k=dre

hp,k +
∑

p<m
2
,odd

br−ε(p−m2 )c∑
k=brc+1

hp,k.

Here bxc , dxe stand for the �oor and ceiling functions of x respectively.

5.3.4. The transgression form. Next let
{
∇δ
}

0≤δ≤ε be any family of connections on

TY such that ∇0 = ∇TY,0,∇ε = ∇TY,ε. This family determines a connection ∇TZ

on the tangent bundle TZ of Z = Y × [0, ε]δ via

∇TZ = dδ ∧ ∂

∂δ
+∇δ.

Let RTZ be the curvature of ∇TZ . By the Atiyah-Patodi-Singer index theorem we
have

(5.27) η̄r,ε − lim
ε→0

η̄r,ε = 2

{
sf {DAr,δ}0≤δ≤ε +

1

(2πi)m+1

ˆ
Z

Â(RTZ)

}
.

Note that this in particular implies that the integral term above is independent of the
chosen family of connections. Here we shall compute the form Â(RTZ). We choose
the natural family of connections

∇δ = ∇TY,δ = ∇+ δpHS + pTS
1

S

by (5.5),(5.6). Denoting pHS = SH , pTS
1
S = SV by shorthands we have

RTZ =

(
dδ ∧ ∂

∂δ
+∇+ δSH + SV

)2

= dδ ∧ SH +RTX +∇SV + SV ∧ SV

+δ
(
∇SH + SH ∧ SV + SV ∧ SH

)
+ δ2SH ∧ SH .

Next we compute using (5.4)

SH(e)e = 0, SH(e)f = Jf,

SH(f)e = Jf, SH(f1)f2 = 0,

as well as

SV (e)e = 0, SV (e)f = 0,

SV (f)e = 0, SV (f1)f2 = −ω(f1, f2)e.
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where f1, f2 ∈ THY = π∗TX. We may hence write SH = e∗ ⊗ J + α1 where
e∗ ⊗ J, α1 ∈ Ω1(Y ; End(TY )) with the only nonzero combination of α1 being

(5.28) α1(f)e = Jf.

Following this we may compute in symplectic geodesic coordinates to obtain ∇SV =
0, while computing in holomorphic geodesic coordinates yields ∇SH = de∗ ⊗ J =
2ω ⊗ J ∈ Ω2(X; End(TX)). Computing further we �nd SV ∧ SV = 0. Another
computation gives SH ∧ SV = Ω ∈ Ω2(X; End(TX)) ⊂ Ω2(Y ; End(TY )) is given by

(5.29) Ω(f1, f2)f = ω(f1, f)Jf2 − ω(f2, f)Jf1.

Also SV ∧SH = e∗∧α2, where α2 ∈ Ω1(Y ; End(TY )) whose only nonzero combination
is

(5.30) α2(f1)f = g(f1, f)e.

And SH∧SH = e∗∧α3 where α3 ∈ Ω1(Y ; End(TY )) whose only nonzero combination
is

(5.31) α3(f1)e = −f1.

We hence have

(5.32) RTZ = dδ ∧ e∗ ⊗ J + dδ ∧ α1 +RTX + 2δω ⊗ J
+ δΩ + δe∗ ∧ α2 + δ2e∗ ∧ α3

and we wish to compute

Â(RTZ) = exp
{
trp(RTZ)

}
, where

p(z) =
1

2
log

(
z/2

sinh (z/2)

)
.

Since p(z) is an even function in z vanishing at zero, it has a power series

p(z) =p2z
2 + p4z

4 + . . . .(5.33)

We shall begin our computation of trp(RTZ) with the following lemma.

Lemma 5.4. We have the tensor identities

(1) .

Ω ∧ Ω =0(5.34)

(2) .

Ω ∧RTX =RTX ∧ Ω = 0,(5.35)

(3) .

RTX ∧ α1 =0,(5.36)
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(4) .

tr
[
(ΩJ)∧k

]
=− 2kω∧k.(5.37)

Proof. Let fi denote an orthonormal basis of TX at a point. We also denote by Sk
the group of permutations of {1, 2, . . . , k} .

(1) We compute

Ω ∧ Ω(f1, f2, f3, f4)f

=
1

4

∑
σ∈S4

sgn (σ) Ω
(
fσ(1), fσ(2)

)
Ω
(
fσ(3), fσ(4)

)
f

=
1

4

∑
σ∈S4

sgn (σ)

{
ω
(
fσ(1), Jfσ(4)

)
ω
(
fσ(3), f

)
Jfσ(2) − ω

(
fσ(1), Jfσ(4)

)
ω
(
fσ(3), f

)
Jfσ(2)

− ω
(
fσ(1), Jfσ(4)

)
ω
(
fσ(3), f

)
Jfσ(2) + ω

(
fσ(1), Jfσ(4)

)
ω
(
fσ(3), f

)
Jfσ(2)

}(5.38)

=0,

since each of the four terms in (5.38) contains an expression of the type
ω (fi, Jfj) = gTX (fi, fj) = 0.

(2) We have RTX ∈ Ω2 (so (TX)) and [RTX , J ] = 0 since the complex structure J
is parallel. This gives the identity ω

(
f1, R

TX (f3, f4) f4

)
= gTX

(
RTX (f3, f4) f1, Jf4

)
.
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We then compute

Ω ∧RTX(f1, f2, f3, f4)f

=
1

4

∑
σ∈S4

sgn (σ) Ω
(
fσ(1), fσ(2)

)
RTX

(
fσ(3), fσ(4)

)
f

=
1

4

∑
σ∈S4

sgn (σ)

{
ω
(
fσ(1), R

TX
(
fσ(3), fσ(4)

)
f
)
Jfσ(2)

− ω
(
fσ(2), R

TX
(
fσ(3), fσ(4)

)
f
)
Jfσ(1)

}

=
1

4

∑
σ∈S4

sgn (σ)

{
gTX

(
RTX

(
fσ(3), fσ(4)

)
fσ(1), Jf

)
Jfσ(2)

− gTX
(
RTX

(
fσ(3), fσ(4)

)
fσ(2), Jf

)
Jfσ(1)

}
=0,

by Bianchi's identity. The computation RTX ∧ Ω = 0 is similar.
(3) We compute

RTX ∧ α1 (f1, f2, f3) e

=
1

2

∑
σ∈S3

sgn (σ)RTX
(
fσ(1), fσ(2)

)
α1

(
fσ(3)

)
e

=
1

2

∑
σ∈S3

sgn (σ)RTX
(
fσ(1), fσ(2)

)
Jfσ(3)

=
J

2

{∑
σ∈S3

sgn (σ)RTX
(
fσ(1), fσ(2)

)
fσ(3)

}
=0,

by Bianchi's identity.
(4) For each 1 ≤ l ≤ k, de�ne the transposition τl = (2l − 1 2l) ∈ S2k. Given a

subset S ⊂ {1, . . . , k}, de�ne the permutation

τS =
∏
l∈S

τl
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in S2k. Using the de�nition (5.29) of Ω, we now compute

tr
[
(ΩJ)∧k (f1, . . . , f2k)

]
=

1

2k

∑
σ∈S2k

sgn (σ) tr

[
k∏
l=1

Ω
(
fσ(2l−1), fσ(2l)

)
J

]

=
1

2k

∑
σ∈S2k

sgn (σ)

{
2k∑
i=1

gTX

([
k∏
l=1

Ω
(
fσ(2l−1), fσ(2l)

)
J

]
fi, fi

)}

=
1

2k

∑
σ∈S2k

sgn (σ)

 ∑
S⊂{1,...,k}

sgn (τS)

[
k−1∏
l=1

ω
(
fτS◦σ(2l), fτS◦σ(2l+1)

)]
ω
(
fτS◦σ(2l), fτS◦σ(1)

)
=

∑
S⊂{1,...,k}

{
1

2k

∑
σ∈S2k

sgn (τS ◦ σ)

[
k−1∏
l=1

ω
(
fτS◦σ(2l), fτS◦σ(2l+1)

)]
ω
(
fτS◦σ(2l), fτS◦σ(1)

)}
=−

∑
S⊂{1,...,k}

ω∧k (f1, . . . , f2k)

=− 2kω∧k (f1, . . . , f2k) .

�

We now perform further computations. Note that since the complex structure is
parallel, the complexi�cation of the Levi-Civita connection ∇TX preserves the holo-
morphic and anti-holomorphic tangent spaces TX1,0, TX0,1. Let ∇TX1,0

,∇TX0,1
be

the restrictions of ∇TX to TX1,0, TX0,1 and let RTX1,0
, RTX0,1

denote their respective
curvatures. One then has

(5.39)
1

2
tr
[(
JRTX

)N]
= tr

[(
iRTX1,0

)N]
,

where the right hand side is now the trace of a complex linear endomorphism.
Before stating the next computation, de�ne the sequence {εi}∞i=2 of integers via

εN =

{
1 if N = 2,

0 if N > 2.

Proposition 5.5. Let N ≥ 2 be an even integer. The following identities hold

(1) .

tr
[(
RTX + 2δω ⊗ J + δΩ

)N]
=2tr

[(
RTX1,0

+ 2iδω
)N]

+ 2 (2iδω)N .(5.40)
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(2) .

tr
[
J
(
RTX + 2δω ⊗ J + δΩ

)N−1
]

=2tr

[
i
(
RTX1,0

+ 2iδω
)N−1

]
+ 2i (2iδω)N−1 + 2εNω.

(5.41)

(3) .

tr
[
ΩJ
(
RTX + 2δω ⊗ J + δΩ

)N−2
]

=− 2εNω(5.42)

Proof. (1). The expansion of
(
RTX + 2δω ⊗ J + δΩ

)N
consists of monomials in the

three tensors RTX , 2δω ⊗ J and δΩ. Using
[
RTX , ω ⊗ J

]
= 0 and (5.35) we see that

a monomial containing both RTX as well as Ω is necessarily zero. Hence(
RTX + 2δω ⊗ J + δΩ

)N
=
(
RTX + 2δω ⊗ J

)N
(5.43)

+ (2δω ⊗ J + δΩ)N − (2δω ⊗ J)N .

The trace of the �rst summand on the right hand side of (5.46) is easily computed
using (5.39) to be

tr
[(
RTX + 2δω ⊗ J

)N]
=2tr

[(
RTX1,0

+ 2iδω
)N]

.

Next, for each a = (a1, . . . , ak+1) ∈ Nk+1
0 we denote |a| =

∑k+1
i=1 ai. Then the sum of

the last two terms in (5.46) is

(5.44) (2δω ⊗ J + δΩ)N − (2δω ⊗ J)N =

∑
k>0


∑
a∈Nk+1

0
|a|=N−k

(2δωJ)a1 δΩ . . . δΩ (2δωJ)ak+1

 .

Using identity (5.34), we see that the only non-zero terms in the sum (5.44) are ones
satisfying the parity constraint

(5.45) a1 + ak+1, a2, . . . , ak odd.

Furthermore, using (5.37), we may compute the trace of each summand in (5.44)
satisfying (5.45) to be

tr [(2δωJ)a1 δΩ . . . δΩ (2δωJ)ak+1 ] =− (−1)k (2iδω)N .
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The number of a ∈ Nk+1
0 with |a| = N − k and satisfying (5.45) is easily computed

to be 2
(N

2
k

)
. We hence have

tr
[
(2δω ⊗ J + δΩ)N − (2δω ⊗ J)N

]
=− (2iδω)N

{∑
k>0

(−1)k 2

(
N
2

k

)}
=2 (2iδω)N .

(2). The proof is almost identical to part 1. Again we see that a monomial in the

expansion of J
(
RTX + 2δω ⊗ J + δΩ

)N−1
cannot contain both RTX and Ω. Hence

J
(
RTX + 2δω ⊗ J + δΩ

)N−1
=J

[(
RTX + 2δω ⊗ J

)N−1

+ (2δω ⊗ J + δΩ)N−1 − (2δω ⊗ J)N−1

]
.(5.46)

The trace of the �rst term on the right hand side above is again easily computed
using (5.39) to be

tr
[
J
(
RTX + 2δω ⊗ J

)N−1
]

=2tr

[
i
(
RTX1,0

+ 2iδω
)N−1

]
.

The sum of the last two terms in (5.46) is now

(5.47) J (2δω ⊗ J + δΩ)N−1 − J (2δω ⊗ J)N−1 =

∑
k>0


∑

a∈Nk+1
0

|a|=N−k−1

J (2δωJ)a1 δΩ . . . δΩ (2δωJ)ak+1

 .

Using identity (5.34), we see that the only non-zero terms in the sum (5.49) are ones
satisfying the parity constraint

(5.48) a1 + ak+1 even, a2, . . . , ak odd.

Furthermore, using (5.37), we may compute the trace of each summand in (5.44)
satisfying (5.48) to be

tr [J (2δωJ)a1 δΩ . . . δΩ (2δωJ)ak+1 ] = −i (−1)k (2iδω)N−1 .
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The number of a ∈ Nk+1
0 with |a| = N−1−k and satisfying (5.48) is again computed

to be
(N

2
k

)
+
(N

2
−1

k

)
. We hence have

tr
[
J (2δω ⊗ J + δΩ)N−1 − J (2δω ⊗ J)N−1

]
=− i (2iδω)N−1

{∑
k>0

(−1)k
[(

N
2

k

)
+

(
N
2
− 1

k

)]}
=2i (2iδω)N−1 + 2εNω.

(3). Since ΩJ
(
RTX + 2δω ⊗ J + δΩ

)N−2
already contains Ω, the identity (5.34)

now implies

ΩJ
(
RTX + 2δω ⊗ J + δΩ

)N−2

=ΩJ (2δω ⊗ J + δΩ)N−2

=ΩJ (2δωJ)N−2 +
∑
k>0


∑

a∈Nk+1
0

|a|=N−k−2

ΩJ (2δωJ)a1 δΩ . . . δΩ (2δωJ)ak+1

 .(5.49)

Using identity (5.34), we see that the only non-zero terms in the sum (5.49) are ones
satisfying the parity constraint

(5.50) a1 even, a2, . . . , ak+1 odd.

Furthermore, using (5.37), we may compute the trace of each summand in (5.44)
satisfying (5.50) to be

tr [ΩJ (2δωJ)a1 δΩ . . . δΩ (2δωJ)ak+1 ] = −2ω (−1)k (2iδω)N−2 .

The number of a ∈ Nk+1
0 with |a| = N−2−k and satisfying (5.50) is again computed

to be
(N

2
−1

k

)
. We hence have

tr
[
ΩJ (2δω ⊗ J + δΩ)N−1 − J (2δω ⊗ J)N−1

]
=− 2ω (2iδω)N−2 − 2 (2iδω)N−2

{∑
k>0

(−1)k 2

(
N
2
− 1

k

)}
=− 2εNω.

�
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Proposition 5.6. Let N ≥ 2 be an even integer. The following identity holds

tr
(
RTZ

)N
=2tr

[(
RTX1,0

+ 2iδω
)N]

+ 2 (2iδω)N

+ dδ ∧ e∗
{

2tr

[
iN
(
RTX1,0

+ i2δω
)N−1

]
+ i2N (2iδω)N−1

}
.(5.51)

Proof. Clearly
(
RTZ

)N
is a sum of monomials in the seven tensors appearing on the

right hand side of (5.32). Due to the dδ and e∗ factors, a nonzero monomial appearing

in
(
RTZ

)N
is of atmost degree two in the four tensors dδ ∧ e∗ ⊗ J, dδ ∧ α1, δe

∗ ∧ α2

and δ2e∗ ∧ α3. Let Pi denote the sum of monomials of degree i in these four tensors

appearing in the expansion of
(
RTX

)N
. Hence(

RTZ
)N

=P0 + P1 + P2,(5.52)

and we now compute the traces of P0, P1 and P2.
Trace of P0. It is clear that

trP0 =tr
[(
RTX + 2δω ⊗ J + δΩ

)N]
=2tr

[(
RTX1,0

+ 2iδω
)N]

+ 2 (2iδω)N(5.53)

by (5.40).
Trace of P1. A monomial in P1 must contain exactly one occurrence of dδ ∧

α1, δe
∗∧α2 or δ

2e∗∧α3 and must not contain dδ∧ e∗⊗J . From the formulas (5.28)-
(5.31) for α1, α2 and α3, it is clear that such a monomial switches the THY and T V Y
summands. Hence we have

(5.54) trP1 = 0.

Trace of P2. A nonzero monomial in P2 must contain a single appearance of
dδ and e∗ each. It can hence be of following three types.
Type A. This type of monomial contains a single appearance of dδ∧ e∗⊗J and no

appearances of dδ ∧ α1, δe
∗ ∧ α2 or δ

2e∗ ∧ α3. Let P
1
2 be the sum of all monomials of

this type appearing in
(
RTX

)N
. Using the cyclicity of the trace we easily see that

trP 1
2 =N dδ ∧ e∗ tr

[
J
(
RTX + 2δω ⊗ J + δΩ

)N−1
]

=dδ ∧ e∗
{

2tr

[
iN
(
RTX1,0

+ 2iδω
)N−1

]
+ i2N (2iδω)N−1 + 4εNω

}
,(5.55)

by (5.41).
Type B. This type of monomial contains a single appearance each of dδ∧α1, δe

∗∧α2

and no appearances of dδ∧e∗⊗J or δ2e∗∧α3. Let P
2
2 be the sum of all monomials of



40 NIKHIL SAVALE

this type appearing in
(
RTX

)N
. From the formulas (5.28) and (5.30), we note that

α1 maps T V Y into THY while α2 maps THY into T V Y . Hence in order to have a
nonzero trace, a monomial of this type must be of the form

δe∗ ∧ α2 ∧ A ∧ dδ ∧ α1 or

B ∧ dδ ∧ α1 ∧ δe∗ ∧ α2 ∧ C,

where A,B and C are some monomials in the tensors RTX , 2δω ⊗ J and δΩ. Thus
we see that in a monomial of this type dδ ∧ α1, δe

∗ ∧ α2 appear consecutively after a
cyclic permutation. Using the cyclicity of the trace we now have

trP 2
2 =N tr

[
dδ ∧ α1 ∧ δe∗ ∧ α2 ∧

(
RTX + 2δω ⊗ J + δΩ

)N−2
]
.

The identity

α1 ∧ α2 =− ΩJ

combined with (5.42) now gives

trP 2
2 =− 4εNδω.(5.56)

Type C. The third type of monomial contains one appearance each of dδ ∧ α1 and
δ2e∗ ∧ α3 and no appearances of dδ ∧ e∗ ⊗ J or δe∗ ∧ α2. However since α1and α3

both annihilate THY and map T V Y into THY such a monomial must necessarily
have trace zero.
Adding (5.55) and (5.56) gives

trP2 =dδ ∧ e∗
{

2tr

[
iN
(
RTX1,0

+ 2iδω
)N−1

]
+ i2N (2iδω)N−1

}
.(5.57)

The proposition now follows from (5.52), (5.53), (5.54) and (5.57). �

Finally, substituting (5.51) into the power series (5.33), we now have

tr
{
p
(
RTZ

)}
=Ω0 + dδ ∧ e∗ ∧ Ω2, where

Ω0 =2tr
[
p
(
RTX1,0

+ 2iδω
)]

+ 2p (2iδω)

Ω2 =2tr
[
ip′
(
RTX1,0

+ i2δω
)]

+ i2p′ (2iδω) .
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We may now calculate

Â(RTZ) =

ˆ ε

0

ˆ
Y

exp {Ω0 + dδ ∧ e∗ ∧ Ω2}

=

ˆ ε

0

ˆ
Y

dδ ∧ e∗ ∧ Ω2 exp {Ω0}

= (2π)

ˆ ε

0

dδ

ˆ
X

Ω2 exp {Ω0} .

In view of equation (5.27), we now summarize the calculation of the eta invariant.

Theorem 5.7. The eta invariant η̄r,ε for ε
8
< infk,p

{
1
2
µ2 ∈ Spec+

(
∆p

∂̄k

)}
is given

by

η̄r,ε = lim
ε→0

η̄r,ε + sf {DAr,δ}0≤δ≤ε +
1

(2πi)m+1

ˆ
Z

Â(RTZ)

where the three terms above are given by

(1) the adiabatic limit:

lim
ε→0

η̄r,ε =



1
2

´
X
Â(X)

[
exp((1−2{r}) c

2)
sinh( c2)

− 1
c/2

]
exp {rc} , if r /∈ Z,

1
2

{´
X
Â(X)

[
c
2
−tanh( c2)
c
2

tanh( c2)

]
exp {kc}+ h

m
2
,k

+
∑

p>m
2

(−1)p hp,k −
∑

p<m
2

(−1)p hp,k

}
, if r = k ∈ Z, m even,

1
2

{´
X
Â(X)

[
c
2
−tanh( c2)
c
2

tanh( c2)

]
exp {kc}

+
∑

p>m
2

(−1)p hp,k −
∑

p<m
2

(−1)p hp,k

}
, if r = k ∈ Z, m odd,

with c = c1(L).
(2) the spectral �ow function:

sf {DAr,δ}0≤δ≤ε =
∑

p>m
2
,even

dre−1∑
k=dr−ε(p−m2 )e

hp,k −
∑

p>m
2
,odd

brc∑
k=br−ε(p−m2 )c+1

hp,k

−
∑

p<m
2
,even

dr−ε(p−m2 )e−1∑
k=dre

hp,k +
∑

p<m
2
,odd

br−ε(p−m2 )c∑
k=brc+1

hp,k.
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(3) the transgression form:ˆ
Z

Â(RTZ) = (2π)

ˆ ε

0

dδ

ˆ
X

Ω2 exp {Ω0} , where

Ω0 =2tr
[
p
(
RTX1,0

+ 2iδω
)]

+ 2p (2iδω) ,

Ω2 =2tr
[
ip′
(
RTX1,0

+ i2δω
)]

+ i2p′ (2iδω)

and p(z) = 1
2

log
(

z/2
sinh(z/2)

)
.

We observe that the formula above expresses the eta invariant in purely topological
terms on the base.
Finally, we show that our computation agrees with the one of Nicolaescu from [11]

in dimension three. Consider the case when X is a oriented Riemann surface. We
choose gTX a metric of volume πl where l is a positive integer. Choose the complex
structure J = −? on X, where ? denotes the Hodge star. This gives a Kahler form ω
satisfying

´
X
ω = −πl. Let L → X be a Hermitian line bundle of degree c1 (L) = l.

This allows us to pick a connection on L with curvature R = 2ω, which induces a
holomorphic structure on L. We may now choose Y to be the unit circle bundle in
L over X equipped with the adiabatic family of metrics (5.2). We now specialize our
formula for the eta invariant to compute η̄0,ε in this case. Assuming the adiabatic
parameter ε to be su�ciently small the spectral �ow contribution in Theorem 5.7 is
seen to vanish. Setting r = 0 the other terms in the formula are easily computed to
give

η̄0,ε =
c

12
− 1

2

(
h1,0 + h0,0

)
+
ε2l

12
+

ε

12

ˆ
X

tr

[
iRTX1,0

2π

]
.

Using Serre duality and Gauss-Bonnet we get

η̄0,ε =
c

12
− h0,0 +

ε2l

12
− εχ

12
,(5.58)

where χ is the Euler characteristic of the surface. However the adiabatic metrics in
[11] were chosen to be of the form r2gTS

1⊕ 1
l
π∗gTX . This amounts to a rescaling and

hence the substitution ε = r2l in (5.58). Following this our formula is seen to agree
in this case with Theorem 2.4 proved, by two di�erent methods, in [11].

Appendix A. Estimates on Gaussian integrals

Here we prove some estimates on Gaussian integrals used in section 3
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Lemma A.1. There exist constants C1, C2 and C3 depending only on the Riemannian
manifold (Y, g), such that for any x, z ∈ Y and t, t′ > 0 we have the following
inequalities

(1) .

(A.1)

ˆ
Y

ht(x, y)dy ≤ C1,

(2) .

(A.2)

ˆ
Y

ht(x, y)ht′(y, z)dy ≤ C2h4(t+t′)(x, z)

(3) and

(A.3)

ˆ t

0

s−
1
2ds

(ˆ
Y

dyh2(t−s)(x, y)h2s(y, z)

)
≤ C3t

1
2h8t(x, z).

Proof. (1) . Consider the ball B = {y|ρ(x, y) < ig} and split the integral A.1 into in-
tegrals over B and its complement Bc. Introducing geodesic coordinates, the integral

over B can be bounded from above by the Euclidean integral
´
Rn

e−
|r|2
4t

(4πt)
n
2
dr = 1. For

the integral over Bc, we use the inequality e−
ρ(x,y)2

4t

(4πt)
n
2
≤ (n/2)!

πn/2ing
to get

´
Bc
ht(x, y)dy ≤

(n/2)!

πn/2ing
vol(Y ).

(2) .Without loss of generality assume that t ≤ t′. The triangle inequality gives the

estimate ρ(x,y)2

t
+ ρ(y,z)2

t′
≥ ρ(x,z)2

2(t+t′)
. Using this we may bound

ˆ
Y

e−
ρ(x,y)2

4t

(4πt)
n
2

e−
ρ(y,z)2

4t′

(4πt′)
n
2

dy

≤e
− ρ(x,z)2

16(t+t′)

(4πt′)
n
2

(ˆ
Y

e−
ρ(x,y)2

8t

(4πt)
n
2

e−
ρ(y,z)2

8t′ dy

)
.

Then via 1
t′
≤ 2

t+t′
and e−

ρ(y,z)2

8t′ ≤ 1 we may further bound this from above by

2nh4(t+t′)(x, z)
(´

Y
h2t(x, y)dy

)
. The estimate A.2 now follows from A.1.

(3). First use A.2 to estimateˆ t

0

s−
1
2

(ˆ
Y

dyh2(t−s)(x, y)h2s(y, z)

)
ds

≤C2

ˆ t

0

s−
1
2h8t(x, z)ds = 2C2t

1
2h8t(x, z).
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