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Chapter 0O

Introduction

Let G € GL,(C) be a subgroup. In these notes, almost always we will
consider either the group of invertible complex n x n-matrices

G=GL,(C)={A € M,(C) | det A # 0} (1)
or the goup of unitary matrices
G =U,(C)={Ac M,(C)| ATA=1}. (2)

The description in (1) implies that GL,(C) is an open and dense subset in
M,,(C). The condition A'A = T in (2) should be interpreted as a collection
of n?-equation which all have to be satisfied by the elements in U,,(C). This
implies that U,(C) is a closed subset of M,(C), and, since the equations
imply that A is invertible, it is indeed a closed subset of GL,,(C). Further,

.....

n
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so U,(C) is a bounded and closed subset of M, (C), i.e. U,(C) is a compact
set. Recall that a n x n-matrix A lies in GL,,(C) if and only if the column
vectors form a basis of C", so we can identify GL,,(C) with the set of ordered
bases of C". Let now
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be the standard inner product on C". In terms of ordered bases C", U, (C)
can be identified with the set of ordered orthonormal bases (with respect to
(,), the fixed inner product) of C™.

We will describe later in more detail the connection between the compact
group U, (C) and the group GL,(C).

Let now G = GL,(C) or G = U,(C). The loop group LG is, as a set,

LG :={¢:S' — G}

just the set of all parameterized maps from the circle S' C C to the group.
Pointwise multiplication of the maps endows the set LG with an associative
composition law:

st = @G
: o dwE 0

Denote by 1T € GL,(C) the unit matrix. By abuse of notation, we identify
the matrix T with the constant map

LG x LG — LG, (gb,zp)r—mb-w:{

I(z)=T VzeSt (5)

This is a neutral element for the composition law in (1.6), and Cramer’s rule
shows that for a given map ¢ € LG, the map

1. gl 1 t
oS =G, ze det¢(2)¢<z)
is a well defined element in LG with the property ¢='-¢ = ¢-¢~! = 1. Here
¢(2)" denotes the adjugate matrix associated to ¢(z). In other words, (1.6)
defines a group law on LG.

Actually, one almost never considers the loop group in the generality as
defined above. Depending on the circumstances (for example the applications
one has in mind), one puts restrictions on the maps ¢ : S — G and considers
only those maps which are continuous, or which are smooth, or which have
an absolutely convergent Fourier expansion, or which are algebraic, or....

Accordingly, let L°G C LG be the subset of continuous maps, let L*G C
LG be the subset of smooth maps, let LG C LG be the subset of maps
admitting an absolutely convergent Fourier series, let L%G C LG be the
subset of algebraic maps, and so on (we define later more precisely what it
means for a map to be smooth ore algebraic or ...). Roughly speaking, the



map ¢ is given by functions ¢, ;, where ¢(z) = (¢;,(2)), and the map ¢ is
continuous or smooth or . .. only if the functions ¢; ; are continuous or smooth
or .... So it is often (but not always) easy to check that the corresponding
subsets like L°G or L>®G are indeed subgroups. Correspondingly, L°G is
called the continuous loop group respectively L>G is called the smooth loop
group.

It remains the question why does one want to study these groups. Here
some examples:

Example 0.0.1 Birkhoff was looking at a differential equation of the form

L~ A,

where v : C — C" is a vector valued function and A(z) is a n x n-matrix val-

ued function. If A is a constant matrix, then there exist standard algorithms

to simplify the equation. Birkhoff’s aim was to develop similar tools in this

more general case, for example to find sufficient conditions for the existence

of a coordinate transform T'(z) such that for o(z) = T'(2)v(z) the equation
o A

above reduces to 52 = Ad(z) such that A is a constant matrix.

Example 0.0.2 A more philosophical reason is that the loop group is an
object which is inherent to the group. So if one wants to study the group,
its properties, its representations and so on, then it is natural to study as
well objects inherent to the group. One of these "natural” objects associ-
ated to the groups we are looking at will be the algebraic loop group, also
called affine Grassmannian, which can be used to construct finite dimensional
representations attached with a canonical basis.

Let us finish the introduction with more examples of loop groups and the
various ways one might look at them.

Example 0.0.3 A loop ¢ : S* — G = GLy,(C) is called an algebraic loop if
there exists Laurent polynomials ¢; ; € C[t,¢!] such that ¢ is the restriction
of the map

¢:C" = GLa(C), 2 (d1(2)),

ie. ¢ = g5|§1 Next suppose we are given two such algebraic lifts o(t),¥(t)
such that ¢[g1 = 9|51 as maps. But then (¢ — ¢)|s1 = 0 is the zero map,
which implies that for all 4, j the Laurent polynomials ¢; ;(t) — t; ;(t) have
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an infinite zero set. This is only possible if ¢;;(t) = v ;(t) for all 4, j, and
hence we have <f; = 1;

Now here is another way of looking at algebraic loops. For simplicity
set n = 2 and let R = CJ[t,t!] be the ring of Laurent polynomials in one
variable, its quotient field is the field K of rational functions on C. The

group
GLy(K) = {A € My(K) | det A # 0}

is well defined, and so is its subgroup
GLy(R) = {A € My(R) | det A € R*},

where R* denotes the set of units in R. Indeed, the fact that the determinant
is a unit in R ensures by Cramer’s rule that the inverse of the matrix is again
an element in My(R). For R = C[t,t™!] the set of units are just the nonzero

complex multiples of powers of t: one has R* = {at™ | m € Z,a € C*}. Now
an element of GLy(R) looks like

A= Aft) = ( a1 (t) &172(253 )

a271 (t) GJ272 (t

where the a; ;(t) € C[t,t™!] are Laurent polynomials. Since the determinant
is of the form at™ for some m € Z and a € C*, for all z € C* the matrix
A(z) has a nonzero determinant and is hence an element in GLy(C). So the
restriction of this map to S' C C* provides an algebraic loop

A(t) : S* = GLy(C), 2z A(z).

Vice versa, suppose ¢ : .S ! — GL,(C) is an algebraic loop, i.e. we know there
exist ¢; ;(t) € C[t,t7!] such that ¢ is the restriction of the map

¢:C* = GLy(C), z+ (di (2))

to the circle. Since ¢(z) € GLy(C) for all z € C*, it follows that det ¢(z) # 0
for all z € C*, and hence det ¢(t) is a Laurent polynomial having only 0 as
pole or as vanishing set. It follows that det ¢(t) = at™ for some m € Z and
a € C* and hence ¢(t) € GLy(C[t, t1]).

It follows that this natural construction of matrix groups over Laurent
polynomials, like G Ly(C[t,t71]), provides a construction of the algebraic loop
group LG Ly(C).



Example 0.0.4 Let G = U,(C). Here is an attempt to try to understand
LG by using the exponential map. Let u,(C) C M,(C) be the real vec-
tor subspace of skew hermitian matrices, i.e. the transpose of the complex
conjugate matrix has the property A = —A. It follows that

Ly
exp(4) = E ’i_!A
>0

has the property that the transpose of the complex conjugate matrix satisfies:

A = - A = expl-4) = (exp(4)

>0

so this is a unitary matrix. Note that unitary as well as skew hermitian ma-
trices are normal matrices, i.e., A'A = AA". Recall (Linear algebra course)
that complex normal matrices are diagonalizable by conjugation with a uni-
tary matrix, in particular, the diagonal matrix is again unitary respectively
skew hermitian. Now a diagonal matrix is skew hermitian if and only if
all eigenvalues are purely imaginary, and a diagonal matrix is unitary if and
only if all eigenvalues have absolute value one. It follows that the exponential
maps sends the diagonal skew hermitian matrices onto the diagonal unitary
matrices, and, since gexp(A)g~! = exp(gAg™!), it follows that the map

exp : U, (C) — U,(C)

is a surjective map from the space of skew hermitian matrices onto the unitary
group U,(C). Let Map(S*', u,(C)) be the set of smooth maps from S* to
u,(C). By combining such a smooth map with the exponential map, one
gets a map

Map(S*,u,(C)) = LG, ¢~ exp(¢),

The questions to investigate is whether this is a local homeomorphism near
the identity. These kind of constructions show up in theoretical physics
(string theory, gauge groups).
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Chapter 1

Loop groups - some examples

Before we start with the formal part, let us look at more examples.

1.1 Algebraic version for the unitary group

Let G = U,(C) be the group of unitary n x n-matrices (see (2)). The set
L4197, (C) of algebraic loops is the set of maps v : S' — U, (C) having a
Laurent expansion, i.e. there exists some non-negative integer m and n x n
matrices Ay € M,(C), —m < k < m, such that

() =) Agth.

k=—m

This looks slightly different from the definition in Example 0.0.3. Let us try
to understand why we can relax the definition in the case U, (C) and how to
reconcile the two definitions.

From the definition above it is clear that the pointwise multiplication as
in (1.6) defines an associative composition law

LU, (C) x LU, (C) — L*U,(C), (1.1)

having the constant map: 1(z) = 1 for all z € S, as unit element (see (5)).
For (t) = S0 Apth € LU, (C) set F7(t) := S5 Ajt~*. This

defines again an algebraic loop

m

—m 1T
T8 5 Un(C), 2077(2) = Y Az F=() Ah),

k=—m k=—m

11
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so 7T is an element of LU, (C) too. Indeed, note that F7(t) = (y(t~1))T, so

for z € S we have 77(z) = (v(2))T = v(2)~! € U,(C).

Moreover, since y(z) € U,(C) for all z € S* we have v(2) - 77(z) =
¥7(z) - y(z) = T for all 2 € S'. The determinants det(~(¢)) and det(¥7(¢))
are a Laurent polynomials. Since 77(z) - v(z) = ~(z) - 77(z) = 1 for all
z € S it follows that det(y(z))det(¥7(z)) = 1 for all z € S*. Again, since
det(~(t)) det(37(¢)) — 1 is a Laurent polynomial with infinitely many zeros,
it, follows det(y(¢))det(¥7(t)) = 1. Hence det(y(t)) is a unit in C[t,¢71], and
we have

LU, (C) C GL,(C[t,t71]). (1.2)
More precisely:
U= (1) : C" = M,(C), z—=~(2)-7FT(2) — 1
respectively

U= (¢i;) : C" = Mu(C), 2> 77(2) - v(2) — 1
are given by Laurent polynomials 1; ;, ] ; € C[t,t™'] such that
wi,j|31 = Oa w;,j|51 =0 V1 S Za] S n.

Now nonzero Laurent polynomials have only a finite number of zeros and
hence ¢;; = ¢} ; =0 for all 1 <4,j <n. It follows that

1]
7)) =) -77(E) = L. (1.3)
Summarizing :
Proposition 1.1.1 i) LU, (C) is a subgroup of LU,(C).
ii) BEvery v € LU, (C) extends to an algebraic map v : C* — GL,(C).
i) LU, (C) = LU,(C) N LYGL,(C).

To get a better understanding of the connection between L¥G for G =
U,(C) the unitary group and LG for G = GL,(C[t,t7!]), we will discuss
later the complezification L*9G¢ of the loop group.
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1.2 Loops with convergent Fourier series

We fix a real valued submultiplicative norm || - || on the complex vector space
of n X n-matrices M,(C). (Recall that the norm is called submultiplicative
if ||[AB|| < ||A]|||B]|.) Denote by F the set of maps f : S* — M,(C) of the

form
f:z=f(z Z A2
where the 4; € M,(C) are such that S°°° _||4;]| < co. The set F is

naturally endowed with the structure of a real vector space, elements of F
can be added and multiplied by real numbers in the usual way: for f (t) =
Yoo JAttand g(t) = >0 Bit'in F and A\, 1 € R one has

1=—00 (2

1=—00

o0

M) +pg(t) == > (AA;i+uB)t' € F

1=—00

because 3 ;2 [IMAi + uBill < AGCZ oo 14l + [l (22 1Bill) < o0
If fact, F endowed with the norm:

=S Ak (fll= 3 Al < o,

1=—00 i=—00

is a complete real vector space. The pointwise multiplication of the images:
(f-9)(2) == f(2)g(z) makes F into an associative algebra:

(f-g)t ZZAHB

1=—00 j=—00

Indeed, the condition > >° _ || A;|| < oo implies that

i=—00

lim max{||An,|| | [m| > ¢} =0
f—r00

and hence for all i € Z the series limy_, Z?:_k A;_;B; is a Cauchy series:
let £ > k >0, then

l k )
1> AiiBi= Y AiBil| < max{||Bj|l, | Bl | k41 <5 <) (A,

j=—t j=—k 1=—00

(1.4)
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so by moving k to infinity, one can make (1.4) arbitrarily small. Further,

IFgll =D 110D AiBIl < > (Y 1A IB1D = /1yl

1t=—00  Jj=—00 i=—00 J=—00

so the norm is submultiplicative, i.e. ||fg[l < | f[[llg[|. In other words, the
algebra F is a Banach algebra.
We are interested in the loops with values in GL,,(C), denote by

LYG :={f e Fllm f C GL,(C)}.

this subset. To get a description of this set in terms of F note that the con-
dition for f to be an element of L*G implies that det f(z) is a non-vanishing
continous function admitting an absolutely convergent Fourier series. By a
theorem of Wiener, this implies that (det f(z))~! admits the same property
and hence

foSt = GL,(C), =z~ (f(2)
is again an element of F. Tt follows that:

Proposition 1.2.1 LG is the subgroup of units in F. In particular, LFG
is a subgroup of LG.

1.3 The group 2*°G of based smooth loops

Let G = U, (C) be the unitary group. The object we are mostly interested
in is the group 2°°G of based smooth loops, i.e. we consider only the maps

O°G = {¢: S = G, is smooth and ¢(1) = T}.

Another way of looking at the group is the following. Given a loop v € L*G,
then we think of v(1) € G as the starting and end point of the loop. We
have a natural map

ev: LG — G, v~ ~(1).

This map is a group homomorphism, by the definition of the multiplication
of elements in L*°G one has

ev(y-72) = (710 72)(1) = 11(1)72(1) = ev(y1)ev(a).
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The map is surjective: given g € (G, by abuse of notation identify g with the
constant loop g, : S' = G, z + g for all g € G. This map is smooth and,
of course, ev(g,) = g. The kernel of the map is the subgroup of loops such
that v(1) = 1, so kerev = Q>*G. So we can identify 2°G with the quotient

0°G = L°G/G,

where we identify G with the subgroup of constant loops in L*G. We will
see later, and, in fact, this will be one of the important points in the course,
that one has another way of looking at Q2°°G. We will show that

O®G = Q®U,(C) = L®GL,(C)/L*GL,(C),

where LG L, (C) is the subgroup of smooth loops which are the boundary
value of a holomorphic map:

v:{z€C]||z| <1} = GL,(C).

1.4 Loops in the Lie algebra

In Example 0.0.4 we have already seen that the groups GL,(C) and U, (C)
come associated with certain vector spaces of matrices. In the case G =
GL,(C), we have g = M,(C), for the unitary group G = U,(C) it is g =
u,(C), the space of skew hermitian matrices. These vector spaces come
endowed with the Lie bracket operation:

[A, B] = AB — BA. (1.5)

Note that for two skew hermitian matrices the standard matrix product AB
is in general not anymore skew hermitian, but the following holds:

(A B =B'A ~A'F" = BA— AB = —([A, B)).

A complex (or real) vector space L together with a bilinear skew symmetric
operation L x L — L, (A, B) — [A, B] satisfying the Jacobi identity

[Av [B7 CH + [07 [A7 B]] + [Bv [Ov AH =0

is called a complex (respectively real) Lie algebra. Now the bilinear skew
symmetric operation [, | defined on n x n matrices in (1.5) satisfies the Jacobi
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identity, so (M, (C),[,]) and (u,(C),[,]) are examples for Lie algebras. Note
that (M, (C),[,]) is an example for a complex Lie algebra, whereas (u,,(C), [,])
is only a Lie algebra over the real numbers (after all, despite the C in the
notation, u,,(C) is only a real vector space). We will see that the Lie algebra
serves as a linear model for group (see next chapter), and we will see that
loops in the Lie algebra will serve as a linear model for the loop group.

Exercise 1.4.1 Show that the operation defined on M, (C) in (1.5) is bilin-
ear, skew symmetric and satisfies the Jacobi identity.

Now let g = M, (C) or g = u,(C). Denote by Lg the set

Lg:={¢: 5" — g}

of all parameterized maps from the circle S' C C into the vector space g. Lg
has an obvious structure as a vector space (complex vector space in the case
Lg = M,(C), a real vector space in the case Lg = u,(C)). The pointwise
multiplication of the maps endows the set Lg with a Lie algebra structure:
LgxLg — Lg,
St = g
I U EUR BT L (e AR
(1.6)
As before, we consider special cases like polynomial loops LP°g, continu-
ous loops Lg, smooth loops L*°g and so on by imposing the corresponding
condition of the map to be polynomial, or continuous, or smooth, or .. ..
The Lie algebra Lg is called the loop algebra of g.

1.5 A short outlook

We have now seen several examples of loop groups (and loop algebras). The
aim of the next chapters will be to endow this group with the structure of a
Lie group. Before doing so, we recall a few definitions and results from the
classical case. As in the classical case, where Lie algebras are local models
for Lie groups, loop algebras will be local models for loop groups.

Once we have endowed LG respectively (0*°G with the structure of a Lie
group, we will construct realizations of the Lie groups, i.e. we will construct
them as special subset of known infinite dimensional manifolds like certain
Grassmann varieties.
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Suppose now G = U, (C). Once QG is endowed with the structure of a
Lie group, then we can start to study special functions (like Morse functions)
on this manifold and their critical values. These Morse functions are very
helpful to study decompositions of manifolds and their homology. One of
the functions we will look at will have as critical values very special loops.
Recall that we look at maps from S' to our favorite group G = GL,(C) or
G = U,(C). But S' = {z € C | |2|] = 1} is a Lie group itself, so we have
as special subset the Lie group homomorphisms Hom (S, G) C Q*°G, and it
turns out that the so called energy function

1

adrll ICAOREONTO)
T Js1

fy

on the loops is a Morse function having precisely Hom (S!, G) as critical val-
ues (here (-,-) is a fixed metric on G invariant under left and right transla-
tions). This leads first of all to an interesting decomposition of QG (stable
and unstable manifolds), and secondly it turns out that that this decom-
position can be used to construct in a homological way finite dimensional
representations of G, one for each conjugacy class in Hom (S', G). Here the
realization of QP°'U,(C) as quotient space LP*'GL,(C)/Lr**GL,(C) plays
an important role. This connection had first been noted in the 1990’s an has
since then lead to an exciting development in representation theory.

Another aspect is the fact that 2°°G is a Kahler manifold and admits a
so called moment map, again a very exciting tool this time for differential
geometers to analyze the structure of a manifold. Only rather recently it has
been proved, for example, that the preimage of a point for the moment map
on based loop groups is always connected.

Of course, we will not be able to address all these points in the course.
The aim of the course is to give an introduction, and these short remarks
just mention some examples to ensure you that this is an introduction into
a relevant research area with many exciting branches.
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Chapter 2

The exponential map

2.1 Manifolds, Lie groups and examples

Just for the sake of completeness let us recall some definitions from the
calculus class. Though we will not use them in this generality, it is useful to
keep in mind the general background while looking at special cases.

Definition 2.1.1 Let U C R% be an open subset. A function f : U — R is
called differentiable of class C* on U if all partial derivatives % exist and
are continuous for all « € N¢, oy + ...+ ag < d. We say f is smooth and of
class C* on U if f is differentiable of class C* on U for all k > 0.

A map f:U — R™ is called differentiable of class C* on U respectively
smooth if all coordinate functions f; = y; o f are differentiable of class C* on

U respectively smooth.

Definition 2.1.2 A locally FEuclidean space M of dimension d is a Haus-
dorff topological space M for which each point p € M has a neighborhood
homeomorphic to an open subset of some R

A differentiable structure F of class C* (1 < k < o00) on a locally Eu-
clidean space M is a collection of coordinate systems {(Ugs, ¢3) | B € I}
(often called an atlas) satisfying the following properties:

e for all 3 € I, Up is connected, and ¢5 : Us — R? is a homeomorphism
of Us onto an open subset of RY;

* U,BGIUB:M3

19
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e ¢p0 gb; is of class C* for all 5,3 € I

e the collection F is maximal with respect to the last point, i.e., if (U, ¢)
is a coordinate system (meaning U is connected and ¢ : U — R? is
a homeomorphism onto an open subset of R?) such that ¢5 o ¢~! and
¢o (;5[;1 are of class C* for all 3 € I, then (U, ¢) € F.

Remark 2.1.1 Given a collection Fy = {(Us, ¢3) | § € I} of coordinate
systems satisfying the first three points, one can complete Fy to a collection
F satisfying all four points:

F={(U,¢)|po¢;" and ¢50 ¢~ are C* for all (Up, ¢5) € I}

Definition 2.1.3 A (real) C*-manifold M of dimension d is a locally Eu-
clidean space M of dimension d having a second countable topology, and
which is endowed with differentiable structure F of class C*. A C*°-manifold
M is called a smooth manifold.

Definition 2.1.4 A complex manifold is a manifold with an atlas of coordi-
nate charts homeomorphic to subsets in C", such that the transition maps
are holomorphic.

Example 2.1.1 GL,(R) is an open subset of R" and is hence naturally a
real manifold. Now GL,(C) is an open subset of C" and is hence naturally
an example for a complex manifold.

Example 2.1.2 Another way to construct manifolds is the following, these
manifolds are called embedded manifolds. Suppose we are given a smooth
function f : R — R™, and let

M ={z e R""™| f(z) = 0}.

Assume further that 0 is a regular value, i.e. the Jacobi matrix Df(z) of f
is of maximal rank for all points in M. Then the Implicit Function Theorem
implies that for every point x = (z1,25) € M (z1 € R", 25 € R™) there exists
an open neighborhood U,, C R" containing x; and an open neighborhood
U., C R™ containing x5, and a smooth map ¢ : U,, — U,, such that for all
(y1,y2) € Uy, X Uy, we have

fy,y2) =0 yo = g(y1).
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Or, in other words: (U, X U,,) "M = {(y1,9(v1)) | 11 € U, } is an open
neighborhood of z in M, and the projection 7 : (y, g(y)) +— y defines a coor-
dinate chart for this neighborhood of  in M. (For more details see Warner,
Foundations of Differentiable Manifolds and Lie Groups, Theorem 1.38).

Example 2.1.3 Recall the definition U, (C) = {A € M, (C) | ATA = T} of
the unitary group (see (2)). Let  C M, (C) be the real subspace of hermitian

matrices, i.e. A= A". We can look at the definining equations of U,(C) also
as follows. Let f be the smooth map

f:M,(C)—=9H, X—X'X-T, (2.1)
then U,(C) = {X € M,(C) | f(X) = 0}.

Exercise 2.1.1 Verify that the Jacobi matrix Df(X) of f in (2.1) is of
maximal rank for all points in U, (C).

Example 2.1.4 [t follows by Example 2.1.3 and Exercise 2.1.1 that U, (C)
is a smooth manifold.

Definition 2.1.5 A Lie group is a pair (G, u) where G is a smooth manifold
and p: G x G — G is a smooth mapping which gives G the structure of a

group.

In other words, GG is at the same time a smooth manifold and a group, and
these two structures are compatible, i.e. the product map and the inversion
are smooth maps.

Example 2.1.5 We have already seen that G = GL,,(C) is a complex mani-
fold. The determinant does not vanish and hence its inverse is a holomorphic
function on GL, (C). The product of two matrices is a polynomial map and
hence holomorphic. It follows that GL,(C) is a complex Lie group because
the matrix product and the inversion are given by holomorphic maps.

Example 2.1.6 We have already seen that G = U,,(C) is a smooth manifold.
The product of two matrices is a polynomial map and hence analytic. The
inversion of a unitary matrix is given by X ~— X ', which is again a smooth
map. It follows that U, (C) is a smooth Lie group.
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2.2 Tangent vectors

A point in a manifold comes always equipped with its associated tangent
space. The formal definition of a tangent vector is the following. Let M be (as
in our running example GL,,(C) und U, (C)) a manifold and let m € M. Let
f and g be two C*°-functions defined on open neighborhoods U respectively
Uy of m in M. We say f and g have the same germ in m if there exists an
open neighborhood U C Uy N U, of m such that f|y = ¢g|y. The property of
having the same germ defines an equivalence relation. Denote by F,, the set
of all equivalence classes. Note if f € F,,, then the value f(m) is well defined.
The operations of addition and multiplication of functions naturally induces
operations of addition and multiplication of the corresponding germs. Let
F, ={f € F,, | f(m) = 0}. Then F,, C F,, is an ideal, and we get a
decreasing sequence of ideals

...CF}CF:CF,CF,.

Definition 2.2.1 A tangent vector v at a point m € M is a linear derivation
of F,,, i.e., it is a map v : F,, — R such that

o v(f +Ag) =v(f) + \v(g);
o v(fg) = f(m)v(g) + v(f)g(m).

Example 2.2.1 Let M = R" and m = 0. Let v = (ay,...,a,) € R"™
Counsider the directional derivative evaluated in 0O:

n

8v‘$:0 : FO — R, f— Zazg—f(O)
=1

i

This map is obviously linear and satisfies the Leibniz rule, so 0,|,—¢ is an
example for a tangent vector.

Now if we define for tangent vectors (v+w)(f) = v(f)4+w(f) and (Mv)(f) =
Av(f), then it is easy to verify that this defines on the set T,,, M of all tangent
vectors the structure of a real vector space.

Lemma 2.2.1 T,,M is naturally isomorphic to (F,,/F2)*.
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Proof. We have a natural map from T,,,M to (F,,/F2)* as follows: v is a
linear function on F,,, so its restriction to F,, remains linear. Further, since it
is a derivation, it vanishes on products fg of elements in F},, because v(fg) =
f(m)v(g) + v(f)g(m) = 0. Now an element of F? is a linear combination of

products fg of elements in F,,, so v|p2 = 0 and hence v|g,, € (F,./F7)*.
Conversely, let ¢ € (F,,/F?)* and define v, : F,,, — R by

() == L(f — £(m)).

(To be more precise, one should take the class of the function f— f(m), ....)
It is clear that the map is linear, to prove that it is a derivation one has to
verify the Leibniz rule:

v(fg) = ((fg —f(m)g(m))
= (((f—1f(m))(g —g(m)) +£(m)(g — g(m))
+(f — £(m)g(m))
= (((f —f(m))(g —g(m))) + L(Ef(m)(g — g(m)))
+( g(m)

Example 2.2.2 Let M = R" and m = 0.

Claim: TyM ~ R" by identifying a vector u = (ay,...,a,) € R™ with
the directional derivative evaluated in 0: f +— Oy|.=of-

To prove that this is an isomorphism, note that for all © € R", the map
f > Oule=of defines a linear derivation on Fy by Example 2.2.1, and the
map is linear. For u = 3 " | a;e; let us look at the image of the coordinate
function z;: we have 9,|,—ox; = a;, so the map u a%|$:0 is injective.

Now given a tangent vector v € TyM, let v(xz;) = a; and set u :=
Yo ae;, then v(x;) = a; = Oylp—on; for all ¢ = 1,....n. If f € Fy is
any function, then we can develop f into a partial Taylor series: f(z) =
f(0)+4(z) + h(x), where h € F}. So v is completly determined by its values
on linear functions and hence v = 9,|,—o. It follows that the map R" — Ty M,
U +> Oy|p=0, 1S an isomorphism of vector spaces.

Example 2.2.3 The same arguments prove: for M = R" and m € M one
has T, M ~ R"™ by identifying a vector u € R™ with the directional derivative
evaluated in m: f — Oy|o=m.
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Example 2.2.4 T4 (GL,(C)) = M,(C).

Example 2.2.5 Let M be an embedded manifold as in Example 2.1.2, given
as a set as f71(0) for a smooth map f : R"™™ — R™. For p € M let
Df|, : T,R"™™™ — T,R™ be the total differential of the map f in the point p,
then

T,M =ker Df|,.

Indeed, by Example 2.1.2, we can choose locally coordinates around p such
that p = (0,...,0,0,...,0), and a neighborhood U, C M of p such that
U, C R" is an open subset and U, x R™ C R"*™ is a neighborhood of p
in R"™ and f is locally in these coordinates just the projection onto the
last m coordinates, so the kernel ker D f|, is just R™ x (0, ...,0), the tangent
space T,U,.

Exercise 2.2.1 Show that Ty(U,(C)) = u,(C)

2.3 The exponential map in the classical case

A special feature of Lie groups is the exponential map, which provides a
diffeomorphism between a neighborhood of 0 in the tangent space and a
neighborhood of the identity in the group. In the cases we are interested
in, the exponential map is the ordinary exponential map for matrices (see
Example 0.0.4) known from a linear algebra course or a course on differential
equations.

The purpose of this section is to recall some basic facts about the ex-
ponential map in the classical case. We will extend this later to the loop
case.

Example 2.3.1 The exponential map exp : C — C* is analytic, it is surjec-
tive, and the logarithm

> z—1)m
log z := Z(—l)m+1—( p- )
m=1

is an inverse function which is analytic inside a circle of radius 1 around 1.
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Definition 2.3.1 Let A € M, (C) be a complex matriz. Define log A by

o0

log A := Z(—l)m+1—(A L

m
m=1

whenever the series converges.

Remark 2.3.1 The classical logarithm converges for all z € C such that
|z — 1| < 1. Since ||(A—T)™| < ||A — T||™, it follows that log A converges
for all A € M,,(C) such that ||A — 1|| < 1. But this just a sufficient, not a
necessary condition. Recall that a matrix is called unipotent if 1 is the only
eigenvalue. So if A is unipotent, then (A — 1) is a matrix having only zero
as eigenvalue, i.e. (A — 1) is nilpotent. It follows that log A is just a finite
sum and the series is hence convergent, independent of ||A — T||. It is easy
to see that if A is unipotent, then log A is nilpotent, and if A is nilpotent,
then exp A is unipotent.

Theorem 2.3.1 The exponential map

exp : M, (C) = GL,(C), A exp(A)=>_ Z,—llAi

1>0

1 a surjective, continuously differentiable map, and it is a diffeomorphism
in a neighborhood of 0 with log as inverse map in a neighborhood of 1.

Proof. Let T C M,(C) be a bounded region, so there exists u € R such
that |z; ;(A)| < pforall1 <i,j <nandall Ae Y. By induction one shows
that hence |z; ;(A¥)] < n*~1uk. Tt follows by Weierstrass M-test that for all

1 <14,7 < n the series
i zi5(A")
k!

k=0

converges absolutely and uniformly for all A € T, and hence the series
exp(A) = Z lAi
= 2!

converges uniformly for A in T. It follows that the map A — exp(A) is
continous.



26

Let S;(A) be the partial sum 77 _, A—,. The multiplication by a matrix
is a continuous map, so lim;_,.(B.S; (A)) B(lim;_, S;(A)), which in turn
implies for B € GL,(C):

B(exp A)B™! = exp(BAB™). (2.2)

So to calculate det exp(A), we can, if necessary, replace A by a conjugate
matrix which is upper triangular. It follows that if A{, ..., A\, are the entries
on the diagonal of A, then the diagonal entries in exp A are e, ..., e, and
exp A is upper triangular too. Hence det exp(A) = exp(tr(A)). In particular,
det exp(A) # 0 and hence exp(A) € GL,(C).

Next consider |4 (X +¢Y)™|,||, where X and Y are arbitrary complex

n X n matrices. Now the two do not necessarily commute, but still we get

H—(X H1Y) ool = (1Y XY X <m| XY

=1
This implies for the series
1 i
exp(X +1Y) = Z (X +1Y)
>0
and the norm of the series of term-by-term directional derivatives:

HZ X—l—tY) )’t 0” = Z H X—i—tY) )|t 0” < HYH Z ||X||

i>0 i>0 i>1

so the latter is absolutely convergent for all X (and Y’) which are elements of a
bounded subset of the form {A € M, (C) | ||A]] < r} for some r > 0. Now this
implies that exp : M,,(C) — GL,(C) is continuously differentiable. (See, for
example, Rudin, Principles of Mathematical Analysis, Theorem 7.17. Here
is the version for functions: if (f,) is a sequences of differentiable functions
on an interval [a,b] and lim, , fn(7o) exists for some zy € [a,b] and the
sequence (f/) converges uniformely on [a, b], then (f,) converges uniformely
on [a,b] to a function f and f'(z) = lim, ., f/(z) for x € [a,b].)

Now let us look at the differential in 0. For X = 0 we get by the above that
the differential of the exponential map at this point is the identity map: Y
Y. In particular, it follows that the exponential map is a diffeomorphism of
a neighborhood of 0 in M, (C) onto a neighborhood around 1 in GL,(C).
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It remains to prove that the map is surjective. By Example 2.3.1, the map
is a surjective map from the set of diagonal matrices in M, (C) onto the diag-
onal matrices in GL,,(C). By (2.2), It follows that the map is surjective from
the set of diagonalizable matrices in M,,(C) onto the set of diagonalizable
matrices in GL,(C).

If A is not diagonalizable, then we know that A is conjugate to a block
matrix such that each block is of the form A1 + N,, where A € C* and N,
is a strictly upper triangular nilpotent matrix (Jordan decomposition). We
can hence reduce the calculation to the case where A has just one Jordan
block, so A is of the form Al + N,. Since A # 0, one can rewrite the sum
into a product: (AI)(T+ ;N,), where the first is a diagonal matrix and the
second is a unipotent matrix. Hence, by Exercicse 2.3.1 below, we can find
a nilpotent matrix N’ such that exp(N’) = T+ %N,\, and we can find p € C
such that exp u = A. Since N” and pll commute, we get

1
A= (I)(T+ XNA) = exp(ull) exp N = exp(ull + N').
It follows that exp : M, (C) — GL,(C) is a surjective map. .

Exercise 2.3.1 Show that exp(log(A)) = A for unipotent matrices, and
log(exp(A)) = A for nilpotent matrices.

Exercise 2.3.2 i) Show that exp(A+ B) = exp(A) exp(B) if AB = BA.

ii) Show that (exp(A))~! = exp(—A).

Now keep in mind that one has an inverse map for the exponential map: the
logarithm, for a neighborhood around 1 (see Remark 2.3.1). We have already
seen (see Example 0.0.4) that exp(A) € U,(C) if A € u,(C), the real space
of skew hermitian matrices, i.e. the transpose of the complex conjugate
matrix has the property A' = —A. Recall that all elements of U,(C) are
diagonalizable and the eigenvalues have modulus 1. Now let Tg C M, (R)
be the space of diagonal real matrices, then iTg C u,(C) and exp : iTp —
U,(C) is surjective onto the subgroup of diagonal matrices in U, (C). By
conjugation, it follows that exp : u,,(C) — U,(C) is surjective. One shows as
above:
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Theorem 2.3.2 The exponential map

exp : u,(C) = U,(C), A exp(4) = Z %Ai
i>0

15 a surjective, continuously differentiable map, and it is a diffeomorphism
in a neighborhood of 0, with log as inverse map around 1.



Chapter 3

Lie groups and Loop groups

3.1 Lie groups: basics and examples

Recall that a Lie group is a pair (G, u) where G is a smooth (complex or
real) manifold and p : G x G — G is a smooth mapping which gives G
the structure of a group (see Definition 2.1.5). The tangent space TyG is
referred to as the Lie algebra of G. In other words, GG is at the same time a
smooth manifold and a group, and these two structures are compatible, i.e.
the product map and the inversion are smooth maps.

Example 3.1.1 The first example we have in mind is GL,(C), which, as
an open subset of a complex vector space is a smooth complex manifold.
The multiplication is a polynomial map and hence smooth. The determi-
nant is (on GL,(C)) a nowhere vanishing holomorphic function and hence
S0 is ﬁ, which implies that the inversion g — ¢~! is a holomorphic map of
GL,(C) into itself. The Lie algebra of GL,(C) is M,(C). Note that this is
a complex vector space, and, in particular, we see directly that this space is
a complex Lie algebra in the sense of section 1.4. (See Example 2.1.1 and

Example 2.2.4.)

Example 3.1.2 The second example we have in mind is the unitary group
Un(C). The multiplication is a polynomial map and hence smooth. The
inverse map is the map g — g7 which is obviously a smooth map. The Lie
algebra is u,(C), the space of skew hermitian matrices, i.e. the transpose of
the complex conjugate matrix has the property A = —A, and, in particular,
we see directly that this space is a real Lie algebra in the sense of section 1.4.
(See Example 2.1.4 and Exercise 2.2.1.)

29
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Complexification: The group GL,(C) is often referred to as a complexi-
fication of the compact group U, (C). The background is the following: the
group U, (C) is a smooth (real) manifold with Lie algebra u,(C), which is a
real vector space. Note that u,(C) C M, (C) is just a real subspace. Indeed,
it is a subspace with quite a special property:

My, (C) = 1, (C) @ i(u, (C)),

or, to state it in a more fancy way: the inclusion u,(C) C M, (C) induces an
isomorphism

1,(C) ®g C — M,(C).

In general (this is a simplified description), having a connected complex Lie
group G with complex Lie algebra g and a real connected Lie group H C G
with Lie algebra b, one says that G is a complexification of H if the inclusion
h C g of h as a real subspace of g provides a decomposition g = h @ ih (or,
in terms of field extensions, an isomorphism h ®g C — g). The inclusions
U,(C) € GL,(C) on the level of groups and u,(C) C M,(C) on the level of
Lie algebras is an example of such an instance.

3.2 Loop groups

3.2.1 Introduction

We would like to make the groups L*°G and 2°°G into “infinite dimensional”
Lie groups in a similar way, and to get the loop groups L*GL,(C) and
L>*U,(C) connected in a similar way, meaning one is the complexification of
the other. To do so, we have to make a short excursion into the theory of
infinite dimensional manifolds.

In the finite dimensional case, the role model for a manifold is an open
subset in some finite dimensional complex respectively real vector space.
The finite dimensional vector space will be replaced by a complete separable
metrizable topological vector space E. Here metrizable means the topology is
induced by a metric, complete means that every Cauchy sequence converges
to an element in F, separable means that E contains a countable, dense
subset.
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3.2.2 The role model

In our case, E is the vector space L>°g, where g = M,,(C) or g = u,,(C). We
think of the circle S as consisting interchangeably of real numbers # modulo
27 or as complex numbers z = expif € S* of modulus one.

9¢

If $ € E is a loop with matrix entries (¢;;);;, then its derivative 77 is

again a matrix, the entries being (%)m. The same holds for the higher

derivatives. So for ¢ € E, ¢ : St — M, (C), all its derivatives of all orders
(recall that ¢ is smooth) provide again maps % : ST — M,(C).

We endow E with the topology of uniform convergence, meaning that
a sequence {¢;}iey C F is a Cauchy sequence if the maps ¢; as well as

all their derivatives {¢§") = %}ZEN of all orders n are uniformly conver-

gent sequences of maps on the circle. The condition on the ¢; implies that
¢ = lim;, ¢; is a continuous loop (because the ¢; converge uniformly).
The condition on the derivations ag;m implies that they converge uniformly
towards %. In particular, it turns out that ¢ € FE, implying that £ is
complete with respect to this topology.

To translate these ideas a bit more precisely into a metric on F, we fix

on M, (C) as norm the Frobenius norm: for A = (a;;)1<; j<n We set

1Allp =/ (r(ATA) = | > ai? (3.1)
1<4,j<n
Given a smooth loop v € F, set
[V[lso := sup [[7(2) |- (3.2)
zeS!t

Now uniform convergence for a sequence {¢;};en of loops means that for all
€ > 0 there exists an N € N such that ||¢; — ¢;]|« < € for all 4,5 > N. To
ensure that all the derivations converge uniformly too, we need an additional
function f(s) := == for s € Rso. We define a metric on E as follows: given

s+1
two loops v and ¢, we define as the distance between the two loops

1
d(7,0) = Iy = dlloo + ) i (17® = 6¥]l)

k>1

This defines a metric on L>®g: since 0 < f(||[y* — ¢*||) < 1 for all k£ and
all v,¢ € E, d(v,¢) is a non-negative real number by definition. Further,
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d(v, ¢) is obviously definite and symmetric, and the triangle inequality holds.
Indeed, suppose we have three loops v, ¢,d. Since f is increasing on Rxg, we
get

d(v,¢) = 7= 8lloe + X1 3 IV = 6P l)
< v = lloo + 110 = Bl

+ 2 ks1 ar (FUIT® = 0W e + [16W) — 69 ))
< v = dlloo + 116 = lloo

+ o1 e (U = 0@ le) + £(10W = 6®]|oc))

= d(v,9)+d(0,¢).

To justify the last inequality, recall that f is increasing, so for a,b € R>( we
have

fla+0b) < flab+a+D) —btanb.

avratoit = a1 s = S(@) TS 0).

Now suppose {¢;}ien is a sequence of loops such that the maps ¢; as well
as all their derivatives {agai}ieN of all orders n are uniformly convergent

sequences. Given € > 0, fix N such that }_, 2—118 < g, and let N' > N be

such that for all 7,7 > N" and all 0 < k£ < N’ we have H% - %Hm < i
It follows that for all 4, 7 > N’ one has

8k ; 8k .
d(di,0) = i — Dilloo + Dpor 3 S (1552 — S lso)
Nl
< %6(21@1 35) + 2 po s 36 < €.

So this gives a reformulation of the uniform convergence of the loops and
their derivatives in terms of the metric. Vice versa, suppose {¢;}ien is a
Cauchy sequence with respect to d(-,-). Fix k € N, then for all 1 > € > 0
there exists an N € N such that d(¢;, ¢;) < 5 for all 4,5 > N and hence

A\

IA

1
A(61,85) = 165 = B3lloo + > 55 £ (1610 = 6 ll) < 57

0>1

Since all summands are non-negative, it follows that 5 f (ngﬁz( ) ¢§ )HOO) <
zi7r and hence f(H@(k) - ¢§k)Hoo) < 5. Since 1 > € > 0, one gets Vi, j > N:

k k
16t — ¢!l
k k
6 — 6|0 + 1

€ (k) (%) €
< - & \ Mo <

< €.
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So the convergence with respect to d(-, -) implies uniform convergence for the
loops and all their derivatives. So the topology is the one induced by the
metric.

It remains to comment on the fact that E is separable, but this is an
immediate consequence of the Stone-Weierstrafy approximation theorem (ap-
proximation by Fourier series with rational coefficients).

Remark 3.2.1 One could try to make E into a Banach space. To do so,
we need to define a norm on E. Given a metric on a vector space, the usual
trick to define a norm ||¢||4 of an element as the distance of the element from
the origin of the ambient vector space:

[6]la := d(¢,0).

But if « is a real number, then, in general, for the metric we have choosen
one gets [|ao|la # |al||¢|la because f is not homogeneous. In fact, one can
show that it is impossible to make the space E of smooth loops into a Banach
space.

Before we come to the loop group:

3.2.3 First some generalities

A possibly infinite dimensional manifold X is a paracompact (which means
any cover admits a locally finite refinement) topological space modelled on
some topological vector space. More precisely, this means that X admits an
atlas of open set {U,}, and each U, is homeomorphic ¢, : U, — E, to some
open subset E, C E, E a topological vector space. In the following we will
always assume that E is separable, metrizable and complete. The transition
functions

ba(Ua NUs) =% Uy N U5 =% ¢5(Us N Us)

are supposed to be smooth, i.e. infinitely differentiable. Here we use the
following convention: Let U C E be an open subset and let f : U — E be a
map. Then ¢ is called continuously differentiable on U if the limit

D) = iy HE )=S0

exists for all w € U and v € E and is continuous as a map

Df:UxE — E.
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The second derivative is the map

Df:UxExE—FE

defined by D?f(u;v,w) := lim Df(“”w”;)_Df(um (if this limit exists), and so
on.

If F is a complex vector space and the transition functions are holomor-
phic (i.e. smooth and Df : U x E — FE is complex linear in the second
variable), then X is called a complex manifold.

As in the classical finite dimensional case, a possibly infinite dimensional
Lie group I' is a smooth manifold such that the group law I' x I' — I" and
the inversion I' — I" are given by smooth maps.

3.2.4 L@ as a topological group

We make L*°G first into a topological space by endowing it with the topology
of uniform convergence. Another way of viewing the topology is by using the
embedding of G C M, (C). In this way we may view L>*G as a subset of
LM, (C). Now the latter is a metrizable space, the topology induced by the
metric is the topology of uniform convergence on LM, (C), and we take the
induced topology on L>®G. Recall that we have a metric on L>®M,(C), so
L>*M,(C) is a Hausdorff space, and hence, as a subspace, L*G is Hausdorff
too, and so is LG x L>®G. So to prove that that L*G x LG — L*G
is continuous at (¢,), it is sufficient to show that for all sequences (¢;);en
and (1;);en such that lim; ., ¢; = ¢ respectively lim; o, ¥; = 1 we have
lim;_, @;1; = @1 in the topology of uniform convergence on L*G defined
above. We get for the /-th derivative:

¢1) 9
7), (=3 t 7))y (n—3
Yol = (i () eve
) (¢l(j)wi(n—j) _ ngj)'ll)(nij) + gbl(j)qz}(n*j) — Qs(j)@b(”*j))noo
(

16 loollf™ 7 = ™D loo + 167 = 9o 4"~ e

| (psws)®
= I3

IA
i
Il
o
~ S S
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Now ( 5 ), ||¢§j)||oo and ||¢(" 7|, are fixed constants, so for every e > 0
and 0 < j < ¢ we can find an integer M (¢, j) such that for all i > M (¢, j):

€

(5 ) 1ozt 4 1)

J

169 — 6| <

and
€

(5 )16zt 4 1)
Now set M (¢) = max{M(¢,j) | 0 < j < ¢}, then

(i) — (6) 9] < €

[ — =, <

for all ¢ > M (). This implies the desired property of uniform convergence
for the sequence (¢;1););en and all its derivatives. We leave the proof that the
inversion is a homeomorphism to the reader.

3.2.5 L@ as a Lie group

Let us first look at the classical case. We know G is a Lie group and hence has
an atlas, i.e. there exists a collection of open subsets {(U,, ¢o)} covering G,
together with maps ¢, : U, — R? which are homeomorphisms onto an open
subset, and which satisfy the transition condition that ¢z o ¢! is smooth
(wherever it is defined). Let us try to construct an such an atlas in an explicit
way, and then to copy the construction to the loop group.

We have seen that there exist open neighborhoods Uy C g (of the origin)
and Uy C G (of the identity) such that the exponential map exp : Uy — Uj
is a homeomorphism (in fact, it is a diffeomorphism), having the logarithm
log : Uy — Uy as inverse map.

So the first open subset of our atlas is Uy with ¢1 = log as homeomor-
phism. G is a Lie group, so multiplication by an element from the right or
the left induces a homeomorphism from G into itself. It follows that for every
g, the set Uy := {ug | u € Uz}, is an open subset of G, it is in fact an open
neighborhood of the element g in (G, and we have a homeomorphism

¢y : U, — Uy C g, v log(vg™).
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So it follows that the collection {(U,, ¢,) | g € G} is a good candidate for
an atlas. It remains to check that the transition maps ¢, o (b;l are smooth
maps from ¢, (U, NU,) to ¢ (U, NUy). But we have for ¢, 06, " the following
explicit description:

Uo Uo
U U
log(Uy N Upg-1) 2BUp N Upg1 s U, N UL Uy N Ugp1'% log(Ug N Uy,-1)
| I
(rbg(Ug N Uh) ¢h(U9 N Uh)

We see that the transition map is a combination of diffeomorphisms: exp, log
and linear maps like multiplying with an invertible matrix.

To copy this approach, the first object we need is a replacement of the
open neighborhood U, C g by an open neighborhood U, C L*>g.

Our candidate is to replace Uy in this setting by Uy = L>(S*, Uy) C L*g,
the set of smooth maps from S* into Uy. We want to show that U, is an open
neighborhood of 0 (= the constant zero map) in L*>g.

Indeed, 0 € Uy, and let ¢ € Uy, so Im ¢ C Uy. We claim there exists an
e > 0 such that

Upe={9€0|llg—pllr<e} CUs Vp€lmo C .

Suppose such an € does not exist, then one could define a sequence of points
in the image {p, | n € N} C Im¢ such that Up,» & Up for all n > 0.
By replacing the sequence by a convergent subsequence if necessary, we may
assume that lim,, .., p, = p exists. But this would imply that p € Im ¢ but p
has no open neighborhood contained in Uy, which is not possible. It follows
there exists an € > 0 such that U, C U, for all p € Im ¢, and hence the open
subset

Upe = {T € L=(S", ) | d(T,¢) < e} C U,

is contained in Uy and is an open neighborhood for ¢, and thus U, is open.

By Theorem 2.3.1 respectively Theorem 2.3.2, there exists an open neigh-
borhood Uy of T in G which is diffeomorphic to an open neighborhood Uy of
0 in g. Then Uy = L>(S*,Up) is an open neighbourhood of 0 in L>g, and
the exponential map gives a map

exp : Uy = LO(SY, Up) — Uy = L=(S", Uy), (3.3)
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with log as inverse map. Since exp : g — G is a diffeomorphism around 0
respectively 1, a sequence of maps {¢;};en contained in Uy is uniform con-
vergent if and only if the sequence {exp ¢;}jen C Uy is uniform convergent.
It follows that (3.3) is a homeomorphism.

We use these open sets to define an atlas: given ¢ € L*°G and Uy a
neighborhood of 1 as above, define Uy = Uy - ¢, this is again a subset home-
omorphic Uy. The collection {Up}ser~c defines a covering of LG of open
neighborhoods, each of them homeomorphic to U;. We leave it as an exercise
to show that the transfer maps are smooth respectively holomorphic.

Exercise 3.2.1 Show that the atlas {Uy }sc ¢ makes LG into a Lie group.

We have seen that the exponential map exp : g — G is surjective for G =
GL,(C)and G = U,(C). This does not hold necessarily for the corresponding
loop groups.

Example 3.2.1 Consider the map
1 z 0
(b . S % UQ((C), z H —1
0 z
Suppose ¢ = exp ¥ for some ¥ € L®(S! uy(C)), so

U(2)¢(z) = W(z)(exp ¥(z)) = (exp U(2))¥(2) = ¢(2)¥(2),

and hence ¢(z) and ¥(z) commute for all z. But this implies that ¥(z) is
a diagonal matrix for all = € S'. Now there exist no smooth real valued
function f on the circle such that exp(if(z)) = z for all all z € S.

Tangent vectors and vector fields can be defined as in the finite dimensional
case, correspondingly the Lie algebra of a Lie group will be, as in the finite
dimensional case, defined as the tangent space at 1. So in our case, not
surprisingly, we refer to L>(S!, g) as the Lie algebra of L*G. Note that, as
in the finite dimensional case, a neighborhood of 0 in the Lie algebra serves
as the model for a neighborhood in the Lie group.
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Chapter 4

The algebraic case

4.1 Affine varieties

We recall some basic notions from algebraic geometry over the complex
numbers. In the following V' is always the complex vector space C", and
ClV] =C[xy,...,x,) is the algebra of polynomial functions on V.

The main object of affine algebraic geometry is the common set of zeros
of some subset S C C[V], we denote this set by V(S):

V(S)={veV|flv)=0VfeS}

One can reduce the description of such a set always to a finite set as follows.
First, given a subset S C C[V], let I(S) C C[V] be the ideal generated by S:

I(S) :{feC[V] | Elfla"wf?’ ES; qi,---,4r E(C[V] f:Zszz}

Then we have obviously: V(S) = V(I(S)). The algebra C[V] is noetherian,
so every ideal is finitely generated, and we can find a finite set of polynomials
{hy,...,hs} C S (exercise!) such that

V(S) = V({h1,.... k).

In the following, most of the time we will start with an ideal I and look at
its common set of zeros X = V(I). The reason why this seems to be the
right language (compared to starting with a finite set of polynomials) is the
following. Let now Z C V be a subset and set

I(X) = {f € C[V] | f(z) = 0¥z € 2},

39
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then Z(X) is an ideal in C[V]. Now starting with an ideal I and looking at
its common zero set Z = V(I), it is natural to ask how [ and Z(Z) = Z(V(I))
are connected. Recall that the radical of an ideal I C C[V] is the ideal

VI={feCV]|3Im>1:f"el}

We have obviously I € +I C Z(V(I)), and I is called a radical ideal if
I C V/I. We present the following without proof:

Theorem 4.1.1 (Hilbert’s Nullstellensatz) /I = Z(V(I))

This tells us also something about the existence of a common set of zeros,
the following is an immediate consequence of Hilbert’s theorem.

Corollary 4.1.1 V(I) = ) < 1 = C[V].

A map ¥ : C" — C™ is called a polynomial map if there exist polynomials
D1y, Pm € Clxy, ..., 2,] such that ¥(v) = (p1(v), ..., pm(v)).

The descriptive version of a definition of affine varieties and morphisms
between them is the following:

Definition 4.1.1 A subset X C C" is called an affine variety if there exists
an ideal I C C[V] such that X = V(I). The coordinte ring of X is the
algebra C[X] := C[V]/VI = C[V]/Z(X).

Example 4.1.1 The group SL,(C) of complex n x n matrices with deter-
minant one is an example for an affine variety:

SL,(C) = {A € M,(C) | det A—1 = 0}.

Definition 4.1.2 A morphism between two affine varieties X C C™ and
Y CC"isamap ¢ : X — Y which can be extended to a polynomial map
¢ : C* — C™ such that ¢|x = ¢.

Proposition 4.1.1 A morphism ¢ : X — Y between two affine varieties
X CC" and Y C C™ induces an algebra homomorphism ¢* : C|Y| — C[X]
defined by f — f o ¢.
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Proof. 'The poynomial map ¢ : C* — C™ induces via f — f o ¢ an algebra
homomorphism Clyy, ..., ym] = Clz1, ..., 2,]. Indeed, if ¢ is given by v —
(fi(v),..., fm(v)), then the map ¢* is the unique algebra homomorphism
that sends y; to f;. By combining the latter map with the quotient map
Clxy, ..., z,] — C[X], which means nothing but restricting the function to

X, we get an algebra homomorphism

¢*|x : Clyr, - . ., Ym] — C[X].

Now if f € Z(Y), then (&*|x () (w) = f(d(u)) = 0 for all u € X because
o(u) = ¢(u) € Y. Hence Z(Y) C ker ¢*|x, and we get an induced algebra
homomorphism

¢ :C[Y] = C[X], fe foo.

Definition 4.1.3 An affine algebraic group G is an affine variety, which at
the same time is a group and the maps

GxG—=-G and G-—=ddG
(g.h) — gh g—gt

are morphisms of affine varieties.

Example 4.1.2 The group SL,(C) of complex n x n matrices with deter-
minant one is an example for an affine algebraic group:
The group multiplication is induced by the matrix product:

M,(C) x M,(C) — M,(C)
U U U
SL,(C) x SL.(C) — SL,(C),

and the matrix multiplication is a polynomial map:

n
<($z@j)1§z’,j§m (3/M)1§k,12gn> — <(Z sz',jyj,E))
j=1

For the calculation of the inverse recall the definition of the adjugate matrix.
Given a matrix A € M,,(C), let A; ; be the (n — 1) x (n — 1) matrix obtained

1<i0<n
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from A by deleting the i-th row and j-th column, and let m;; = det A, ;.
The cofactor matrix is the matrix

C = (Ci,j)lgi,jgn where Ci,j = (—l)i“mm-

and the adjugate matrix A" is the transpose of C: A" := CT. Recall that

A- AT = (det AT, so for A € SL,(C) we have A~! = AT. It follows that the
map sending a matrix to its adjugate matrix

U U
SL,(C) — SL,(C) g — g

is a polynomial map which is a lift to M,,(C) of the inverse map on SL,(C).

The example shows that in general it seems rather awkward to work with
this definition of an affine variety because everything seems to depend on the
embedding X C C™ and the lucky choice of a lift ¢ : C* — C™ for a map
¢: X — Y. A first hint that this is not the case is given by the fact that the
reverse direction of Proposition 4.1.1 holds too:

Proposition 4.1.2 Let X C C" and Y C C™ be two affine varieties. If
U : ClY] — C[X] is an algebra homomorphism, then there exists a unique
morphism ¢ : X — 'Y such that ¢* = V.

Proof. Let ¥ : C[Y] — C[X] be an algebra homomorphism and de-
note by ¥ : Clyi,...,ym] — C[X] the composition of the quotient map
Clyi, -, ym] — C[Y] with ¥. Fix polynomials fi,..., frn € Clxy,...,z,)
such that f; = W'(y;) mod Z(X). We get an induced algebra homomor-
phism

T :Clyr, .- Ym] = Clwy,...,x,]  defined by U(y;) = f;.
We can use these polynomials also to define a morphism

p:C" = C™ v (fi(v), ..., fm(v)).

We have obviously gE*(yj) =f; = \i/(yj) and hence ¢* = U. Suppose now
h € Z(Y) and v € C", then

h(6(v) = (ho 6)(v) = (¢"(h))(v) = (¥ (h))(v).
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In particular, if v € X, then

h(é(v)) = (T(h))(v) = (¥'(h))(v) =0

because W'(h) = 0 (recall, ¥ : Clyi,...,ym| — C[X] is the composition of
the quotient map Cly, ..., ¥m] — C[Y] with ¥). It follows that ¢(X) C Y
and hence we get an induced map ¢ = ¢|x:

¢: X —Y such that ¢* = V.

Comparing the proof above with the one of Proposition 4.1.1, we see that
the two are inverse to each other. °

Corollary 4.1.2 Two affine varieties X and Y are isomorphic to each other
if and only if C[X] and C[Y] are isomorphic to each other as algebras.

This suggests that all informations about an affine variety can be recovered
from the coordinate ring C[X]. Before we start to explore this further, note
the following consequence of Hilbert’s Theorem:

Proposition 4.1.3 FEvery mazimal ideal J in Clxq,...,x,] is of the form
Ju = (1 — Uy, T3 — Ugy ..., Ty — Up) for a unique u = (uq,...,u,) € C".
In addition, J, can be described as J, = Z(u), the ideal of all polynomials
vanishing in .

Proof.  Given a point u € C", let uw = (uq,...,u,) be its coordinates and
let J, C Clxy,...,z,] be the ideal generated by the set of functions x; — u;,
1=1,...,n:

Jy = (T1 — U1, To — Uy ..., Ty — Up).

We have V(J,) = u, and, in addition, J, is a maximal ideal. Indeed, since
V(J,) # 0, we know that J, is a proper ideal. Clearly, the direct sum of
subspaces W := C-1@® J, C Clxy,...,x,] contains for all i the constant
function u; and the linear function z; — u;, and hence zq,...,z, € W, and
hence for all ¢, j we have wu;, u;x;, ujx; and (z; — u;)(z; — u;) are elements
of W, which implies that x;x; € W for all 7, j, and so on. By induction we
see W:=C-1® J, = Clxy,...,z,| and hence Clxy,...,z,]/J, =~ C, which
implies the ideal is maximal. It follows by Hilbert’s Nullstellensatz and the
maximality of the ideal:

Ju=Ju=IV() = Z(u)
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Now, vice versa, let J C C[zy, ..., z,] be a maximal ideal and set X = V(J).
Now J is maximal and hence proper and radical, so by Corollary 4.1.1 we
have X # (). Let u € X, then (recall that J is maximal and hence a radical
ideal)

J.=Z(w) DI(X)=Z(V(J) =VJ=J

which, by the maximality of J implies J = J,. °
We reformulate the result as follows:

Corollary 4.1.3 Let Mspec (Clxy,...,x,]) be the set of all mazimal ideals
in Clxq,...,x,). The maps

C™ +— Mspec (Clxy,...,z,])
u = Z(u)
V() <« J

induce bijections between points in C" and elements of Mspec (Clz1, ..., z,]).

So instead of talking of points in C" we can also talk about maximal ideals
in Clxy,...,z,]. This correspondence points versus mazimal ideals extends
to the case of affine varieties.

Definition 4.1.4 Let X C C" be an affine variety with coordinate ring
C[X]. For a subset Y C X let Zx(Y') be the ideal

{feClX]| fly) =0y eY},
and for an ideal J C C[X] let Vx(J) ={u e X | f(u) =0Vf € J}.

Proposition 4.1.4 Let X C C" be an affine variety. Denote by Mspec (C[X])
the set of all mazimal ideals in the algebra C[X]|. The maps

X <— Mspec(C[X])
u = Ix(u)

induce bijections between points in C" and elements of Mspec (Clz1, ..., z,]).

Proof.  Given a point u € X C C", let u = (uy, ..., u,) be its coordinates
and let J, C Clxy,...,z,] be the maximal ideal (see Proposition 4.1.3)

Ju: <$1-U1,$2-U2,...,$n—un>.
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Let I =Z(X) C Clzy, ..., x,] be the vanishing ideal for X. Since u € X, we

have I C J,, let
Ju=J/I CC[X]=Clxy,...,2,]/1

be the corresponding ideal (for surjective ring homomorphisms the image of
an ideal is an ideal), which is a maximal ideal because

C[X]/Jy =~ (Clzy, ..., 25 /1)/(Ju/I) = Clzy, ..., x,]/Jy ~ C.

By construction, J, := {f € C[X] | f(u) =0} = Zx(u).

Vice versa, let J € Mspec (C[X]) and denote by J C Clzy,...,x,]
the ideal obtained as preimage with respect to the surjective natural map
Clz1,...,zn] = Clz1,...,2,]/I. Then J is a maximal ideal in Clzy, ..., z,)
(same argument as above), and, by Proposition 4.1.3, V(J) = u is just a
point. Since I C J we have in addition v € X, and hence

u={veC"|flv)=0VfecJ}={veX|flv)=0VfecJ=Vx(J]).
Now as in the C" case, the two constructions are inverse to each other. e

Remark 4.1.1 Bijective morphisms are in general not isomorphisms. As an
example consider X = C with coordinate ring C[x] and

Y = {(u,v) € C* | u® —v* = 0}.

with coordinate ring Clu,v]/(u? — v3) (Exercise: prove that the ideal is a

radical ideal!) The map
a3
X —C* aw < ) )
a

is polynomial and hence a morphism, and since (a)?— (a?)® = 0 for all a € C
we get in fact a morphism

3
p: X =Y a~—>(z2).

The map is injective since we can recover a from ¢(a): a = Z—z To show that
it is surjective fix an element (r,t) € Y and set a = 7 for ¢t # 0 and set a = 0
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for t = 0. Now (r,t) € Y, so we know r? — 3 = 0 and hence r* = 3. It
follows for ¢ # 0:
3 2 2
a3:Z—3:r and a2:Z—2:t%:t,
and for t = 0 we have of course r = 0 and a = 0, so the equalities r = a® and
t = a® hold for all (r,t) € Y. Hence the map is surjective too.

So ¢ is a bijective morphism. But ¢ is not an isomorphism. To prove
this, consider the subalgebra C[¢?, ¢°] C Clg]. We have a natural map ¥ :
Clu,v] — Clg¢?, ¢*] defined by sending u to ¢* and v + ¢*. It follows that
U(u? —v3) = ¢% — ¢® = 0, and hence we get an induced surjective morphism
(Exercise: show that this is an isomorphism):

¥ ClY] — Cl¢? ¢*

Now the algebra C[q?, ¢°] needs obviously at least two generators, and so
does the algebra C[Y]. It follows that the latter can not be isomorphic to
Clz], and hence X and Y can not be isomorphic.

This bijection in Proposition 4.1.4 between points and maximal ideals leads
to the following approach:

Definition 4.1.5 An affine variety X is the set Mspec R of maximal ideals in
a finitely generated algebra R over C, which contains no non-trivial nilpotent
elements (i.e. if f € R and f* = 0 for some k, then f = 0). We write
X = Mspec R. The coordinate ring of X is the algebra R.

Definition 4.1.6 Let X and Y be two affine varieties in the sense of Defi-
nition 4.1.5. A morphism between X and Y is a map

¢: X =Mspec R — Y = MspecQ

induced by an algebra homomorphism ¢* : ) — R. The map ¢ sends a
maximal ideal J € X = Mspec R to the maximal ideal J' = (¢*)7}(J) €
Y = Mspec Q.

Remark 4.1.2 Let R and @ be finitely generated algebras over C and let
¢* : @ — R be an algebra homomorphism (sending 1 to 1). If I C R is an
ideal, then (¢*)"'(I) = {f € Q | ¢*(f) € I} is an ideal: as the preimage
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of a subgroup, (¢*)~!(I) is a subgroup of Q. Further, if ¢ € (¢*)~!(I) and
q € Q, then ¢*(¢q') = ¢*(q)¢*(¢') € I because I is an ideal and ¢*(q) € I
by assumption. So q¢' € (¢*)~*(I), which implies (¢*)~'(I) is an ideal. Note
that 1 € (¢*)~ (1) implies 1 € I and vice versa, so I is a proper ideal if and
only if (¢*)~(I) is a proper ideal.

Suppose I C R is a maximal ideal, which is equivalent to say R/I ~ C.
The map ¢* : Q — R induces a map ¢* : Q — R/I. Since ¢(1) = 1 and
1 ¢ I, the map ¢* is surjective, with kernel (¢*)~'(I), so Q/(¢*)"}(I) ~ C
and hence (¢*)~!(I) is a maximal ideal.

To reconcile the intuition provided by the Definitions 4.1.1/4.1.2 with
the Definitions 4.1.5/4.1.6 let us try to explain how to translate one into the
other.

(I) Definition 4.1.1—Definition 4.1.5. Given an affine variety X C C"
according to Definition 4.1.1, its coordinate ring R = Clzy, ..., z,]/Z(X) is
finitely generated (indeed, it is generated by the images of x1,...,z, in R).
Now Z(X) is a radical ideal (Hilbert Nullstellensatz) and hence R has no
non-trivial nilpotent elements: indeed, let f € R and let f € Clay,...,z,]
be a representative. Then (f)* = 0 in R means f* € Z(X), but this implies
already f € Z(X) and hence f = 0 in R. So an affine variety in the sense
of Definition 4.1.1 provides an algebra R satisfying the conditions in Defini-
tion 4.1.5, and thanks to Proposition 4.1.4 we can identify the points in X
with the points in Mspec C[X].

(IT) Definition 4.1.5 — Definition 4.1.1. Given a finitely generated al-
gebra R as in Definition 4.1.5, fix a set of generators, say fi,...,f.. Let
Y : Clxy,...,z;] = R be the map that sends x; to the generators f;. This
is an algebra homomorphism, it is surjective, the kernel is an ideal, and
R ~ C[xy,...,z,]/Kert. Since R contains no non-trivial nilpotent elements,
Ker is a radical ideal. Set Xgp = V(Kervy) C C", then Xg is an affine
variety in the sense of Definition 4.1.1, with coordinate ring isomorphic to
R. And, thanks to Proposition 4.1.4, we can identify the points in X with
the points in Mspec R.

As a next step we have to compare the notion of a morphism in Defini-
tion 4.1.2 with the concept in Definition 4.1.6.

(III) Definition 4.1.2—Definition 4.1.6. Suppose we are given affine va-
rieties X C C" and Y C C™, and a map ¢ : X — Y which can be extended
to a polynomial map ¢ : C* — C™ such that ¢|x = ¢. By Proposition 4.1.1
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we know that we get an induced algebra homomorphism
¢ :ClY] - C[X], fr foo.

Let u € X and set v = ¢(u). Denote by J, C C[X] the corresponding
maximal ideal, we want to understand the induced map

¢ : Mspec(C[X]) — Mspec(C[Y])

sending a maximal ideal .J, C C[X] to the maximal ideal J' := (¢*)~*(J,) C
C[Y]. Now

fel' ¢ (f)eue (fod)(u) =06 f(du) =0& f € Jyw,

which implies that ¢ : X — Y and ¢ : Mspec(C[X]) — Mspec(C[Y]) are, in
view of (I) and (II), the same maps, up to a slight difference in the notation:

o(u) =y & ¢(J.) = J,.

(IV) Definition 4.1.6 +— Definition 4.1.2. Vice versa, suppose we are
given two finitely generated algebras R and @), both having no non-trivial
nilpotent elements, and we are given an algebra homomorphism ¥ : @) — R.
Let X C C" and Y C C* be corresponding affine varieties as in (II), then
C[X] ~ R and C[Y] =~ Q. Now by Proposition 4.1.2, there exists a morphism
of affine varieties ¢ : X — Y such that ¢* = W.

We want to compare ¢ with the induced map

U : Mspec(C[X]) — Mspec(C[Y])

sending a maximal ideal J, C C[X] to the maximal ideal J' := ¥~1(J,) C
C[Y]. Now

fel eu(f)ed, o ¢"(f) € Jus (fop)(u) =0< f(Pp(w) =0& f € Jyuw),

and hence B
o(u) =y = V(L) =J,.

(V) functions versus functions. In Definition 4.1.1 it is obvious what the
coordinate ring means: this are functions on X coming as restrictions from
polynomial functions on the ambient space C".
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In the Definition 4.1.5 the meaning of the coordinate ring as functions on
Mspec R is a priori not so obvious, but we will see that it is indeed the same
as above. So let R and Xy be as in (II). Let J, € Mspec R be a maximal
ideal corresponding a point u € Xpg (by Proposition 4.1.4). Given f € R,
we have to define what we mean by f(J,). Now J, is a maximal ideal, so
R/J, is isomorphic to C. This isomorphism is an algebra homomorphism, in
particular it sends the class “1” of 1 € R to the “1” in C. So the isomorphism
is completely fixed, and the class f of f in R/.J, = C is a well defined complex
number.

Now we have a well defined algebra homomorphism ev, : R = C[Xg] —
C, it is the evaluation in w: given a function g € R = C[XEg], g(u) is a
complex number. The kernel of this map in .J,, which gives us hence an
induced map ev, : R/J, — C. This map is an algebra homomorphism, it
sends 1 to 1, and hence has to be the same as above. It follows:

flu)=finC=R/J,.
In the following we will often freely jump between these various
points of view of an affine variety, its functions and the morphisms
between them.

4.2 LGL,(C) as algebraic ind-group

We want to endow the algebraic loop group LG L, (C) with the structure of
an affine variety, or, more precisely, a generalized version of an affine variety.

The following is only a quasi-example because we haven’t introduced all
necessary tools yet. But it should to show how the algebraic geometric lan-
guage connects with the theory of loop groups.

We have seen that L*GL,(C) = GL,(C[t,t7]), the group of invertible
matrices (over C[t,#7!]) with entries in the algebra of Laurent polynomials.

For d > 0 let C[t,t7]4 be the subset of Laurent polynomials of the form
p(t) = a_qt @+ ... + aqt?, where a_g,...,aq € C. This is a complex vector
space of dimension 2d + 1.

Correspondingly let M, (C[t,t7!];) be the vector space of n X n-matrices,
with entries in C[t,t7!]4. This is a vector space of dimension n?(2d + 1).
If A e M,(C[t,t7']4), then the determinant of such a matrix is a Laurent
polynomial of the form

det A = fan (A" + franar (A" + 0+ fo(A) + .. 4 fant™,



20

where f_gn,..., fan € C[M,(CJt,t7'],)] are polynomial functions on this
n?(2d + 1)-dimensional vector space. Note that if

A€ M,(C[t,t™Y4) N GL,(C[t, t7Y]),

then det A = at™ for some —dn < m < dm and a € C*. For —dn < ¢ < dn
let

GLn(C[t, D = {A € Mu(C[t,t7']a) | fo(A) # 0, f(A) = OV # (}.

So up to the fact that we assume one function to be nonzero, this looks
like a perfect affine variety. We will look into this problem with a non-
vanishing function soon (see the section about G'L,(C)), so let us assume for
the moment that the above is an affine variety.

The union of a finite number of affine varieties is an affine variety (see
section about Zariski topology), SO

G Ln( d_UGL s

is an affine variety. We get hence an increasing sequence of affine varieties:
GL,(C[t,t )1 C GL,(C[t,t )2 C -+ CGL,(C[t,t ' ])a T ---  (4.1)

and
GL(Clt,t")) = | GL.(C[t,t "))
deN
So our group L*GL,(C) of algebraic loops can be described as a union of
affine varieties. In addtion, the filtration in (4.1) has the nice property that
the inclusions

GLA(Clt,t™))a € GL(Clt t )i

are closed embeddings: it is of course injective, it is a morphism in the sense
of affine varieties, and the image is closed (Zariski topology): the image are
exactly those elements in GL,(C[t,t!])41 such that the entries are Laurent
polynomials subject to the additional condition that the coefficient of ¢¢+!
and t~9471 are equal to zero. This means we cut GL,(C[t,t7 )41 with a
finite number of hyperplanes.

Having a filtration with these properties, one says that GL,(C[t,t71])
is an affine ind-variety. The inclusion GL,(C[t,t™'])q C GL,(C[t,t7])ar1

induces (since the image is closed) a surjective morphism

ClGLa(C[t, ™ as1] = CIGLn(Clt,t])dl-



o1

More generally, for all £ > d we get algebra homomorphsims
Tea : C[GL,(Clt, )] = CIGL,(C[t,t™])4]

such that 7y gomgy, = mxp for all k > d > b. The coordinate ring C[GL,,(C[t, t7])]
of this affine ind-variety is defined as the inverse limit

lim C[G L, (CJt, t7])a).

of these algebras. This means that an element in the coordinate ring is a
sequence (fi)ien such that fy € C[GL,(C[t,t7])a] and pra(fi) = fa for all
k>d.

Remark 4.2.1 An example for an inductive limit is the case of C*, the
infinite dimensional vector space with basis B = {eq, s, €3, ...} obtained as
limit by the inclusions

C=Ce; CC?=(e1,e3) CC?®={eg,e9,e3) C...

The inclusions are morphisms of affine varieties, the images are closed sub-
varieties in the Zariski topology, the union is C*, so we get induced algebra
homomorphisms

Clx1] < Clxy, 9] « Clay, x9, 23] < Cloy, 22, T3, 24] < - - -

Let Cl[[z1,z2,...,2q,...]] be the algebra of formal power series in infinitely
many variables. The inverse limit

(C[.Tl, To, .. ] = 1%11@[1’1, To, ... ,.’L’d]
can be identified with a subalgebra of C[[z1, xs, ..., Z4,...]], it can viewed as
a kind of completion of the polynomial ring C[z1,xs,...] in infinitely many

variables. To describe the subalgebra more precisely, for f € C[[z1, z2, .. ]|
and a positive integer k, let fi be the power series obtained by omitting all
monomials in f involving a variable x; for j > k, so fi € Cl[xy,..., x4l
Let pr : Cllz1,29,...,24,...]] = C[[z1,22,...,2x]] be the map defined by
p(f) = fr, the map pm i : Cllxy, 22, ..., 2n]] = Cl[z1, 22, ..., 2] for m >k
is defined in the obvious way. Set

R(COO) = {f S C[[l’l,.ﬁﬂg, ey Ly . ]] ‘ pk(f) S C[l‘l, To, ... ,.Z'd] Vk > 1}



o2

The maps p, are algebra homomorphisms, so one can check directly that
R(C*) is indeed a subalgebra.

Starting with an element f € R(C>), the collection (pi(f))kez., satisfies
the conditions for an element in the inductive limit. So we get an algebra
homomorphism

—

R(COO) — C[{L‘l,xg,...], fl—> (Pk:(f))kez>0-

Vice versa, given (fi)rez.,, the formal power series f := fi+> .., (fi — fi—1)
is an element in R(C>) because py(f) = fi for all k > 1, so this is in fact an
isomorphism. .

Let now v € C*® and f € R(C®) = C[xy,x2,...]. Then the evaluation
f(v) is well defined: v is a finite linear combination of the basis vectors, so
all but a finite number of monomials occurring in f will vanish. Indeed, since
there exists a k such that v € C*, we have f(v) = pr(f)(v).

We can view in the same way the C-vector space M, (C[t,t7']) as an in-

1

ductive limit of the finte dimensional vectors spaces M, (C[t,t7];). Keeping
this in mind, one might think of a function f in C[GL,(CJt,t'])] as the
restriction of an element f € R(M,(C[t,t™']) to GL,(C[t,t7"]).

A morphism between two such affine ind-varieties X = (J,cy Xi, ¥V =

Ujen Yj is amap ¢ : X — Y such that for all i € N there exists a j(i) € N
such that #(X;) C Yj(), and the induced map ¢ : X; — Yj(;) is a morphism
of affine varieties. For example, let us look at the case discussed above: the
inversion GL,(C[t,t7']) — GL,(C[t,t7']), g = g~', can be broken down
into maps between affine varieties. Using the standard argument that g=! =
deltg g', a simple guess about the possible powers of ¢ occurring in the formula
gives that the inversion induces maps of affine varieties

GLo(Clt,t7])g = GLo(Clt, ™)) n-1)a

Now as usual one endows GL, (C[t,t7']) x GL,(C[t,t"']) with the structure
of an affine ind-variety, the filtration given by the affine varieties

GLy(Clt, t ™) X GLn(C[t,t "),
and then one sees that the product map

GL,(C[t,t™"]) x GL,(C[t,t7']) — GL,(C[t,t ']
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breaks down into a sequence of morphisms of affine varieties
GL,(Clt,t " ))a x GL,(C[t,t ' )a — GL,(Clt,t)aa

It follows that the product and the inversion are morphisms of affine ind-
varieties. In such a case the group, which in our case is GL,(C[t,t7]), is
called an algebraic ind-group.

4.3 Zariski topology

We have to fill in some gaps. As a first step we want to see an affine variety
X C C" not with the induced C-topology but with a topology that makes
sense on Mspec R too. This topology is called the Zariski-topology. Let us
first consider the case of an affine variety X C C" embedded in some C™ and
R = C[X]. We keep the notation as in Definition 4.1.4.

Definition 4.3.1 A subset Y C X is called closed if there exists an ideal
J C C[X] such that Y = Vx(J). The subset is called open if it is the
complement of a closed subset.

Remark 4.3.1 We keep the notation as above. Let .J C Clzy, ..., z,] be the
preimage of the ideal J with respect to the natural quotient Clay,. .., x,] —
C[X] induced by the embedding X C C" as affine variety. Since Z(X) C J
we see

V() ={veC" | flv)=0YfeJ}={ve X | flv)=0YfecJ}=Vx(J]).

In particular, a closed subset of X is always an affine variety. This is not
true in general for open subsets.

Exercise 4.3.1 Let a,b,a;,7 € J be ideals in C[X]. Show that:
(i) aCbhb= Vx(a) D) Vx(b)
(i) Mies V(@) = Vx(Xies@)-
(lll) Vx(a) U Vx<b) = Vx(a N b) = Vx(a . b)

The properties (i)—(iii) imply that the subsets of the form Vx () C X fulfill
the axioms of a system of closed subsets of a topology.
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Definition 4.3.2 The topology on X having as closed subsets the sets of
the form Vx(I), I C C[X] ideal, is called the Zariski-topology on X.

Let us now look at the more abstract version, which is essentially the same
(after a second thought). Let R be a finitely generated algebra with no
non-trivial nilpotent elements. Given an ideal I C R, set

Vr(I) = {m € MspecR | I C m}

As in Exercise 4.3.1 one shows that these sets fulfill the axioms of a system
of closed subsets of a topology.

Definition 4.3.3 The topology on Mspec R having as closed subsets the sets
of the form Vg(I), I C R ideal, is called the Zariski-topology on Y.

Now by (I)-(IV) we know that given an algebra R as above, there exists an
embedded affine variety X C C" such that R ~ C[X] and bijections

u = J,=TIx(u)

X <> MspecR, {VX(J) o J

Lemma 4.3.1 The bijections above respect the Zariski-topology on X and
Mspec R, i.e. the maps in both directions send closed subsets to closed sub-
sets. In other words: these maps are homeomorphisms.

Proof. Let I C R ~ C[X] be an ideal and let u € X be a point with
associated maximal ideal J, C R. Then

ueVx(l) e flu)=0vfelsIcCJ, < J, € V(1)

Exercise 4.3.2 i) Show that a proper subset of C is closed if and only
if it is finite.

it) Show that a morphism between affine varieties is continuous in the
Zariski-topology

The closure of a subset U C X of an affine variety is the intersection of

all closed subsets containing U. Another way of defining the closure is:
U=Vx(Ix(U)).
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Definition 4.3.4 An affine variety Z is called irreducible if Z = X UY with
X, Y C Z closed implies X = Z or Y = Z. By taking the complements, an
equivalent version is the following: Z is called irreducible if the intersection
of any two open subsets is not empty. Another equivalent formulation: X is
irreducible if and only if X = U for every non-empty open subset of X.

Exercise 4.3.3 Prove the equivalence of the three definitions of irreducibil-
ity above.

It is expected that all important properties of an affine variety can be dis-
covered from C[X], so what about irreducibility:

Proposition 4.3.1 An affine variety X is irreducible if an only if C[X]| has
no zero divisors.

Proof. 1f f,g € C[X] — {0} are such that fg =0, then X = Vx(f) UVx(g)
is a decomposition of X into closed subsets, non of which is equal to X, so
X is not irreducible.

Next suppose X = Z; U Zy, where Z; = V(a;) C X are proper closed

subsets and ay, ay are ideals. Let f; € ay, fo € as be non-zero elements, then
fife =0Dbut fi, fo # 0, and hence C[X] has zero divisors. .

Exercise 4.3.4 Let X be an irreducible affine variety and let f,g € [X].
Let U C Z be open and not empty. Show: fly =gl = f =y

The property of being irreducible is stable under morphisms:

Proposition 4.3.2 Let ¢ : X — Y be a morphism between affine varieties.

If X is irreducible, then so is ¢(X) C Y.

Proof. Without loss of generality we may assume M =Y. LetU;,U, CY
be open and not empty subsets. Since ¢ is continuous, ¢~ (U;) and ¢~ (Us)
are open too. The preimages are not empty because U;Ne(X) = 0 & ¢(X) C
compl(U;) < U; N ¢(X) = 0. Tt follows that ¢~ (U;) N~ (Us) # 0 in X,
and hence U; N Uy # (), which implies ¢(X) is irreducible. .

Exercise 4.3.5 Show that O,(C) has at least two irreducible components.
Hint: use Proposition 4.3.2 and the determinant.
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4.4 GL,(C) as an affine algebraic group

To finish the proof in section 4.2, recall that we defined for d > 0 and
—dn < ¢ < dn the subset GL,(C[t,t7])4, as

{A € My(C[t,t]a) | fo(A) # 0, fu(A) = OV k # ¢} (4.2)

and claimed that this is an affine variety. The conditions fi(A) = 0 for k # ¢
look appropriate and have exactly the form demanded in Definition 4.1.1, so
they describe an affine variety, let us call it Z. But the additional condition
fe(A) # 0 describes an open subset in this affine variety Z, and it is not
at all clear why this should be an affine variety. We start with a slight
generalization of Definition 4.1.5.

Definition 4.4.1 A set Z endowed with an algebra of C-valued functions
O(Z) is called an affine variety if there exists an affine variety X C C"
in the sense of Definition 4.1.1 and a bijection ¢ : Z — X such that the
comorphism ¢* : C[X] — O(Z) is an isomorphism (i.e., for all h € C[X]
the function ¢*(h) := h o ¢ is an element in O(Z), and the map ¢* is an
isomorphism of C-algebras).

Remark 4.4.1 Clearly, an affine variety in the sense of Definition 4.1.1 is
affine in the sense of Definition 4.4.1. For an affine variety in the sense of
Definition 4.1.5, the discussion in section 4.1 (I), (IT) constructs the desired
bijection and identification of regular functions.

In the following let X be an irreducible affine variety, which by Proposi-
tion 4.3.1 is equivalent to say that the coordinate ring C[X] has no zero
divisors.

Definition 4.4.2 A quasiaffine variety Y is an open subset Y C X of an
irreducible affine variety, endowed with the induced Zariski topolgy from X.

A special class of quasiaffine varieties are the following.

Definition 4.4.3 A special open subset of an irreducible affine variety X is
a quasiaffine variety obtained as the complement of the vanishing set of an
element f € C[X], i.e.,

Xp={r € X | f(x) #0}.
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Lemma 4.4.1 The special open sets form a basis for the Zariski topology on
X, d.e. if U C X is open, then there exists an f € C[X] such that X; C U.

Proof. Let U C X be open, let V' be its complement and set a := Zx (V).
Let u € U and let J, be the associated maximal ideal. Since u € V' we have
a ¢ J,. So there exists an f € a such that f ¢ J,, and hence by construction
X # 0. Since V- C V((f)) implies VN X; =0, one has X; C U. o

Example 4.4.1 There are three examples one should have in mind through-
out the following: the special open subset GL, (C[t,t™!])4, described above
in (4.2), the group GL,(C), which is the special open subset of M,,(C) where
the determinant does not vanish (the case d = 0), and the quasiaffine variety

C? — {0}.

The functions on X are the elements of C[X], but what should be the func-
tions on a quasiaffine variety Y C X7 We need to introduce the notion of a
regular function on a quasiaffine variety. The approach is the same as always,
we first say what it means for a function f to be regular at a point, and then
f is regular on Y if it is regular everywhere. Let us first recall the notion of
a quotient field.

The algebra C[X] has no zero divisors, let C(X) be its quotient field, it
is the field of rational functions. We have the following rules: every element
in C(X) is of the form § with f,g € C[X]. This description is not unique,
we have

g—g in C(X) < fg=gp inC[X]. (4.3)
One has a natural injective algebra homomorphism ¢ : C[X] — C(X), p — ©.
Without loss of generality, we identify C[X] with its image in C(X).

Definition 4.4.4 A function f on a quasi affine variety ¥ C X is called
reqular at a point p € Y if there exists an open neighborhood U C Y of p
(in the sense of the Zariski topology) and g, h € C[X], such that h vanishes
nowhere on U and f|y = #|y. A function is called reqular on Y if it is
regular at all points of Y. The set of regular functions form in a natural way
an algebra, called the algebra of regular functions, which is denoted by O(Y').

If fis regular in p € Y and f(p) # 0, then there exists a neighborhood U
such that f|y = #|y and h vanishes nowhere on U. Since g(p) # 0, the subset
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U ={ueU]|g(u) # 0} is open and nonempty, and %|U/ = g’U’ is regular
on U'. So regular and non-vanishing functions can be locally inverted.
Consider now the set of all classes of pairs (U, f) where U C Y is open,
f is a regular function on U, and (U, f) and (U’, f’) are in the same class
if flunvr = f'|unvr. This set can be endowed in the obvious way with the

structure of field, called the function field of Y.
Definition 4.4.5 The function field of Y is denoted by K(Y').

Lemma 4.4.2 £(Y) = £(X) = C(X).

Proof. The first equality follows from the fact that if (U, f) is a represen-
tative of a class in IC(Y'), then U is also open in X and hence (U, f) is a
representative of a class in IC(X). Vice versa, if (U, f) is a representative of
a class in KC(X), then (UNY, f) is a representative of a class in (Y"). Since
open sets in X are always dense (i.e. U = X), it follows that the map which
sends the of (U, f) in K(Y') to its class in (X)) induces a well-defined field
bijection between K(Y) and K(X).

Given a class in C(X), by definition one can find elements p,q € C[X]
such that %’ is a representative for the given class. Let X, be the open subset
in X where ¢ does not vanish, then (X, §) is a regular function on the open

set X, C X. Note that § = f]l: in C(X) implies that pq’|quXq, = p’q|quXq,,
which in turn implies %’] XX, = ‘qi:| Xonx, - 1t follows that members of the
same class in C(X) are sent to members of the same class in K(X).

So £ — (X,,2) induces a well defined map C(X) — K(X), which is
injective, it is an algebra homomorphism (exercise!), it remains to show it is
surjective. But by the defintion of a regular function, we can find in its class
a representative which is of the form (U, §), where p and ¢ are elements of

the coordinate ring C[X], which is in the same class as (U, £). .

To better understand the connection between O(X) and C[X], we attach
now to every point in X two algebras. Given u € X, let

(C[X](u) = {g S C(X)

class has a representative
| % such that geJ,(eqw)=£0) [

The other algebra is given by

O(X)w :={f € K(X)| fisregularinu }.
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Because everything is local and we care only about open subsets containing
u, the same arguments as above show:

Lemma 4.4.3 IfueY, then O(Y)w) = O(X)w) = C[X]w.
Now we are ready to prove:
Lemma 4.4.4 O(X) = C[X].

Proof. By definition and by the lemma above we have:

O(X) = O0(X)w = [) ClX]w

ueX ueX

It remains to show that the latter is equal to C[X]. Now given an element
feC(X), let N(f) ={q € C[X] | qf € C[X]}. The set N(f) is in fact an
ideal. It can be viewed as the ideal of denominators for f, i.e. ¢ € N(f) is
equivalent to say that for f one can find a representative in its class of the
form § for some p € C[X]. To say that f € C[X] is equivalent to say that
N(f) = C[X]. Now for u € X we have

f € ClX)w < 3p,q € CIX],qu) #0: f = g & N() L .

Therefore, if f ¢ C[X], then N(f) is a proper ideal, which is contained in
some maximal ideal N(f) C J, for some v € X, and hence f & C[X],. It
follows that (), y C[X]w) = C[X]. o

Let g1, ..., 9, be a generating system for C[X]. To show that X is an affine
variety, let C[X|; be the subalgebra of C(X) generated by C[X]| and %:

1
cpxly = { 2 ImeNg e Clxl | = Cloi...on 5l €€,
The algebra is finitely generated, has no non-trivial nilpotent elements and
no zero divisors, so Mspec C[X]; is an irreducible affine variety.

Proposition 4.4.1 The set X; together with the algebra of reqular functions
O(Xy) is an affine variety. Moreover, O(Xy) >~ C[X]f, so one can identify
X with Mspec C[.X].
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Proof. We want to define a natural bijection between X and Mspec C[X];.
The inclusion C[X] — C[X]; induces a map between the sets of maximal
ideals:

Mspec C[X]; 3 J + J := JNC[X] € Mspec C[X] = X. (4.4)

The map in (4.4) is well defined: since J 2 C[X], the intersection is a proper
ideal, and the ideal is maximal because C[X]/J < C[X];/J ~ C.

The map in (4.4) is injective because one gets J back as the ideal in C[X];
generated by J: every element in J is of the form h = fim for some g € C[X],

and hence g = f"h e J=JN C[X], which in turn implies h = fim € (J).
The image of the map in (4.4) is X;: let J € Mspec C[X]; be a maximal
ideal and let u € X be the point corresponding to the maximal ideal J =
JNC[X]. Since J is a proper ideal one has necessarily f ¢ J and hence f & J,
which implies f(u) # 0 and therefore u € X;. Vice versa, let J = J, C C[X]

for some u € Xy and let J = (J) be the ideal generated by .J in C[X];. The
evaluation map C[X|; — C, fim > f%z) is well defined, surjective, the kernel
is J, so the latter is a maximal ideal with image .J, with respect to the map
n (4.4). So (4.4) defines a natural bijection between X; and Mspec C[X];.
Next we have to understand what happens with the functions. The bijec-
tion induces a natural map C[X]; — O(Xy), which is well defined because

fim € C[X]; is a regular function on X;. The map is injective because

fim = % on X; implies gf* = pf™ on X}, and hence on all of X, and hence
#= = & in C[X];. It remains to see that the map is surjective.

For u € X; we write .J, C C[X] and J, C C[X]; for the corresponding
maximal ideals. Note that in C(X) we have

Xl = { eC(x) |

class has a representative
’qi, such that ¢'¢J,

class has a representative

_ p /] Em / _ =
- {q € C(X) | EZ'ﬁmg such that #m¢J. } (C[X]f)(u)

The bijection in (4.4) together with Lemma 4.4.4 implies hence:

OXs) =) 0OX)w =[] CXlw = [ (CIX]p)w = C[X];.

uEXf UGXf ”LLGXf
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Exercise 4.4.1 Let X C C” be an irreducible affine variety, let I = Z(X) be
its vanishing ideal, denote by C[X] its coordinate ring and let f € C[X]—{0}.
Consider the affine variety

Z:={(v,e) eC"@®C|Vgel:gv)=0, c-f(v)—1=0}

i) Show that the projection 7 : C* @ C — C™ on the first summand
induces a bijection 7|z : Z — X;.

i) Show that C[Z] ~ C[X|;.

ii1) Show that 7 is a homeomorphism between Z (Zariski topology) and
Xy (induced Zariski topology from X).

Corollary 4.4.1 C% — {0} is not an affine variety.

Proof. Set X = C? and Y = C? — {0}. Denote by C|xz,y] the coordinate
ring of X, and let X, respectively X, be the two special open subsets where
the first respectively the second coordinate is not 0. Note that ¥ = X, UX,,.

Let f € O[Y] be a regular function on Y, then f|x, = -% for some
g € Clz,y] and m € N, and f|x, = y% for some h € Clz,y] and k € N. It

follows
h

Flxonx, = “Elxanx, = —|xanx,
xm Y

The intersection X, N X, is open and dense in C?, and hence we get the
equation ha™ = gy* in C[z,y]. Now the latter is a unique factorization ring
and hence h is divisible by y* respectively g is divisible by ™. In other words,
f can be representated by a polynomial. As a consequence we see that the
natural restriction map C[X] — O[Y] is a bijection. Now if Y = Mspec C[Y]
is an affine variety, then

C? — {0} =Y = Mspec C[Y] = Mspec OY] = Mspec C[X] = C?,
which is a contradiction. .

Corollary 4.4.2 GL,(C) is an affine algebraic group, i.e. GL,(C) is an
affine variety such that the product map and the inversion are maps of affine
algebraic varieties.

Proof.  As a special open subset of a vector space, GL,(C) is an affine
variety. The rest of the proof is more or less the same as in Example 4.1.2,
keeping in mind that the inversion is given by the map which sends a matrix
to its adjunct matrix (a polynomial map) multiplied by <, which is a regular
function on GL,(C). .
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4.5 'Two decompositions

The aim of this section is to prove two decomposition results. The first
concerns the group of algebraic loops L*GL,(C), which we can identify
with GL,(C[t,t7']). Given a vector A\ with integral coefficients, say A\ =
(A1,...,\n) € Z"™, denote by t* the following algebraic loop:

th 0 0 0
R 0t 0 0
t*:C*—- GL,(C), tw _

o o0 .0

0 0 0 ¢

Theorem 4.5.1 With respect to the left and right operation of the group
GL,(C[t]) x GL,(C[t]), GL,(C[t,t7']) has the following orbit decomposition:

GL,(C[t,t"]) =  [}) GL.(C[Y]) - t* - GL,(C[t]).

AEZ™
A< <<,

Remark 4.5.1 The irreducible, finite dimensional representation of GL,,(C)
respectively U, (C) are in one-to-one correspondence with n-tuples A € Z"
such that Ay < Ay < ... < A,. So what is the connection between this
fact known from representation theory and the decomposition above? This
question has intrigued many mathematicians for quite some time, and was
only solved about 20 years ago. We will not have time to go into the details
(we need intersection cohomology for this, and this is another interesting
story), but hopefully be we will get to see a shadow of this.

Proof. Recall first the situation over a field K. In this case, for an arbitrary
matrix A € M, (K) there exists invertible matrices g, h € GL,(K), such that
gAh is in standard form:

o oo O

oo coo =
co oo

oo oo o©
co coo o©
oo coo o©
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where the number of 1’s is the rank of the matrix. The latter can be calcu-
lated using the minors of A: for a nonzero matrix A, its rank is the maximum
of all 1 < r < n such that there exists a non-vanishing minor of A of size r.

Now C[t,¢7!] is not a field, but recall that C[t] is a Euclidean ring. This
means in this case that the degree function

deg: Clt] — {0} — N, p(t)=ap+art+... +apt' ¢ fora, #0

can be used to make the Euclidean algorithm work: given any pair of poly-
nomials a(t),b(t) € C[t], a(t) # 0, there exist ¢(t),r(t) € C[t] such that

b(t) = q(t)a(t) +r(t), and, if r(t) #0, then degr(t) < degal(t).
The same algorithm (Gaussian elimination, multiplication from left and right

by elementary matrices) as in the case of a fields yields: given A € M, (C[t]),
there exists g, h € GL,(CJ[t]) such that

fi 0

gAh =

oo o O

oo oo o
co oo

oo oThto o
oo ocoocoo o
oo cooo o

0

where f; is a divisor of f5, fo is a divisor of f3, etc. Now in our case we have
a matrix g € GL,(C[t,t7']). The multiplication by ¢ commutes with the
matrix multiplication, so after multiplication with an appropriate power of ¢
we may assume without loss of generality that g € M, (C[t])NGL,(C[t,t71]).

The matrix is invertible, so in (4.5) we have r = n. Further, the deter-
minant has to be a complex multiple of a power of ¢, so fi,..., f, are just
complex multiples of a power of ¢t. Using the matrix multiplication by an
appropriate complex diagonal matrix from the right, we can assume without
loss of generality that all entries on the diagonal are just powers of ¢.

Since f is a divisor of fs, f is a divisor of f3, etc, the powers are weakly
increasing along the diagonal, i.e., 0 < A\ < ... < A\,

The condition 0 < A; holds if we start with g € M,,(C[t])NGL,(C[t,t71]).
If we start with an arbitrary g € GL,(C[t,t7]) and replace it by tbg €
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M, (C[t]) " GL,(CJ[t,t7']) for some b > 0, then we have to shift the ); ac-
cordingly and hence get the desired decomposition

GL,(Clt,t'))= |  GL.(C[t]) - t* - GLn(C[t). (4.6)

AEZ™
A<,

It remains to show that the union is disjoint. Again, let us first assume
g € M,(C[t]) N GL,(C[t,t™']). The entries are then elements in C[t], and so
are all minors of g. Denote by I;(g) C C[t] the ideal generated by all minors
of ¢ of size d:

I4(g) = (all d x d-minors of g) C C[t].

Now C[t] is a principle ideal domain, so I;(g) has a unique monic generator
which we denote by fa(g).

Example 4.5.1 Let us look at the case n = 3 and the matrix

0 0
g = 0 t2 0 ,
0 0 ¢

where A\ < Ay < A3. Then
]1(9) — <t>‘1,t’\2,t>‘3>, ]2(9) — <t)‘1+>‘2,t>‘1+)‘3,t>‘2+>‘3>, [3(9) — <t)‘1+>‘2+>‘3>.
The assumption on the ordering of the \; implies:

filg) =, falg) =172, fy(g) = thete,
So we can recover g from the generators: the entries on the diagonal are

falg) f3(g)
7f1(9)’ f2(9)'

Exercise 4.5.1 For A € Z", \; < \; < ... < \,, determine the ideals I,(t2)
for all 1 < d < n, and determine the monic generators fi(£2),..., fu(t2).
Show how to recover # from this set of generators.

fl(g)

Let us examine how the ideals I;(d) behave with respect to multiplication
with elementary matrices (over the ring C[t]):
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i) multiplication of a row or column with a complex number does not
change an ideal 1,(d);

ii) it is easy to see that switching rows or columns does not change an
ideal 1,(d);

iii) given 1 < iy < ... < idg < band 1 < ji,...,5¢ < n let g;; be
the submatrix consisting of the entries in the columns ji,...,jq and rows
i1,...,0q. We write for short 4, j for (iy,...,44) and (ji, ..., jqa). Let m;;(g) =
det g; ; be the corresponding minor. Let ¢’ be the matrix obtained from ¢ by
adding a multiple of the i-th row to the j-th row, i # j. If j is not in 4 or
i and j are in 4, then m;;(g) = my;(¢’). Suppose only j € {i1,... 14}, say
j =15, and let i’ be obtained from i by repacing j by i. We have

mi;(g') = mi;(g) +rma;(g)

for some r € C[t]. Now my;(g) = my;(g'), which implies for the ideals:

(mi;j(g), mir.i(9)) = (mi(g'), mi;(g")),

and hence I;(g) = I4(¢’). The same arguments show I;(g) = I4(¢") if ¢ is
obtained from ¢ by adding a multiple of a column to a different column.

Summarizing: if ¢ € GL,(C[t]) - t* - GL,(CJt]) for some \ € Z2,, then
I4(g) = I;(t»). The same arguments as above show the general case A € Z"
can be reduced to the special case A € Z%,, and hence: I;(g) = I;(t*) for
g € GL,(C[t]) - t*-GL,(C[t]) and A € Z". By Exercise 4.5.1 we know how to
recover \ from the ideals I4(t*), 1 < d < n, so the union in (4.6) is disjoint.
[ J

The second decomposition shows the connection between algebraic loops in

GL,(C) and algebraic loops in U, (C).

Theorem 4.5.2 The algebraic loop group is the direct product of two of its
subgroups: the subgroups of based algebraic loops with image in U,(C), and
the subgroup of polynomial loops:

GL,(C[t,t7Y]) = QU9(U,(C)) - GLn(C[t).

Proof. Clearly GL,(C[t]) is a subgroup of GL,(C[t,t"']), and by Proposi-
tion 1.1.1 we know that L4U,, (C) is a subgroup of GL,(Cl[t,t7']), and hence
so is Q49(U,(C)), the group of based algebraic loops. To see that the prod-
uct is direct let g be an element of the intersection G'L,,(C[t]) N Q¥ (U, (C)).
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Then ¢g~! is an element of the intersection too. But g € GL,(CJ[t]) implies
gt € GL,(C[t]) and g € Q9(U,(C)) implies g+ = g7 € GL,(C[t7]). Tt
follows that g € GL,(C) N Q9 (U,(C)) and hence g = 1. .

Before we continue with the proof, let us introduce some notation. We
regard (C[t,t7!])" as an infinite dimensional complex vector space, endowed
with the following hermitian form:

() (Cle )" x (Cl )" = €, (f(8),9(0) = [F(D) - 9(®)]o.  (4.7)

(Recall that mT means to take the complex conjugate of all complex coef-
ficients, replace ¢ by t~!, and to take the transpose of the resulting vector.)
The notation |...]o means that inside the bracket we have a Laurent polyno-
mial and we take the coefficient of t°. Let {ei,...,e,} be the standard basis
of C™. One checks easily that

—2 2 41 —1 2
B={ ...t"%1,....t %t er,....t en,€1,...,6pn ter, ... te,, t7e1,. ..}

is an orthonormal basis for (C[t,¢7!])" with respect to this form. We enu-
merate the basis elements by integers, the basis vector t*e; has the number

nk + 7.

Example 4.5.2 We get for n = 2:

basis element‘... ‘t_2€2‘t_161‘t_162‘€1‘€2‘t61‘t62 ‘
enumeration‘...‘ -2 ‘ -1 ‘ 0 ‘1‘2‘ 3 ‘ 4 ‘

Next let A(t) € GL,(Cl[t,t7]), there exists some m € N such that

With respect to the basis B we can represent the invertible linear map

(Clt D" = (Clt 7)), f() = A@)f (D),



as a matrix in M, (C):

A 4 A_5
Al AO A_1 A_2 A_g A_4
A 2 A_g
A, A,
A, A Ay A A, A
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Note that in each row and each column there are only a finite number of
nonzero entries, so the multiplication of these type of matrices is well defined.
Further, the entries in the columns respectively rows are repetitive, after a

shift of n columns to the right and n rows down.

Example 4.5.3 Consider the matrices A(t) and A(t)~! in GLy(C[t,t71]),

where

t ag+agt _ t= —agt 2 —agt!
A(t):(o Otl) A(t)lz(o Otfll )

Rewrite both as matrices in M, (C) as in (4.8) and multiply them.

Example 4.5.4 Consider the matrix

a0=(o 5 )=(o 1)+ (0 o) comene,

Then
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and A; = 0 for all j # 0, —1. The matrix A has hence the form
3 -2 -1 01 2

1 0 0 1 -3

~ 0 1 0 0 -2
A= 1 00 1 -1 (4.9)

0100 0

1 0 1

0 1 2

The top row and the last column indicate the numbering of the rows and
columns according to the enumeration of the basis B. So e; (the 1-st basis
vector) is just mapped to itself, and es (the 2-nd basis vector) is mapped to
itself plus t~'e; (which is the (—1)-st basis vector), and so on.

Now the arguments in section 1.1, in particular (1.3), imply that (by re-
stricting the map to S') A(t) € L¥9U,(C) if and only if A(t)' A(t) = 1, or,

equivalently

m 2m
(L ATONY A= 3 (5 AMTANE - L (110

j=—m {=—m k=—2m —j+l=k

For k = 0 this results in the condition:

Z AtransposeAg —q (411)

l=—m

Let us translate this into a condition on the matrix of A(t) in (4.8). Note

that the entries in (4.8) are n X m-matrices, we collect the columns of A(t)

in (4.8) accordingly into groups: a group of columns consist exactly of the

images of the basis vectors t*ey, ..., t*e, for a fixed k. Then (4.11) implies: if

A(t) € LU, (C), then all columns of this matrix consist of vectors of norm

one, and different vectors in the same group are orthogonal to each other.
For k = 1, equation (4.10) results in the condition:

m—1
Z ZZranSposeA€+1 _ 0’ (412)

l=—m
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which again can be translated into a property of the matrix of A(t). If
A(t) € LU, (C), then the columns of adjoining groups of columns are
orthogonal to each other. We leave it as an exercise to generalize this and to
prove:

Exercise 4.5.2 Show that A(t) € LU, (C) if and only if the matrix A in
(4.8) has as columns an orthonormal basis of (C[t,t])™ with respect to the
form defined in (4.7)

Example 4.5.5 We continue with Example 4.5.4 and we apply the Gram-
Schmidt process to the matrix in (4.9). Fix an odd number ¢ = 2k + 1 € Z
and let (C[t,t7'])? be the subspace spanned by the column vectors of the
matrix A with index > (. In the subspace spanned by these columns we find

the vectors
tkel, tk+1€1’ k2,

PRI

and the vectors
tk+1e2 — (tk?"rlez + tke]_) _ tke]_, tk+262 — (tk+262 _|_ tk+1€1) _ tk+1€]_, o

To apply the Gram-Schmidt process in an infinite dimensional case, we have
to guarantee that we have an orthogonal projection

Ty - (C[t,t_l])2 — (C[t7t_1]>§7

i.e. given v € (C[t,t7'])? one has v = vy + vy, where vy = m,(v) € (C[t,t71])2
and vy = v — m(v) is orthogonal to (C[t,t7'])?. If we can prove that the
subspace has an orthonormal basis, then such a projection exists.

Now from the above we see that (C[t,¢7'])7, ¢ = 2k + 1, has a basis given

by the vectors
{tke tk—l k m m
1, er + et U{t"ey, t"es | m >k + 1}

This is already an orthogonal basis, by rescaling the vector t*~le; + tFe, to
\lf(tkflel +tkey), we get an orthonormal basis of this subspace, which implies
the existence of the orthogonal projection.

Let now Azk 1, A% be the next two columns to the left of Ag Consider
the images (A1), me(Agk) of the two in (C[t, ¢t 1)2. These are finite linear
combinations of the columns Ag, AgH, Ag+2, e
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So to replace in the matrix A the columns A% 1 and Agk by Azk 1 —
m(Agk 1) and Ay — w(Agk) amounts to multiply A from the right by a
matrix of the form:

I
I
- . 1 e
C=1 o 1 (4.13)
Cy I
Cs I
where Cp, Cs, ...are 2 X 2-matrices (only a finite number of them are

nonzero!), filled in the matrix along the (2k —1)-th and the 2k-th column. So
the new matrix AC has the following three properties: 1) all columns are the
same as before, except for the (2k — 1)-th and the 2k-th column; 2) the new
two columns are orthogonal to the subspace (C[t,t7']), and 3) the subspace
(C[t,t71])7_, is spanned by (C[t,t™'])? and the columns Aoj_1, Aoy, or, alter-
natively, by (C[t,t7!])? and the columns ﬁgk_l _WK(A\%—l) and ﬁ% —m(g%).

Recall that the entries in the columns are repetitive, after a shift of 2
columns to the right and 2 rows down, we have the same pair of columns. So
in a next step we perform this substitution on the columns all at once, i.e.
we multiply A by the matrix C' from the right, where

C; 1
~ | - oo o1
C=| . a1 (4.14)

Cy C3 Cy C7 1
C; Cy C3 Cy Cp 1

Recall, only a finite number of the C; are nonzero matrices, so C is the matrix
in M, (C) associated to a matrix C(t) € G Ly(C[t]).

The new matrix G = AC (corresponding to the matrix G(t) = A(¢)C(¢)
in GLy(C[t,t7'])) has the property that each pair of columns ng 1, Go 18
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orthogonal to all other pairs of columns égm_l, @gm, m # k, of the matrix.
In our example the new matrix has the form

-3 -2 -1 01 2

1 0 0 100 -3
~ 01 0 00 0 -2
G = 00 1 00 1 -1 (4.15)
10 0 100 0
00 0 0 10 1
0 0 -1 00 1 2

So get at the end a unitary loop U(t), all what remains to do is to replace
each pair of columns Gog—1,Gax by an orthonormal basis of the subspace
spanned by the pair of columns. This amounts to normalize Gag, so Ugy =

ﬁng, and to replace Goi_1 by a linear combination of Ga,_1 and Gog, so
2k

that the result is orthogonal to Gar, and of norm one. _Again doing this for
all pairs of columns at once, this amounts to multiply G from the right by a
matrix of the form

| | aw

where Dy is a lower tringular matrix in G Ly(C). So the matrix D corresponds
to a constant loop matrix D(t) € GLy(C[t]), and the resulting matrix

is a unitary loop. It follows that for the matrix A(¢) in (4.9) one can find a
matrix H(t) € GLo(C[t]) such that U(t) = A(t)H(t) is a unitary loop. In
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our example the resulting unitary loop is

-3 -2 -1 0 1 2
i . . 1 : : :
N 0 % 0 0 -3
0 1 0 0 0 0 -2
- 1 1
-5 0 0 7% 0 0 0
0 0 0 0 1 0 1
1 1
0 0 -5 0 0 = 2

or, formulated in terms of matrices contained respectively in G Ly(C[t,t71]),

QalgU2<C) and GLQ((C[t])

— t—1 1 -1 _ -1
L) PN R T e e
0 1 _t L 2 —t+1 t+1 1+t 4
V2 V2 V2 V2 2 2 2

Example 4.5.6 In the same way one shows

-

1t 2t
10y _ NG V2 V2
=1 1 [ 1
RV V3
1+t 1—t

V)

4o

1-{
= 1
= ( o P ) ( 1 Lkt ) € QUU,(C) - GLy(Clt]).
2 2
Exercise 4.5.3 Describe explicitly the decomposition into a product of a
unitary and a polynomial loop for the algebraic loops

1 t7* 1 0
(0 1 )(tk 1)’ keN.

Continuation of the proof of the theorem. Except for the difference that one
considers groups of columns of size n instead of just two columns, the strategy
of the proof is the same as in Example 4.5.5.

Fix a number ¢ = nk + 1 for some k € Z and let (C[t,¢"'])} be the span
of all columns of index > ¢. To show that an orthogonal projection

l\j|

m+ (Clt 7)™ — (C[t,t 7))}
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exists, one has to show that (C[t,¢7'])} admits an orthonormal basis. To
prove the existence of an orthonormal basis, consider

p=—m/

The jn-+i-th column of the corresponding matrix A’ € M., (C) can be viewed
as an array describing the basis vector t/e; as a linear combination of the basis
elements given by the columns of the matrix A. Now the special form of the
matrices of type (4.8) implies hence that (C[t,¢7!])} NB spans a subspace of
finite codimension. So after a finite number of steps (using Gram Schmidt)
one can complete the orthonormal system given by (C[t,t7!])7 N B to an
orthonormal basis of (C[t,¢7!])7. This implies the existence of an orthogonal

projection:
7o (Clt,t 7)™ — ((Clt, t71)™)e.

Now one can proceed as in the example: consider the next n columns to the
left of the column A, and replace the columns Ay, g—1)11, Ang—1)42, - - -, Ank
by the columns

o~

A1 — Tl Ange-111)s Antho1yrz — Te(Anroryra)s - - > Ank — Te(Ang).

Recall that the entries in the columns are repetitive, after a shift of n columns
to the right and n rows down, we have the same group of n columns. So in a
next step one performs this substitution on the columns all at once, i.e. one
multiplies A by a matrix C from the right, which has the same form as in
(4.16). Only this time the matrices C; are complex n X n-matrices. But as
before, only a finite number of these matrices are nonzero. In particular, C
is the matrix associated to a polynomial loop C(t) € GL,(Clt]).

The resulting matrix G= AC’ has the following property: for all £ € N,
the group of columns A;mH, .. Almm 1 1s ortho/gonal to all other columns
A for j & {kn+1,..., kn+mn — 1}. So to turn G into a unitary matrix, it
remains to apply the Gram Schmidt procedure each of these groups. As in
Example 4.5.5, this amounts to multiply G from the right by a matrix D as
in Example 4.5.5, where this time Dj is a lower tringular matrix in GL,,(C).
So the matrix D corresponds to a constant loop matrix D(t) € GL,(C[t]),
and the resulting matrix
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is a unitary loop. To turn it into a based loop, one multiplies from the right
by U~*(1) and obtains

A(t) = (UMU (1) (UMD H(HC(t)
based ur:i?ary loop polynor;lrial loop




Chapter 5

Lattice realization of Q*9U,,(C)

Another way of formulating Theorem 4.5.2 is to say that it induces a bijection
GL,(Clt,t7Y])/GL,(Clt]) <5 QU (C).

We want to use this to give a new description of QU (C).

5.1 Lattices and quotients: an example

Let us start with Z-lattices in Q™. Given a basis B = {vy,...,v,} of Q",
denote by

n
Ly = {Zaﬂ% | ai,...,a, € Z}.
i=1

the set of integral linear combinations of the elements of B. This subset has
the following properties:

1) it is a subgroup of Q, i.e. for all ¢, ¢y € Ly we have {1 — {5 € Lg;

2) it is stable under multiplication with integers.
These two properties are just the definition of a Z-module. Recall that a
vector space over a field has always a basis, but, in general, modules over a
ring R do not have a basis.

Definition 5.1.1 If an R-module has a basis, then the module is called a

free module. If the module admits a finite basis, then all bases have the same
number of elements, the number is called the rank of the free module.

5
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Remark 5.1.1 So for bases of a free module of finite rank we can talk about
base change matrices. These matrices are of course quadratic matrices, with
entries in the ring, and they are invertible over this ring. So as in the case
of a vector space of a field, for a free module of rank n over R, we have a
bijection between ordered bases and elements of

GL,(R)={A € M,(R) |det A € R*},
i.e. the determinant is an element of the group of units R* in R.

Let us go back to the example above:

3) Lp is a free Z-module with basis B, and the Z-basis for L is also a
Q-basis for Q™.

The properties 1)-3) are a charcterization of Z-lattices in Q™. (Usually
one finds in the books a definition via tensor product, but for the moment lets
stay with the characterization above.) Let £(Q",Z) be the set of all Z-lattices
in Q. A lattice is determined by a basis, which, by collecting the basis
elements column wise, corresponds to an invertible matrix. Hence we have
a surjective map GL,(Q) — L£(Q",Z). Now two matrices ¢,¢9" € GL,(Q)
correspond to the same lattice if and only if the columns of g and the columns
of ¢’ span the same lattice, which is equivalent to say that ¢g~'¢’ is a basis
transformation matrix corresponding to two bases of the standard lattice
7" = Zey ® -+ ® Ze,. Or, in other words, g7'¢g’ € GL,(Z), so we get a
bijection

GL.(Q)/GLA(Z) =5 L(Q™ Z").

Now we are ready to try out the procedure with the groups GL,(C[t,t7])
and G L, (C[t]).

5.2 Clt]-lattices in C(¢)" and C[t,t~']"
We start with the definition of C[t]-lattices in C[t,¢~!]" and in C(¢)™:

Definition 5.2.1 A CJt]-lattice L C C(t)" is a free C[t]-submodule such
that one (and hence every) Clt]-basis of £ is a C(t)-basis for C(¢)". We say
that a free C[t]-module L is a lattice in C[t,t~*]" if this C[t]-module has the
property that one (and hence every) Clt]-basis of £ is a C[t, ¢ !]-basis for
Clt, t )™
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Exercise 5.2.1 Prove the “and hence every’ parts of the definition above.

As pointed out in Remark 5.1.1, the set of all ordered bases of C[t,t7!]" as
a free C[t,t"']-module can be naturally identified with GL,,(C[t,t"']), and
the set of all ordered bases of C[t]" as a free C[t]-module can be naturally
identified with G'L,,(C[t]).

Let G(C[t,t7']",C[t]) be the set of all C[t]-lattices £ in C[t,t7!]". So
the same reasoning as above in the case of Z-lattices in Q" shows that C[t]-
lattices £ in CJ[t, ¢~ correspond to matrices in GL,(C[t,t7']), so we get a
surjective map GL, (C[t,t7]) — G(C[t,t7]",C[t]). And two matrices g, g’ €
GL,(C[t,t']) correspond to the same lattice if and only if the columns span
the same C|t]-lattice, which is equivalent to say g~'¢’ is a basis transformation
matrix corresponding to two bases of the standard lattice C[t]" = C[t]le; &
.-+ @ Clt]e,. Or, in other words, g~'¢' € GL,(CJ[t]), so we get a bijection

GLu(Clt,t™1))/GLa(Clt]) = G(C[t,t']", Clt).
Together with the Iwasawa decomposition in Theorem 4.5.2 this implies:

Proposition 5.2.1 We have natural bijections
QU (U, (C)) 5 GL, (C[t, 1)) /G Lo (C[t]) <2 G(C[t, t 1™, Ct]).

We want to use these bijections to construct a new parameterization of
Q9(U,(C)) and endow the loop group with the structure of a projective
Ind-variety.

To do so, we want know to find a characterization of the lattices in
G(C[t,t~1]™,C[t]). Let Ly be the standard lattice C[t]* = C[t]e; ®- - - & Clt]e,
and let £ be a C[t]-lattice in C(¢)". To say that L is a lattice in C[t,¢71]"
is by the bijection in Proposition 5.2.1 and Theorem 4.5.1 equivalent to say
that the lattice can be represented by a matrix in GL(C[t,t!]) of the form
gt? where g € GL(C[t]) and A\ < ... < \,.

Now let £, be the C[t]-lattice having as basis t*ey, ..., t*"e,. If N € N
is such that N > max{|\1],...,|A\,|}, then

tNLo C Ly CtNL,. (5.1)

The C-vector space ™~ Ly/t" Ly has dimension 2nN, having £, /tV Ly as a
C-subspace of dimension

MAEN)+ X+ N)+A3+N)+...+ M+ N)=SA+nN, (5.2
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where X\ € Z is an abbreviation for Ay + ...+ \,.

Since left multiplication by g € GL,,(C[t]) commutes with multiplication
by powers of ¢t and gLy = Ly for g € GL,(C[t]), we see that the lattice £
above satisfies (5.1) and (5.2) too.

Lemma 5.2.1 If L is a C[t]-lattice in C(t)", then L is a lattice in C[t,t~]"
if and only there exists an N € N such that

tNLy C LTt N,
Moreover, there exists a A = (A < ... < \,) € Z" such that
dime £/t Lo =nN'+ XA VN > N.

Proof. It remains to prove the “<=” direction of the first part of the lemma.
So let £ be a CJ[t]-lattice in C(¢)™ satisfying the condition. The inclusion
L C tNLy implies £ C CJ[t,t71", so by choosing a Cl[t]-basis for L, the
lattice £ can be represented by a matrix L € M, (CJ[t,¢t7']), invertible over
C(t). Multiplying L from the right by an element in GL,(CJt]) amounts to
a base change and hence does not change the lattice. By multiplying L from
the left by an element in GL, (C[t]) we may replace £ by a new lattice still
satisfying the condition. So up to left and right multiplication by elements
in GL,(CJt]) we can assume that L is represented by a matrix of the form
(see (4.5)),

fi 0 0
L=l 0o . 0o |, (5.3)
0 0 f

where f) is a divisor of fs, fo is a divisor of f3 etc. Now the condition ¢V £, C
L implies that the f; have to be just powers of t. Indeed, the special form in
(5.3) reduces the proof to the case n = 1. Assume f = f; = a;t' + ... + a;t/
such that ¢ < j and a;,a; # 0. In fact, without loss of generality we may
assume a; = 1. Viewed as a C-vector space, £ has as basis f,tf, t2f,....
It is now easy to see that it is impossible to write for any choice of N the
monomial % as a C-linear combination of these basis elements. So we have
necessarily ¢ = j, which finishes the proof of the lemma. °

So starting with an algebraic loop v € Q%9(U,,(C)), we can attach to the
loop a C[t]-lattice £ in C[t,¢!]", which is associated to a matrix of the form
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gty for some g € GL,(CJt]). By abuse of notation we define in this case
det £ := deg(det(gty)).

Of course, the matrix gt associated to £ is not unique, but note that for all

g,h € GL,(C[t]) we have det g,det h € C* and hence
deg(det(gty)) = deg(detty) = XA

Since \ is uniquely determined by £, det £ is hence well defined. For ¢ € Z
denote by

G, = {LeG(Clt,t'|",C[t]) | det L = ¢}
= {9GL,(Clt]) € GL,(Clt,t])/GL,(C[t]) | deg(det g) = g}
= {7 € Q™U,(C) | deg(dety) = ¢}

Let g be a representative of ¢gGL,(CJt]) € G, and let h be a representative
of hGL,(C[t]) € G,. Similarly, let 7,7 € Q%U,(C) be such that v € G,
and 7' € G,. The multiplicative property of the determinant implies that the
class of g+ g in GL,(C[t,t7'])/GL,(C[t]) lies in G,,,, similarly, the product
v -7 € Gpiq. So the multiplication by g (respectively its inverse), or, in the
loop picture, the multiplication by =, induces bijections

Y
gq = gp-i-q

)
-

To simplify the analysis, we consider throughout the following only G,.

5.3 Lattices in G; and subspaces

Fix N € N and let Vy C CJ[t,t7!] be the complex subspace spanned by the
basis vectors

Vv =({tNey, .. .t Ne,, e, oen, .t ey, N e, CCIE Y.
We have dim Vy = 2nN, and we have a sequence of inclusions
icVcVaC...CVy1 CVNC VN C... (5.4)

Denote by G,y 2,n the set of all subspaces of Vi of dimension n/N. The set
Gnnann is called the Grassmann variety of n/N-dimensional subspaces of Vi .
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We would like to have an increasing sequence for the Grassmann varieties
Gpnnonn similar to the one in (5.4) for the vector spaces V. So given a
subspace Wy € Gunonn, let Wi € Govgr)2n(v41) be the subspace of
Vi1 obtained from Wy C Vy C V41 by taking the span

<WN, tN_lel, c. ,tN_l€n> C VN+]_.
One checks directly that the induced map
Gnnany = Guvs)2n(v+1), Wy = Wy (5.5)

is injective. So we get the desired sequence of inclusions of Grassmann vari-
eties:

Gn,Zn C G2n,4n Cc...C G(nN,2nN C Gn(N+1),2n(N+1) C... (56)
and we set:
Goo = U GnN,2nN- (57)
N>1

Let £ € Gy be a lattice, so there exists an N € N such that
tNLy C LCtNL, (5.8)
and, by Lemma 5.2.1, the quotient £/t Ly C t=NLy/tN Ly is a subspace of
dimension nN in the 2n/N-dimensional vector space L/ tN L.
After identifying the quotient ¢~ Lo /tN Ly with Vy:
tiNﬁo/tNﬁo = <t7N€1, N RN R ,tN71€n> = VN, (59)

we can hence associate to the lattice (or the associated algebraic loop in
Q97,(C)) a point in Gy 2,n. Now if (5.8) holds, then

holds too, and the map in (5.5) is exactly the map

£/tN£0 — £/tN+1£0
Mm m
G(nN,2nN — Gn(N+1),2n(N+1)
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which sends the subspace L/t Lo of t=V Lo/t Ly to the subspace £/tV 1L,
of t™N=1Ly/tNT1Ly. So the map

Go — Goo = | Guvany, L= (L)t Lo CENL/NLo) w0

N>1

is well defined. The map is injective because if tY Ly C £ and tVLy C L/,
then L/tNLy = L'/tN Ly implies £ = L.

It remains to describe the image of the map.

5.4 Subspaces invariant under multiplication
with ¢

By definition, a C[t]-lattice L is stable under multiplication with the variable
t. Now multiplication by ¢ induces a nilpotent endomorphism on t= L /tV L.
To not confuse the variable ¢ with the multiplication by ¢, let us write ¢ for
the multiplication map. Then ¢ := I+ induces a unipotent endomorphism
of t™NLy/tN Ly. Since L is stable under multiplication with ¢, the subspace
L/tNLy C t7NLy/tN Ly is stable under ¢ = T+ ¢, which is equivalent to say
that the point in G,y 2,n corresponding to £ is a fixed point with respect to
the action of ¢ on G, 2nn-

Lemma 5.4.1 Let W € G,nann be an nN dimensional subspace of V.
There exists a lattice L € Gy such that

tNLy C LCtNLy, dim L/t Ly =nN

and W = L/tN Ly with respect to the identification in (5.9) if and only if W
is a fized point with respect to the action of ¢.

Denote by Q4%(U,,(C)) the subgroup of based loops such that det y € C*.
The proposition above implies:

Corollary 5.4.1 We have natural bijections between the following loops, lat-
tices and subspaces:

leQ(U (C) HQOH U GnN 2nN*

N>1
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Proof. So let W € G,n2,n be a fixed point with respect to the action of
¢, and let £ be the preimage of W with respect to the canonical map (of
C-vector spaces)

t_N;CO — t_N,Co/tNﬁo.

Since W is a ¢ = 1 + t-fixed point and tV L is stable under multiplication
by ¢, the subspace L is in fact a C[t]-module. Now C[t] is a Euclidean ring,
the module £ is embedded as a submodule in C(¢)", and hence free of rank
at most n. Since tNLy, C L, it follows the module is free of rank n. Now
the same arguments as in the proof of Lemma 5.2.1 show that, after possibly
replacing £ by gL for some g € GL(CJt]), the lattice can be represented by
a matrix of the form

t 0 0
gL=( o . 0o |- (5.10)
0 0 t

where A\ < ... < \,. It remains to inspect what happens with the subspace
W while changing from £ to gL. To replace £ by gL implies we have to
replace W by gW. Note that the lattices ¢ Ly and t~V Ly are GL,(C[t])-
stable, so we have a well defined action of GL,,(CJt]) on the finite dimensional
complex vector space =V Ly /t"¥ Ly by linear automorphisms. It follows that
gW is again a subspace of dimension n/N, and since the multiplication by ¢
on (C[t,t7'])" commutes with the action of GL,(Cl[t]), the subspace gW €
Gnnann is again a fixed point with respect to the action of ¢.

The dimension formula in Lemma 5.2.1 implies dim gW = nN if and only
if XA = 0, and hence gL € Gy. Now det £ = det gL implies L € Gy too, which
finishes the proof of the lemma. °

5.5 The Grassmann variety

Let us start with the most simple example of a GraBmann variety, the pro-
jective space P"~!. Recall that the projective space P"~! is defined as the
set of all lines in V' = C". Another way to formulate the definition is to say
that the projective space is the quotient (V'\ {0})/ ~, where the equivalence
relation is defined by: v ~ ¢’ if there exists an element r € C* such that
rv=uv.
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The definition of a Grafimann variety is a straight forward generalization
of the above, only one has to replace lines, i.e. 1-dimensional subspaces, by
d-dimensional subspaces.

Definition 5.5.1 Let 1 < d < n. The Grafimann variety G, is defined as
the set of all d-dimensional subspaces in V.

In particular, Gy, = P"~'. To get a description of G4, as a quotient sim-
ilar to the description of the projective space above, let U € Gg, be a
d-dimensional subspace of C". Fix a basis {vy,...,v4} of U, then we can
associate to U an n x d matrix A = (q; ;) of rank d such that the j-th column
consists of the coefficients of v; with respect to the standard basis {ey, ..., e,}
of Vi, ice. vj = >0 | ajje;.

Vice versa, to an n x d matrix A € M, 4(C) of rank d one associates
naturally the d-dimensional subspace U of V obtained as the span of the
column vectors. In this language we can give a description of G, similar to
that of the projective space above: let Z be the set of n X d matrices of rank
strictly less than d, then Gg, = (M, 4(C)\ Z)/ ~, where the equivalence
relation is defined by: A ~ A’ if the column vectors span the same subspace
of V.

Above we defined the relation “~” on V'\ {0} in terms of the group action
of C* on V. Here we can do the same by using the fact that GL4(C) acts
transitively on the set of bases of a d-dimensional subspace:

A’ = AC for some

J— ~ ~ !/
Gan = (M,a(C)\ Z)/ ~, where A~ A" & C' € GLy(C)
For d = 1, this is exactly the description of the projective space P"t = Gy,
given above.

G4, as homogeneous space.

Another very useful description of the GraSmann variety is that of G4, as a
homogeneous space. If W C V' is a d-dimensional subspace and g € SL,(C),
then gW = {gu | u € W} is again a d-dimensional subspace. In fact, given
W, W' e G4, there exists always a g € SL,(C) such that glW = W".
Denote by F; C V the j-dimensional subspace F; = (e1, 2. .., e;) spanned
by the first j elements of the standard basis. Then we can identify Gy,
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with the coset space SL,(C)/P;, where P; is the isotropy group of the d-
dimensional subspace Fy. Now g € SL,,(C) is an element of P, if and only if
ge; € Fyfor 1 < j <d, and hence:

Gan = SL,(C)/Py, where Py = {A € SL,(C) ‘ A= < S )} .

Otn—dyxd *

Pliucker coordinates.

To endow the GraBmann variety with the structure of an algebraic variety,
we will identify Gg4,, with a subset of the projective space P(AV). A first
step in this direction is the introduction of Pliicker coordinates, which can be
viewed as linear functions on A%V as well as multilinear alternating functions

on M, 4(C).

Remark 5.5.1 There are several ways to introduce the vector space AV,
the following uses a universal property: The d-th exterior power of a finite
dimensional vector space is a pair (A?V, ) consisting of a vector space A4V
and a a the unique (up to unique isomorphism) multilinear alternating map

LV x-ox V= A
d

such that for any multilinear and alternation map ¢ : V x --- xV — W in
—_————

d
some vector space W, there exists a unique linear map ¢ : A%V — W, such
that the diagram
Vx-ooxV =2 W
d -
! a
AV
Or, for short: studying multilinear, alternating maps on V' x --- x V is the
d
same a studying linear maps on AV
Let us assume such a vector space A%V and the map ¢ exists. The uni-

versal property has some immediate consequences: let {ej,...,e,} be the
standard basis of V' = C". The multilinear map ¢ : V x --- x Vy — AV
is completely determined by the images t(e;,,...e;,) of the tuples of basis
elements, and hence A?V has to be spanned by the images t(e;,, ..., ei,),
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1 < idq,...,i5¢ < n. Now above we ask in fact more: the map ¢ has the
additional property of being alternating, so whenever o € G4, then

Uiy yys e v s Cigray) = sgn(o) (e, ..., ei,).
It is now easy to see that then the images of the ordered tuples t(e;,, ..., €;,),
1 <4 <...<ig<n form indeed a basis of A?V. The usual notation one

uses is the wedge product:
ei, Neiy Ao Neyy i=t(ey, ..., e,), wherel <i3 <...<ig<n.

and this basis is called the standard basis of A%V .

More generally, for a d-tuple of vectors we write v;1 A vg A ... Avg =
t(vy,...,v4), and using again the properties that ¢ is multilinear and alter-
nating, one gets the following explicit formula for ¢:

VI AUV AL AU = E Diyoig(V1] < |va)ei, Ay Ao Ay,
1<i1 < <ig<n

where (v1]. .. |vg) is the n x d-matrix having the vectors vy, . .., v4 as columns,
and p;, i, (v1]...|vg) is the minor of the matrix formed by the determinant
of the submatrix formed by rows iy, s, ..., 4.

Definition 5.5.2 Let 14, := {i = (i1,...,i4)|1 < i1 < -+ < ig < n} be
the set of all strictly increasing sequences of length d between 1 and n. For
= (i1,...,1q) € Ign we write ¢; = e;; A -+ Ae;,. We define a partial order
“>7 on Iy, as follows: i > j &4y > jyforallt =1,...,d.

So the standard basis of A4V can be written as {e; | i € I ,}. Denote by
{pi |1 € Iyn} the dual basis of (A?V)*, i.e., pi(e;) = 0y

Definition 5.5.3 The linear functionsp;, ¢ € Iy, on AV are called Pliicker
coordinates.

By the definition of the d-fold wedge product the space of linear functions
on A%V can be naturally identified with the space of multilinear alternating
functions on d-copies of V, i.e., on My, (C) =V x...x V.

’ —_——

d times
Remark 5.5.2 We use the same name Plicker coordinates and the same

symbol p; for the linear functions on A%V as well as the corresponding mul-
tilinear alternating function on the space M, 4(C).
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To make this relationship more explicit, recall that we have a natural map,
the exterior product map:

g - Mmd(C) — AV

A= (v1,...,v9) = VI A Avg (5.11)

Here vy, ...,v4 are the column vectors of the matrix A. If we express the
product v A--- Avg as a linear combination of the elements of the canonical
basis, then, by the definition of the dual basis, we have

VIA - Avg = Z pi(A)e;.

The alternating multilinear function on M, 4(C) associated to p; is just the
i-th coordinate of the linear combination above, i.e., it is the composition
pi © mg. So by abuse of notation we write just p;(A) instead of p;(7w4(A)).
GL,(C)-action on AV

Given an element g € GL,(C), we define a map which is linear in each factor:

Vx...xV =9 Vx...xV
—_—— N——

d d
(Ula"'vvd) = (gvla-"7gvd)‘

Combining the map with ¢, we get a multilinear and alternating map

Vx-oxV =) AV
d
(Ulv"‘7vd) = (gvl)/\/\(gvd)

Now the universal property of AV, we get hence a commutative diagram

Vx.ooxV =) Ady
N————

d P
1 io(g)
AV

One often writes just Ag for the homomorphism ¢o (g-) : AV — A?V. So
having the group action of GL, (C) on V = C", the universal property of A4V
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has as a consequence that we get for every isomorphism g : V — V, v — gv,
an induced isomorphism

Ag: AV — AV, u AL Avg e (gu) AL A (gug).
Now by definition we have

Agh)(vi Ao Ava) = ((gh)vr) A A ((gh)va)
= /\g((hvl) A A (hvd))
- (/\go/\h)(vl/\.../\vd)

Since A%V is spanned by the “pure” wedges vy A. .. Awvg, this implies A(gh) =
Ag o Ah, or, in other words,

A GL,(C) — GL(AYY), g~ Ag,

is a group homomorphism. Here is another name for this: it is a representa-
tion.

GL,(C)-action on P(A4V)

To go from a vector space U to the associated projective space P(U) means
to pass from a non-zero vector u € U to the equivalence class of the vector:
[u] = {Au| A € C*}. The linearity of a vector space isomorphism ¢ : U — U
implies that we get an induced map [¢] : P(U) — P(U), [u] — [¢(u)].

Given g € GL,(C), it follows that the isomorphism v + gv on V' induces
an isomorphism Ag : vy A ... Avg > gui A ... A\ gug, which in turn induces a
map [Ag] : [vr A ... Avg] = [gui A ... A gug) on P(AYY).

Since A : GL,(C) — GL(A?V) is a representation, it is easy to see that

GL,(C) x P(AYV) — P(A%V), [Z Vit A AV [Z guir A A gujd).
j=1

J=1

defines a group action.

A pure wedge in A%V is an element which can be written as v; A ... A vg.
Note that not all elements in A%V can be written in this way (Exercise!).
The action of GL, (C) stabilizes this set because

(Ag)(vr A oo Avg) = (gur) A ... A (gug)
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is again a pure wedge. Actually, the set of pure wedges decomposes into
two orbits: one consists just of one element: {0}, the other set is the orbit
ANGL,(C))ey A ... A eg. Indeed, the pure wedge v1 A ... A vy is not equal
to zero if and only if the vectors vy, ..., vs are linearly independent. So the
later can be extended to a basis of V', the corresponding matrix g has the
property g(e; A ... Aeg) =v1 A... Avg.

A pure wedge in P(A?V) is an element which can be written as [v1A. . .Avy].
The considerations above show that the set of all pure wedges is stable with
respect to the GL,(C)-action on P(A?V). Indeed, the set is just one orbit:
GL,(C)-[ex A Aegl = {[os A. . Awgl € PAY) oy, .. ug €V Jneary 1

independent

Pliicker embedding.

Our next step is to identify the Grafimann variety with the subset of pure
wedges in the projective space P(AV).

For A € M, 4(C) of rang d let vy,...,vs € k" be the column vectors, let
W C V be the span of these column vectors and let uq,...,uy € W. Denote
by C' = (¢;;) the d x d-matrix expressing the u; as linear combinations of
the v;. ie., u; = Z?Zl ¢i jv;. The exterior product is alternating, so we get
VIA...Avg = (det C)ug A ... Aug. As a consequence we see that the exterior
product map induces a well defined map:

7t Gan = (Mna(C)\ Z)/ ~) — P(A?V)

called the Pliicker embedding. We have a left action of GL,,(C) on M, 4(C)
defined by g(vi,...,vq) = (gv1,...,gv4), and we have a natural action of
GL,(C) on A%V given by (Ag)(vi A+ Avg) = (gui) A+ A (gug). Tt follows
that the exterior product map mg : M, 4(C) — AV is equivariant with
respect to these GL,(C)-actions, and hence so is the Pliicker embedding.
The term embedding is justified because:

Proposition 5.5.1 The Plicker map 7 : Gg,, — P(A?V) is injective.

Proof. Let F,; be the d-dimensional subspace of V' spanned by eq,...,eq4.
By the homogeneity of the GL,(C)-action on Gg,, it is sufficient to show if
7(W) = m(Fy), then W = F.

So suppose (W) = 7(F;) and let {vy,...,v4} be a basis of W. Denote
by A € M, 4(C) the corresponding matrix. Since [m4(A)] = [e1 A ... A ed),
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we can choose the basis such that 74(A) = e; A ... Aeg. It follows that the
submatrix A; 4 consisting of the first d-rows of A has determinant one, so
by replacing A by A - A;_l__d if necessary we can (and will) assume that the
submatrix of A consisting of the first d rows is the d x d identity matrix.
Now all d x d minors except py o, 4(A) vanish. In particular, for ¢ > d
we have +a;; = p1.._j—14+1..4:(A) = 0 and hence W = Fj. °

Projective varieties

The first definition of an affine variety was the following: an affine variety X
in a finite dimensional vector space V' is a subset such that there exists a set of
polynomials I C C[V] and X ={v e V | f(v) =0V f € I}. Such a definition
does not make sense for the projective space P(V) = (V' \ {0})/ ~ because a
point in P(V) is line in V.. We write [a; : ... : a,] for the line spanned by the
vector Y ", a;e;. Note that [Aag :...: Aa,] = [a1 : ... : a,) as points in the
projective space but in general one has f(as,...,a,) # f(Aay,..., Aa,) for a
polynomial f € C[V]. So there is no way of seeing polynomials as functions
on P(V).
But if a polynomial f is homogeneous, say of degree m, then

fAay, ..., Aa,) = A" f(ay,...,an).

In particular, f(ai,...,a,) = 0 if and only if f(Aay,...,Aa,), and one just
writes f([a; :...:ay]) =0. So the following definition still makes sense:

Definition 5.5.4 A closed set X C P(V) for a finite dimensional vector
space V' is a subset such that there exists a set of homogeneous polynomials
I € C[V] such that

X =A{[v] e P(V) | f([v]) =0V f €I, f homogeneous} (5.12)

As in the affine case, one shows that a finite union and an arbitrary inter-
section of closed sets are closed sets, and the empty set as well as P(V') are
closed sets. So it makes sense to define a topology on P(V') having as closed
sets exactly the sets as in Definition 5.5.5 and as open sets exactly the com-
plements of the closed sets. This topology is called the Zariski topology on
P(V).

Definition 5.5.5 A projective variety X C P(V) for a finite dimensional
vector space V is a closed subset of P(V'). The variety is endowed with the
induced Zariski topology.
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Theorem 5.5.1 The Grassmann variety Gq,, C P(A?V) is a projective va-
riety.

A proof can be found in the Appendix.

Corollary 5.5.1 G4, = GL,(C)-[e; Aeg A... Neg) CP(AYV).

5.6 QU0U,(C) as Ind-variety

5.6.1 Ind-varieties

By an ind-variety we mean a set X together with a filtration
XoCX;CXpCLo
such that

i) Ujso Xn = X,

it) each X, is a finite dimensional complex variety (affine or projective)
such that the inclusion X,, — X,,;; is a closed embedding.

Remark 5.6.1 In the following we omit some technicalities, for example we
omit the proof that the maps we consider are closed embeddings.

We define the Zariski topology on an ind-variety X by declaring a set U C X
as open if and only if U N X, is Zariski-open in X,, for all n. A subset Z C X
is closed if and only if Z N X, is closed in X,, for each n (Exercise).

We have seen a first example of such a construction in section 4.2, where
we have constructed L*GL, (C) as an affine ind-variety. The filtration de-
scribed on L9GL,(C) in (4.1) is exactly a filtration with the properties
above.

Next recall that the inclusions described in (5.5):

]P)(AnNVN) ]P)(An(N+1)VN+1)

U U
Gunany = Gu(Ni1)2n(N11)
v W

Wy = Whnii;
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they induce a sequence of inclusions (see (5.6)):

P(A™V;) P(A2"V3) ... P(A™NVy) .
U U U U
Gn,2n C GQn,4n ... C GangnN C .
U U U U
Gy C Goy o C Giysun C

The condition of being a fixed point is a closed condition (Exercise: [¢] is
continuous in the Zariski topology), so we see that (see Corollary 5.4.1)

Proposition 5.6.1

legUn(C) = U GﬁN,an

N>1
1s an Ind-projective variety.

Remark 5.6.2 Of course, it remains to prove that the inclusions are closed
embeddings. We leave this as an exercise to the reader, or suggest as an
alternative to have a look at the book Kac-Moody groups, their flag varieties
and representation theory by Shrawan Kumar.

5.6.2 An approach towards G, using GL.(C)

Consider again the infinite dimensional vector space V = (C[t,t7!])", en-

dowed with the standard basis given by the vectors {e;t/ | 1 <i < n, j € Z}.

Subspaces

For a finite dimensional vector space U, the wedge product is a tool to think
of a d-dimensional sub-vector space W C U as a point in the projective space
P(AU). To achieve something similar in the infinite dimensional case, recall
that we have been looking at C|t]-lattices £ in (C[t, #~!])™ with the property:

ANeN:tNLoc Lt ™NL,.

and we investigated the set of all subspaces G, yann of 17V Lo/tN Ly of di-
mension nN. Now a subspace U C =V Lo/t L of dimension n/N is the same
as a subspace U C (C[t,¢'])" with the property

tNﬁg cCUcC tiN[,(), dlmZ/[/tNEO =nN.
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So if one wants to fix a basis By, of U as C-vectorspace, then we can divide
such a basis into two parts: one is the infinite part consisting of the standard
basis of tV L:

2 . (4N, 4N N, 4N+1_, N+1 N+1
By v = {t"en,t ey, ..t et e 1 ey, 8 ey,

the remaining finite part B}LN = {v1,...,v,n} is obtained by completing
B}, v to a C-basis B), UB}, for . We associate to this basis the semi-infinite
wedge product

VA AN AN et At ey AL A e AT e AL A e, AL (5.13)

More on semi-infinite wedge products

The notion of a semi-infinite wedge product we introduce now is neither really
formal nor really standard, we use an ad hoc approach adapted to our needs.
In the following we need sometimes an enumeration of the elements of the
standard basis of V:

bi+nj = €itj, 1 S 7 S n, ] € 7.

Definition 5.6.1 The semi-infinite wedge product A=V of V is the (infinite
dimensional) vector space having as basis the vectors

by AN by A oo Abgy Abignp A bagnp Ao A by Abigner) A - -

TV NV
head:k1<ko<...<kp<l4+np tail=stable part

i.e., a basis vector has a head, which is a finite wedge product, and a tail,
also called the stable part. The tail is an infinite wedge product, it is called
the stable part because it is the wedge product of consecutive elements with
respect to the enumeration above of the elements of the standard basis of V.
The length of the head can be chosen so that the stable part starts with an
basis element of the form by, = €;t?. So by translating the b;|,; back into
e;t’, a tail looks like:

ertP NeotP Ao Aept? AertPTE AeogtPTEA Lo e PN L
The head looks like

eiltjl/\ei2tj2/\.../\e,~etj‘f, Htnpn<io+njp<...<ip+nj<l4+np
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Example 5.6.1 Suppose n = 2, below we give as an example two basis
elements. The first is an example emphasizing on the fact that a tail is not
unambiguously defined:

\61 N ea A\ t€1 A teg VAN t2€1 N t2€2 N t3€1 N t3€2 N t4€1 N t4€2 N . -

~
tail

= €1 VAN €9 /\261 A t62 N t261 N t262 N t361 N t362 N t461 N t462 N . >
tail
= €1 A €9 VAN t@l VAN teg N 35261 N t262 N t361 N t362 AN t461 N t462 N >

TV
tail

and

é‘gel AN t_261 N t_262 AN t_lel/\ t261 A t262 A t361 A t362 A t461 A t462 A Co
head tail

To be able to talk also about semi-infinite wedge products of finite linear
combinations of the e;t/, we add the following rules, which are of course
inspired by what happens in the finite dimensional case:

1) we allow a finite number of the wedge factors to be arbitrary vectors
in V= (C[t,t7 1)

2) the wedge product is alternating: switching two consecutive wedge
factors changes the sign of the vector;

3) multilinearity: if v =Y a; je;t/, then

.../\v/\...:Zai,j(.../\eitﬂ'/\...).

The elements of the form vy A vy A ... A v A (stable part) are called pure
semi-infinite wedge products.

More on subspaces

Let us again consider the semi-infinite wedge product in (5.13). If we choose
a different N’ such that tV' Lo c U € t~N' Ly, then we may assume without
loss of generality that N’ > N. Let IB%ZQA v be defined as above and let
Bj, xv = {u1, ..., unn'} be such that By, v, UB, v, is a C-basis for U, and we
associate to this basis the semi-infinite wedge product:

U A AU A el At eo A A ey AN e A A e, AL
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Note that both are of the form

A A A e A eo A AN e, AN e A A e, AL
—_—

. S

g

head tail

so both have a head of length nN’, where they may differ, but both have the
same tail. The head may hence be seen as the wedge product of two bases of
the subspace U = U/tN'L C =N Ly/tV' Ly. In particular, the two heads differ
only by a non-zero constant plus a sum of terms involving basis elements of
the form e;#/ for some j > N’. Having in mind the rules mentioned above, one
sees that these extra summands will vanish after taking the wedge product
on both sides with the tail above. It follows immediately that

VA AN At e A A e, ANtV T e AL AN e, AL
=cug A AU At el A A e, A e AL A e, AL

for some non-zero complex number ¢ € C. So in P(A% V) we have:

U1 Ao Aoy AtV ey A AN ey AN ey AL A e, AL
= [ur Ao A gy AN e AL A ey AN e AL A e AL

So we can associate to a subspace U C (C[t,t+7!])™ with the property IN € N
such that tNLy C U C t™NLy and dimU /tV Ly = nN a point in P(AZ V).
The degree zero part

To get a connection between pure semi-infinite wedge products and subspaces
having the property above, we introduce the notion of a degree of a pure
semi-infinite wedge product. In the following let

vo=e1N...Ne, ANtrer A Atre, NPer A A T2e, AL

and, more generally, for 1 <i<mnand j€Z,set ¢q=[(j+ 1)n+1] —[i+ 1]
and denote by v, the vector

vg=ter N APe NP ey AL N e AP Per AL AN e, AL

s

vV vV
head tail

The vector v, is sometimes called a vacuum vector. These are the semi-infinite
wedge products of reference for the notion of a degree. In the following let
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A? V be the linear span in AZV of all pure semi-infinite wedge products
that coincide with v, after finitely many factors. Or, in other words, for w

to be an element in A2 V is equivalent to the existence of a decomposition
for both: v1 = Vg head /A Vg tail, W = Whead N Wiqir such that the heads have the
same length and the tails coincide. In this case we say that w has degree q.

Degree 0 wedges

By using the calculation rules for semi-infinite wedge products, we may think
of Ay V as the union

U (A" Vi) etV A et T AL A et N A et AL
NeN

v~

head tail

Note that this point of view coincides with our subspace / lattice construc-
tion. Recall the inclusion of Grassmann varieties in (5.5): given a subspace
Wy € Gunann, let Wi € Gov41),2n(v+1) be the subspace of Vi, obtained
from Wy C Viy C Vyi1 by taking the span

(Wa, tN ey, otV e, € Vv,
So the corresponding point in P(A"™N+DVy 1) is

(AW AtV ey AL At e, ]
Now in IP’(A(? V') both give rise to the same point:

(A" W) AtV ey AL A Tle, AtV T2ep AL AN P2, AL
= [(A"WVHDWy g AtV F2eg AL A 2, AL

It follows:

Lemma 5.6.1

Go = {[v] € P(A? V) | v is a pure semi-infinite wedge product}
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The group GL,(C)
Let GL(C) be the set of complex Z x Z matrices of the form

1 0 00 0 0 O
O 000 0 O
0 0 1 00 0 O
o0 0A4A0 0 O],
0 0 001 0 O
0 0 000 0
0 0 00 0 0 1

where A is an invertible ¢ x {-matrix for some ¢ € N. These matrices are
invertible and the product of two of them is again of the same form, so these
matrices form in a natural way a group. Another way of describing this group
is to say that it consists of Z x Z-matrices which have only a finite number of
off-diagonal entries, all but a finite number of the diagonal entries are equal
to one, and the matrix is invertible.

Since ge;t! = e;t? for g € GLy(C) except for a finite number of basis
elements, it makes sense to define an action on a pure semi-infinite wedge
product by setting:

gv = (gu1) A ... A (gue) A(gert™) A A (geat™ ) AL, (5.14)
head tail

More precisely, given a pure semi-infinite wedge product v € A2V, then
there exists an N € N such that

ve (NMV) Aert™ A A et T A et TP L C AR,

a finite dimensional subspace which can be identified with A"V V. Moreover,
by replacing N by a larger positive integer if necessary, one can assume that
geit! = e;t? for all |j| > N and ¢g(Viy) C Vy, so g induces an automorphism
of Vy C V:

g|VN ZVN—>VN, , U — gu.

and hence an automorphism of A"V Vy. Because of the assumption ge;t! =
e;t? for all |j| > N, this gives an induced automorphism of the subspace:

ANV ) AertM A oA et T A e tN TR A L C ARV
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such that the linear action coincides with the action on pure semi-infinite
wedge products in (5.14). Vice versa, any automorphism g € GL(Vy) can
be extended trivially to an automorphism of V by setting ge;t/ = e;t/ for all
|7] > N, so we may view g as an element in G L. (C). We conclude:

Lemma 5.6.2 The action of GLy(C) on pure semi-infinite wedge products
defined in (5.14) extends to an action of GLs(C) on A3 V' by vector space au-

tomorphisms. The induced G Lo (C)-action on the projective space P(AZ V)
makes G into a homogeneous space:

Goo = GLoo(C)-[es Ao ANeg Ater AL Ate, NtPey AL AtPe, A .. ]

5.6.3 An approach towards G, using GL,(C[t,t7!])

We will leave out many details. We know that GL,(C[t,t7!]) acts on V =
(C[t,t™'])™ by automorphisms. The naive approach to define an action of
GL,(C[t,t7]) on AZV by

g - (A ANt AtNea AL A e, ANV TLep AL L)
= (gui) A A (gue) A (gtVer) A (gt ea) Ao A (gt en) A (gt e AL

does not work because we would get infinite sums. But the point of view of
subspaces helps in this case. For simplicity let us stick to pure wedge products
of degree 0. A pure semi-infinite wedge product of degree 0 corresponds (in
the projective space) to a subspace U C (C[t,t7!])" with the property

INeN: tNLocuUu ct™NL,, dimU/tNLy=nN.

Now for g € GL,(C[t,t7!]) we know that gL is a C[t]-lattice in C[t,t71], so
there exists some N’ > N such that tN' Ly C gLy €t~V L, and hence

tN' Lo C g TtV L.

So the subspace gl has again similar properties as the subspaces consider in
section 5.6.2, but note that the dimension condition in section 5.6.2 may not
hold because GL,,(C[t,t™!]) does not necessarily preserve the decomposition

of AZV into the direct sum of the A7 V. But if we consider only
GL,(C[t,t )0 = {g € GL,(C[t,t7']) | det g € C*},

then i.e. g € G.
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Exercise 5.6.1 Prove that g € G, for g € GL,(C[t,t7])o. Hint: use the
decomposition g = ht*hy, where hy, hy € GL,(C[t]).

Theorem 5.6.1 It is possible to define a linear action of GL,(C[t,t7"])o on

P(Aq 7 V') such that the induced action on G C P(A, 7 V') is ezactly the one
above:

GL,(C[t,t™"]) X Goo = Goo, (g9, U) = gU.

More details about the construction can be found, for example, in the lecture
notes of Pavel Etingof’s lecture.

Now the vector vg =e; A...Ae, Ate; A... € Af V corresponds exactly
to the lattice £y, and we have for g € GLH((C[ ~1):

glvol = [vo] & g € GL(C[t])
So by Proposition 5.2.1, Corollary 5.4.1 and Theorem 4.5.2 we see:

Theorem 5.6.2 i) The orbit GL,(C[t,t™'])o- [vo] has a natural structure
as a projective Ind-variety and can be identified with Gy.

i) Go = QAU (C) - [vg] & QMU (C).

5.7 L“SU,(C) is dense in L>*SU,(C)

The next question we want to address is: how big is the difference between
LU, (C) and L>*U,(C)?

Consider first the simplest case n = 1. We know that L49U; (C) consists of
1 x 1 matrices, the only entry is a Laurent polynomial, invertible in C[t, ¢ !],
and it defines a map

St = U, (C) = {(a) € My(C) |aa =1} = S".

It follows that all elements in L*9U,(C) are of the form (at™), where |a| = 1
and m € Z. So there is a big difference between L¥U;(C) and L>U;(C)
for n = 1, for example let f be any real valued smooth function on S*, then
exp(2mif) : S — S! defines a smooth loop. If we consider only the based
loops, then the bijection

O°U (C)+—GL(C[t, t7Y])/GLy(C]t]) = {at™|a € C*,meZ}/C*
= {t"|melZ}
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yields yet something discrete.

So let us replace now U, (C) by SU,(C) = U,(C) N SL,(C). This looks
like only a slight difference, but this change has important consequences.
In the following we use the topology introduced in section 3.2. One has to
replace in this section GL,,(C) by SL,(C) and U, (C) by SU,(C), and for the
Lie algebras one has to replace M,,(C) by sl,,(C) = {A € M,(C) | tr(A) = 0}
and u,,(C) by su,(C) = u,(C) N sl,(C).

Theorem 5.7.1 L*SU,(C) is dense in L>=SU,(C).
Proof. Let H := L*SU,(C) C L*SU,(C) be the closure. Note that H is

a subgroup: by definition, the inversion is a C'*°-map, so

L SU,(C) = {g~! | g € L*9SU,(C)} = {g' | g € L*9SU, (C)}.

and, for the same reason, for v € L*9SU,,(C) one has

v (L4 ST, (C)) = 7 - L%SU,(C) = L4SU,(C).

The last equality implies yn € L9SU,(C) for all v € L*SU,(C) and n €
L9 SU,(C). Using the inversion, we get also ny € L*9SU,(C), and hence
for the same reason as above for n € Le9SU,,(C):

1+ (LSU,(C)) = 1 - LSU,(C) = L9 ST, (C).

We want to invest the Lie algebra of this subgroup. The Lie algebra of
L>SU,(C) is L>(S',su). Note that if £ € L>(S?, su), then so is ¢£ for any
t € R. Denote by (t) := exp(t) the corresponding one parameter subgroup
v:R — L*SU,(C).

Let V C L*(S?, su) be the subset of elements in the Lie algebra such that
the corresponding one parameter subgroup is contained in H. Note that V' is
a vector space: the set is obviously stable under multiplication with scalars,
it remains to prove that V' is stable under addition. So let £&,7 € V and
consider the sequence (y¢(t/n)v,(t/n))" for n € N. To explain better what
this precisely means, choose an appropriate open neighborhood U, C su of
the origin such that the exponential map defines a diffeomorphism onto an
open neighborhood Uy C SU,(C) of the identity. One can now define a
sequence of maps

fo: U xUp— G, (exp(A),exp(B))— (exp(%)exp(g))n.
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Now Lie’s product formula implies that this sequence converges for n — oo
in the C'*°-topology towards the map

f:UxUp— G, (exp(A),exp(B))— exp(A+ B).
For our one parameter subgroups we get
7}1_{210 (%(t/n)%(t/n))n = Yein(t).

So if the one parameter subgroups 7, 7, are contained in H, then so is v¢4.
It follows that V' is a vector space, and, since H is closed, so is V.

Since the exponential map is locally a diffeomorphism, to prove that
H = L*SU,(C) it suffices to prove that V = L*>(S' su,). Let us start
with the simplest case n = 2. The Lie algebra loops

€n(t) = ( _?—n tg ) » () ( it(z" i(t)n )

are elements in V. Indeed, the corresponding one parameter subgroups lie
in L%(S1 suy):

exp(sé(t)) = (Z(—Ui;—;)“ﬁ( 5 (1) ) "

By linearity and the fact that V' is closed, it follows that

(o))

are elements in V' for all smooth, real valued functions f,g on the circle.
ETC

TO BE CONTINUED.........
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5.8 Appendix: Gg4, as a projective variety

One has to show that there exists a homogeneous ideal I C C[AC"] such
that the zero set V(I) C P(AYC") is exactly Gg4,. This will be proved in
Theorem 5.8.1.

Again Pliicker coordinates.

In section 5.5 we introduced the name Pliicker coordinate for the dual basis
p; of the standard basis of A?V. To simplify the notation we use p; in the
following for arbitrary d-tuples and not only for elements ¢ € I;,.

We give a description of the functions as alternating multilinear functions
on the columns of M, 4(C) (instead of describing them as linear functions on
AV).

For 1 < iy,...,iq < n (not necessarily distinct nor in increasing order)
set ¢ = (i1,...,4q4). For an n x d matrix A let A; be the d x d matrix having
as first row the i;-th row of A, as second row the io-th row of A and so on.
We set p;(A) = det A;.

Clearly, p; = 0 if the i;’s are not distinct, and if they are all distinct, then

Piy,ig = Sgn(g)pa(il),...p(id) (5.15)
where 0 € &, is such that (o(i1),...,0(iq)) € Lon.

Alternating functions.

In view of Proposition 5.5.1, we can identify G4, with Im7. In general the
image will not be all of P(A?V), so the Pliicker coordinates restricted to Gy,
must satisfy some relations.

By definition, the Pliicker coordinates are i) linear functions on A%V as
well as 77) multilinear alternating functions on the columns of M, 4(C) (the
latter being identified with d-copies of V).

These functions are defined as determinants of maximal submatrices, so
they have a third property: i) the Pliicker coordinate p; is a multilinear and
alternating function in the iy-th, is-th etc. row of M, 4(C).

Suppose now i N j = (), then the product p;p; is a quadratic function on
A%V which is definitely not anymore multilinear in the columns of M,, 4(C).
But this function is still multilinear in the i1-th, io-th, ..., ji-th, j>-th etc.
row of M,, 4(C), and alternating separately in the i and j,. So if we alternate
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this function so that it becomes alternating in the rows say i1, ..., 4, j1, then
we have an alternating function on d + 1-copies of a d-dimensional vector
space (the space of row vectors of M, 4(C)). Hence this function is zero on
M, 4(C). Or, in other words, viewed as a quadratic function on AV, we
have a function such that the restriction to Im m,; vanishes.

Example 5.8.1 Before starting with the formal approach consider the ex-
ample G2 4 and the product of Pliicker coordinates p; opsa € k[A2k*Y]. The
composition with my : Mys — A?k* gives a function which is of course not
anymore multilinear in the columns of My2(C), but which is still multilin-
ear in the rows of this space of matrices. We will “formally alternate” this
function. For example (we will see below why this is the alternated function)

P1,2DP3,4 + P2,3P1,4 — P2,4P1,3 (5.16)

is a quadratic polynomial on A%k*. The restriction to Im 7, is a multilinear
function on M, 5(C) which is alternating in the first, the third and the fourth
row of M, 5(C). The only function with this property (i.e. being alternating
on 3 copies of a 2-dimensional space) is the zero function, so the function
above vanishes identically on Im my. But this means that the restriction of
the quadratic polynomial in (5.16) to Ga4 is identically zero, and hence the
Pliicker coordinates satisfy on G2 4 a quadratic relation.

To formalize this idea, let us start with some generalities. We work in-
side the ring k[z; ;] of polynomial functions on M, 4(C) and we write just

Ty,...,x, for the vector variables corresponding to the rows of M, 4(C).
Let f(xy,...,2,) be a multilinear function, then we can alternate it by set-
ting:
Alt(f) =Y sen(o) (O f) (w1, ),
o€y,
where 7 f(x1,...,2,) = [(To-1(1), - - s To-1(n))-

Suppose n > d+ 1. Instead of assuming that the function is multilinear in
all vector variables, fix a subset M = {ky, ..., kgi1}, 1 <k < ... <kg1 <
n, of pairwise different indices, and assume the function is multilinear in the
rows corresponding to the indices kq, ..., kqi1. The function

Alty(f) = Z sgn(o) f(... s Tk, 1iyr o Tkt gy )

0€6 441
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(i.e. all vector variables different from xy,,...,zy,,, are not changed) is
alternating and multilinear in ..., g, .

For 1 <t <d+1let M = M; UM, be a disjoint decomposition such
that gM; = t. If f is alternating separately in the variables {x} | k € M;}
and {zy | { € My}, then

sgn(o)f(... STk, vy Tk gy )

= Sgﬂ(U’)f(. <oy T - Tk

T )

whenever o and ¢’ are in the same coset in &4.1/6; X Sy411¢. Here we
identify the subgroup &; x &,4,1_; with the subgroup of permutations in
G411 which separately permute only the elements in M; and M, among
themselves.

So to get an alternating function one has to take the sum

AltMl,Mz (f) = Z SgH(U)f(. .- 73:]60—1(1)7 cee 7xkg—1(d+1)7 .- )

0€G 41/6txG 14

only over a system of representatives of the cosets.

Example 5.8.2 Suppose n =4 and d = 2. Let f(x1,xa, x3,x4) = p12psa be
the product of these two Pliicker coordinates, then f is a multilinear function
on M, 5(C), alternating separately in the 1st and 2nd and the 3rd and 4th
row. Set My = {1}, My = {3,4} and M = M; U M,, and denote by Sy
respectively &), the permutation groups of the sets. Then

(134 (134 (134
=184 )%= \314) 727 \341 )

is a set of representatives of &y,/Gyy, X Sy, (see section 5.8 for a procedure
to get the representatives) and

Alty e, (f) = f +sgn(o) (7 f) + sgn(o2) (72 f)
= f(x1, 22,23, 24) — f(3, T2, 21, 24) + f(24, T2, T1,23)
= P12P34 + DP23P14 — P2.4P1,3

is the function on My-(C) in equation 5.16, which is alternating in the 1st,
3rd and 4th row.
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Quadratic relations.

A product f = p;p; of Pliicker coordinates is a quadratic polynomial on
AV . Suppose now all indices iy, j, are different. The product is a function
on M, 4(C) which is multilinear with respect to the rows of this space of
matrices. Fix 1 <t < d, then f is, by construction, alternating separately in
the (row) vector variables z;,, ..., x;, and xj,,...,xj,.

Given o € G441, note that o shuffles the indicees 71,...,% and 7, ..., 74
Denote by 7 and j7 the d-tuples

(07 (i1), ..., 07 () gty - - -y ia)

and

(jlu s 7jt—17 U_1<jt)7 e ag_l(jd))'
Recall that the function sgn(o)(?f), 0 € Sa41/6¢ X S441-+, is independent
of the choice of a representative for o. The function we get by alternating
f = pip; is:

Alt gy, iy fgeia} (PiPs) = > sgn(o)piepje-

0€6411/6txGgq11-¢

Lemma 5.8.1 Suppose n > 2d. Let i,j be two d-tuples, 1 < iy, j; < n, such
that the entries are all distinct. Fix 1 <t < d, the homogeneous polynomial
Alt gy, iy Gengay (PiDs) € k[AYV] vanishes on G, C P[A?V].

Proof. By composing the function with the exterior product map, we see
that the quadratic polynomial vanishes on G4, if and only if, viewed as a sum
of products of minors, the function vanishes on M,, 4(C). But this function

is multilinear and alternating in the d + 1 row vector variables z;, ..., x;,
Zj,,...,%j,. The space of the row vectors is of dimension d, so this function
vanishes on M, 4(C). .

To weaken the condition that all indices have to be different, consider two
arbitrary d-tuples i and j, 1 < iy, j; < n. We will now define a new pair ', j/
such that all entries are different. Set

i, =ix +mn where m =8{l |l < k,ir =1}
Jr. = Jr +mn where m=8{l|jr =i} +8{l | < k,jx = Ju}
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For example, suppose i1, i2, j1, jo are pairwise different, then this procedure
applied to the pair

Z': (i17i27i17i17i2) == (j17i27i17j17j2)

-/

Iy 4o

Z/ = (il,ig,il + n,il + 2n,2'2 + Tl) = (jl,iz + 2n,i1 —+ Bn,jl + n,j2>

provides a new pair (¢, ') such that all entries are different. So we can
formally define the quadratic polynomial (in a larger ring with more vector
variables)

Altgy.. ity 4toniny (DD ) (5.17)

We define the polynomial (which is either zero or a quadratic polynomial)

Alt(il,...,it):(jt,...,jd)(pipi)

now as the function obtained from (5.17) by replacing in the Pliicker coor-
dinates all indices 4}, j, by the original indices, i.e. all indices 7}, j, > n are
replaced by i), (mod n) respectively j; (mod n).

Example 5.8.3 Suppose n = 5, d = 3 and i = (2,1,5) and 5 = (1,3,4).
Then i’ = i and j/ = (6,3,4). Fort = 1 we have M, = {2}, M, = {6, 3,4} and
M = M, U M,. For the permutation groups we have Gy, ~ Gy, Gy, ~ Gs,
Gy ~ 6y and & /(Gpy X Gppy) ~ 64/(61 x &3). Denote by sy, s9, 53 the
simple transpositions of &4. The elements id, s, S251, S35251 form a system
of representatives for the cosets in &,/&; x &3 and we get

Alt{Q},{ﬁ,BA} (pyplf) = P2,1,506,3,4 — P6,1,5P2,3,4 T P3,1,5P2,6,4 — P4,1,5P2,6,3

After specializing (i.e. replacing 6 back by 1) we get

Alt(2)7(1,374) (pipl) = P2,15DP1,34 — P1,1,5P2,34 T P3,1,5P2,1,4 — P4,1,5P2,1,3
—P1,2,5P1,34 T P1,35P1,2,4 — P1,4,5P1,2,3

Theorem 5.8.1 Leti and j, 1 < iy, 7 < n, be two arbitrary d-tuples. For all
1 <t <d, the polynomial Alt(ilw-7it)7(jt~-~7jd)(pipl) vanishes on the Graffmann
variety Ggp.

Proof. Suppose the polynomial is different from zero. As above, by compos-
ing the function with the exterior product map, one sees that this quadratic
polynomial vanishes on Gy, if and only if, viewed as a sum of products of
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minors, the function vanishes on M, 4(C). If the entries in ¢ and j are all
different, then this is Lemma 5.8.1. Otherwise consider first the multilinear
function Alt(ig,...,i;),(j;...,j{i)(pg/pl") defined in (5.17), this function is defined on
the space Magy, 4(C) of 2dn x d matrices, and vanishes identically since it is
multilinear and alternating in d + 1 of the vector variables.

The original space M, 4(C) can be seen as a subspace of Mag, 4(C) by
identifying a n x d-matrix A with the 2dn x d-matrix obtained by putting 2d
copies of A on the top of each other. By construction we have then

Alt iy, i), Geonga) PiPs) = Al i) G1.q) PP ) |, a(c) = 0.

Definition 5.8.1 [fAlt(il,,..,it),(jt...,jd)(pzpl) is not the zero polynomial in k[A?V],
then this quadratic polynomial is called a shuffle relation or a Plicker rela-
tion.

Shuffles.

We will describe how to obtain shuffies or coset representatives. Fix 1 <t <
d, we want to describe a special set of coset representatives of G4,1/6; X
Gar1-t- Let &411 act on theset {1,...,d+1}. Then a coset T € S441/6; x
Gyr1-+ is identified by the relative position of the first ¢ and the second
d+ 1 —t elements. Expressed in a pictorial way: suppose we are given a
configuration of ¢-balls and d 4+ 1 — ¢ triangles:

GIOYANOYAVAVAYO I
If we fill the balls with any permutation of {1,...,¢} and the triangles with
any permutation of {t+1,...,d+ 1}, we always get a permutation which is

an element of the same coset.

A canonical representative of such a coset is hence obtained by putting
1,2,...,t in order in the balls and ¢t +1,...,d + 1 in order in the triangles.
Such a representative is called a t-shuffle.

Example 5.8.4 To determine the set of all 2-shuffles in &, consider first
the set of all configuration of 2-balls and 2 triangles:

OOAA, OAOCA, AOOA, OALD, AO LD, AAOO.
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The 2-shuffles and the decomposition of the inverse are given by:

(1234 1234 1234 1234 1234 1234
o\1234) 7 \1324) \3124) \1342)° \3142)° \3412

g = id, S2, §251, $283, 525183, 52515352

Example 5.8.5 Let n =5, d =3, i = (2,3,4),j = (1,4,5), t = 2. By the
example above we have

Alt23)(45)PiPj = P2,34P1,45 — P2,44P135 + D3.4.4D125
+D2,54P1,34 — P3,54P1,2,4 T P4,54P1,2,3
= P2,3,4DP1,4,5 — P2,4,5P1,3,4 T P3,45P1,2,4

Closed embedding.

Next we will see that one can identify G, with is a closed subset of P(AYY),
i.e. the Grafimann variety is naturally endowed with the structure of a pro-
jective variety.

Theorem 5.8.2 The Grafmann variety Gg,, C P(AYV) is the zero set of
the homogeneous ideal generated by the following polynomials:

d+1
Z !
(_1) pil,...,il,...,id+1pj17~v~7jd717il7 (518)
=1
where 11, ... ,ig11 and ji, ..., Jq—1 are any numbers between 1 and n.

Proof.  The relation in (5.18) is a special case of the shuffle relations (see
Theorem 5.8.1, t = d), so G4, is contained in the zero set of the homogeneous
ideal generated by these equations.

Conversely, let y = [}, yie,] satisfy the equations in (5.18). Suppose
Yiy...1, 7 0 for some £ = (Iy,. ,la) € 14, without loss of generality we may
(and will) assume y;, 5, =1. For 1 <i<n,1<j <d, set

Qij = Yy, 1 dg,la

We apply the usual rules as in (5.15): Yl sisdj1snlq 18 ZerO if two indices
are equal etc. Let A be the n x d matrix A = (a;;). By construction
Apy,.q = lg because aj;; = yi,,..q, = 1 for j = 1,...,d and for i # j we
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have ai,; = Yi,. 0 1050i41,..1¢ = 0. Clearly rank A = d, let U be the d-
dimensional subspace spanned by the columns of A. We have to show that
m(U) = [ZZEIM pi(A)e;] = [Ziefd,n y;e;] =y and hence y € Ggp.

For two d-tuples k, k" denote by #{x N £’} the number of common entries.
We will show p;(A) = y; by decreasing induction on §{¢ N j}. We know
already that py(A) = 1 = y,. For j = (ll,...,lj_l,i,lj+1,.._.,ld) we have
p;(A) = a;; = y; by the definition of A, so this proves the claim if Hengt >
d—1.

Let j be arbitrary such that g{¢ N j} < d — 1. There exists an entry in j
which is not an entry in £. Without loss of generality (i.e., after permuting
the entries if necessary) we assume that j; has this property. Now y satisfies

all the relations in (5.18), so the coordinates y, and y; satisfy a relation of the
form above: yy; + > typy; = 0, where ¢ differs from £ in just one place.
Further, if ygfyj/;é 0, then ﬁ{l’ N £} > 4{j N £} since jq has been replaced by
an element in £. Thus we know by induction yy = py(A), y; = pj(A).

By Theorem 5.8.1, the d-minors of A satisfy the relations in (5.18), so
pe(A)pi(A) + > Epp(A)py(A) = 0. Now p(A) = y, = 1, so p;(A) =
— > Epr(A)py(A) = = > Fypyy = y;. .
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