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8. Exercise sheet Probability II
(Regular conditional distribution)

Exercise 8.1 (2 editing points)
Let (Ω,F ,P) be a probability space, G ⊂ F a sub-σ-algebra, (E, E) be a measurable space,
X : (Ω,F ,P) → (E, E) a random variable and µ a regular conditional distribution of X knowing
G. Furthermore, let Y : (Ω,G) → (E ′, E ′) be G −E ′-measurable and f : (E×E ′, E ⊗E ′) → (R,B)
be measurable such that E[|f(X,Y )|] < ∞.

a) Show that
E
[
f(X,Y ) | G

]
(ω) =

∫
E

f(x, Y (ω))µ(ω, dx)

for P-almost all ω ∈ Ω.

b) Let (Ω,F ,P) = (D,B(D),P) with D as in Exercise 7.4, P the uniform distribution on D
and

Grot := {B ∈ B(D) : {(x, y) ∈ B and x2 + y2 = u2 + v2} =⇒ {(u, v) ∈ B}}.

the σ-algebra of measurable sets invariant by rotation. For (x, y) ∈ D, let Y (x, y) :=
x2+ y2 and X(x, y) := arg((x, y)) ∈ [0, 2π) be the angle between the vectors (0, (x, y)) and
(0, (1, 0)).
Show that Y is Grot-measurable and that for every f , such that E[|f(X,Y )|] < ∞ we have

E
[
f(X,Y ) | Grot

]
(ω) =

1

2π

∫ 2π

0

f(x, Y (ω)) dx.

Exercise 8.2 (4 editing points)
Let (S,O) be a Polish space, X,Y : (Ω,F ,P) 7→ (S,O) be random variables, and P(X,Y ) the law
of (X,Y ).

a) Let us define the projections X̃, Ỹ : (S2,O⊗2,P(X,Y )) → (S,O) by X̃(x, y) = x and
Ỹ (x, y) = y for all x, y ∈ S. Show that there exists a regular conditional distribution
µ̃ of Ỹ given X̃ such that µ̃((x, y), F ) = µ̃((x, y′), F ) for all x, y, y′ ∈ S and F ∈ O.
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b) Show that there exists µ : S × B(S) → [0, 1] such that

• F 7→ µ(x, F ) is a probability measure for all x ∈ Aµ, with PX(Aµ) = 1,

• ω 7→ µ(X(ω), F ) is a version of P(Y ∈ F |X) for all F ∈ O.

Hint: You can assume without proof, that for some µ̃ as in a), there exists a set Ãµ̃ ∈ σ(X̃)

such that P(X,Y )(Ãµ̃) = 1 and µ̃((x, y), ·) is a probability for all (x, y) ∈ Ãµ̃.

Let g : (S,O) 7→ (R,B(R)) be a measurable function such that g(Y ) ∈ L1. A function F : S 7→ R
is said to be a version of E[g(Y ) |X = x] if F (X) is a version of E[g(Y ) |X].

c) Show that for all µ as in b),

F (x) = 1x∈Aµ

∫
g(y)µ(x, dy)

is a version of E[g(Y ) |X = x].

d) Assume that S = R, and that (X,Y ) has density f w.r.t. ν1 ⊗ ν2, for some measures ν1, ν2
on (R,B(R)), and recall the notation from Exercise 7.4. Show that

F (x) = 1fX(x)∈(0,∞)

∫
g(y)fY |X(y|x) dν2(y)

is a version of E[g(Y ) |X = x].

Exercise 8.3 (2 editing points)
Let (Ei, Ei), i ∈ {0, . . . , 3} be measurable spaces, and for each i ∈ {1, 2, 3}, let µi be a transition
kernel from (×i−1

j=0Ej,⊗i−1
j=0Ej) to (Ei, Ei).

a) Show that for all measurable function f : E1 × E2 → R such that f ∈ L1∫
E1×E2

(µ1 ⊗ µ2)(x0, dx)f(x) =
∫
E1

µ1(x0, dx1)

∫
E2

µ2((x0, x1), dx2)f(x1, x2),

b) Show that µ1 ⊗ (µ2 ⊗ µ3) = (µ1 ⊗ µ2)⊗ µ3.

c) Let P1 be a probability on (E1, E1), P2 be a probability on (E2, E2), and let µ(x1, F ) = P2(F )
for all x1 ∈ E1 and F ∈ E2. Show that P1 ⊗ µ = P1 ⊗ P2.
Hint: we recall that the product measure P1 ⊗ P2 was defined in Proposition 2.4.3. in
Probability I.

Remark: Please write your name, Matrikel-number, group number and exercise number in the
first row! If you need more than one paper, please staple all your sheets together!
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