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A comparison result for perturbed radial p-Laplacians

Raul Manásevich & Guido Sweers

Abstract

Consider the radially symmetric p-Laplacian for p ≥ 2 under zero Dirichlet boundary
conditions. The main result of the present paper is that under appropriate conditions
a solution of a perturbed (radially symmetric) p-Laplacian can be compared with the
solution of the unperturbed one. As a consequence one obtains a sign preserving result
for a system of p-Laplacians which are coupled in a non-quasimonotone way.

1. Introduction and main result

One of the goals when studying the Schrödinger equation −∆u + V u = f is to find
comparison results, that is, when considering the problem for V1 and V2, what are the
conditions such that for the same f the corresponding solutions u1 and u2 can be compared
(see [7]). Zhao and collaborators (see [11], [2] and the references therein) obtained such
comparison results on bounded domains Ω ⊂ Rn, for u satisfying zero Dirichlet boundary
conditions, by estimating the iterated Green function with the Green function itself. The
difficulties arise both by the singularity on the diagonal of the solution operator (the Green
function GΩ (x, y) in dimension n ≥ 2 has a singularity when x = y) and as well as by the
zero boundary condition. The main tool in their proofs are the Harnack inequalities both
in the interior and at the boundary.

With the estimates of Zhao one may even show that for ε > 0 but small the nonlocal V
defined by (V u) (x) = ε

∫
Ω GΩ (x, y) u (y) dy is in this class. As a consequence one obtains

a maximum principle for a system of elliptic equations with a noncooperative coupling.
In this paper we will show a first step in transferring such a comparison result to a

nonlinear equation, namely one containing the p-Laplacian with the assumption of radial
symmetry. Of course the potential should have the same type of nonlinearity and that
leads us to consider comparison principles for{

−∆pu + λ Vp (u) = f in B,
u = 0 on ∂B,

(1)

with B = {x ∈ Rn; |x| < 1}, n ≥ 2, p ∈ (2,∞), λ > 0 some small parameter and where
Vp is an operator having the same homogeneity as the p-Laplacian. This operator may
be nonlocal but is assumed to preserve radial symmetry. For λ = 0 it is well known that
f ≥ 0 implies u ≥ 0 even in a much more general setting (see [10]).

Since we will restrict ourselves to the radial symmetric case we have following expres-
sion for the p-Laplacian:

∆pu = r1−n
(
rn−1

∣∣u′∣∣p−2
u′

)′
.

As a consequence we will find a sign preserving result for a system of p-Laplace operators
which are coupled in a noncooperative way. We recall that the boundary value problem
(1) is called sign preserving if every solution u is positive whenever the source term f
is positive. In contrary to the ‘original’ maximum principle, that is, ‘u cannot have a
negative minimum’, such a sign preserving property may depend on nonlocal arguments.
In the present paper there will not be a maximum principle in this original sense but we
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will show that for positive f solutions u of the perturbed (λ 6= 0 small) and unperturbed
(λ = 0) problem can be compared. Hence a sign preserving property will hold for the
perturbed problem, whenever λ is small enough, for all f > 0.

For easy reference we fix the following:

Notation 1.1

• φp (u) = |u|p−2 u and its inverse is being denoted by φinv
p (u) = |u|

2−p
p−1 u ;

• The solution operator Gp for the radial p-Laplacian with Dirichlet boundary condi-
tion:

(Gpf) (r) =
∫ 1

r
φinv

p

(∫ t

0

(s

t

)n−1
f(s)ds

)
dt; (2)

• f > 0 denotes f (r) ≥ 0 for all r ∈ [0, 1] and f 6≡ 0;

• f � 0 means that there is c > 0 such that f (r) ≥ c(1− r) for all r ∈ [0, 1] .

1.1. A non-quasimonotone system

A special case that we consider is the following non-quasimonotone (if λ > 0) nonlinear
elliptic system 

−∆pu = f − λφp (v) in B,
−∆pv = φp (u) in B,

u = v = 0 on ∂B.
(3)

Remember that the system −∆pu = F1(u, v), −∆pv = F2(u, v) is quasimonotone iff
∂
∂uF2 ≥ 0 and ∂

∂vF1 ≥ 0, and that in a quasimonotone setting the maximum principle can
be used similar as for one equation. In a linear setting quasimonotone is also known as
cooperative.

Using the solution operator Gp, the Green operator defined in (2) for the radial case,
the system coincides with{

−∆pu + λ (φp ◦Gp ◦ φp) (u) = f in B,
u = 0 on ∂B,

(4)

Notice that (φp ◦Gp ◦ φp) (tu) = φp(t) (φp ◦Gp ◦ φp) (u) for all t ∈ R and hence satisfies
the appropriate homogeneity condition.

The 1-dimensional case has been studied in [5]. In a reaction to that paper W. Walter
raised the question what would happen in the higher dimensional case. This paper is a
first step in that direction.

The linear case, p = 2, of (3) was studied in [6] even for general (nonradial) functions
on smooth domains. A earlier result for the ball can be found in [8]. The crucial result that
was used in that paper was the so-called 3G-theorem which originates from Zhao [11]. The
nonlinear nature of (3) makes the general system much harder. By restricting ourselves to
the radial case we are able to prove a positivity preserving property for this noncooperative
system and in doing so we encounter some critical dimensions. For the linear case the
Green function becomes unbounded for n ≥ 2. Similarly, the kth iterated Green function
is bounded if and only if 2k > n. For the p-Laplacian pointwise boundedness of the kth-
iterated homogenized Green operator, defined by (Gp ◦ φp)

k = Gp ◦ φp ◦ (Gp ◦ φp)
k−1 for

k ≥ 1, is related to pk > n. These numbers reappear as a restriction in the results down
below.

For sign preserving results for cooperative systems with the p-Laplacian we refer to
[3]. Positivity preserving properties of (1) for p = 2 and linear, possibly nonlocal V , have
been studied in [4].
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1.2. The main condition and the theorem

The basic conditions that we will use to show that a perturbation by Vp does not destroy
the positivity preserving property for λ sufficiently small is the following.

Condition 1.1 The operator Vp is as follows:

i. Vp (t u) = tp−1 Vp (u) for t ≥ 0;

ii. Vp is continuous from C1[0, 1] to C [0, 1] and moreover there is Cp
V > 0 such that

‖Vp(u)‖C[0,1] ≤ Cp
V ‖u‖p−1

C1[0,1]
for all u ∈ C1[0, 1];

iii. there is CV,p,n > 0 such that Gp (|Vp ◦Gp (f)|) (r) ≤ CV,p,n Gp |f | (r) for r ∈ [0, 1]
and for all f ∈ C[0, 1].

Remark 1.1.1 For Vp = φp the third item in the condition above implies a nonlinear
3G-type result:

(Gp ◦ φp ◦Gpf) (r) ≤ CV,p,n Gpf (r) for r ∈ [0, 1] and 0 < f ∈ C[0, 1]. (5)

For Vp = φp we are able to show that iii. is satisfied when both p ≥ 2 and p > 1
2n hold.

See Lemma 3.1 below.

Remark 1.1.2 Notice that if Vp and Ṽp satisfy Condition 1.1 then so does Vp + Ṽp. Only
the third condition needs some reflection. Set v = (Vp ◦Gp) (f) and ṽ = (Ṽp ◦Gp) (f) and
one obtains by φinv

p (a + b) ≤ φinv
p (a) + φinv

p (b) for a, b ≥ 0 that

(Gp |v + ṽ|) (r) ≤
∫ 1

r
φinv

p

(∫ t

0

(s

t

)n−1
(|v (s)|+ |ṽ (s)|) ds

)
dt

≤ (Gp |v|) (r) + (Gp |ṽ|) (r).

Theorem 1.2 (the main result) Fix p > 2 and suppose that the operator Vp satisfies
Condition 1.1 above. Then there exists λp such that for all f ∈ C[0, 1] with f > 0 and
λ ∈ [0, λp] the following holds:

i. there exists a solution u ∈ C
1, 1

p−1 [0, 1] of (1) with φp(u′) ∈ C1[0, 1];

ii. every solution u of (1) satisfies

1
2
Gpf (r) ≤ u (r) ≤ 3

2
Gpf (r) for r ∈ [0, 1] ,

and hence every solution is positive.

The proof will be postponed to the following sections.

Remark 1.2.1 Notice that we do not state uniqueness of the solution for the perturbed
problem. As can be seen from the case n = 1 in [5] uniqueness is not obvious in general.

For the non-quasimonotone system (3) we have the following result.
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Corollary 1.3 If p > 1
3n then the radially symmetric case of the non-quasimonotone

system in (3) is positivity preserving for λ sufficiently small. That is, there exists λp > 0
such that for every λ ∈ [0, λp] and f ∈ C

(
B̄

)
with f = f (|x|) and f > 0 there exists

a radially symmetric solution u of (3) and every radially symmetric solution is strictly
positive.

Proof. It is sufficient to show that Vp satisfies Condition 1.1 where Vp (u) = φp◦Gp◦φp (u).
Indeed Corollary 3.5 implies that this holds whenever p ≥ 2 and p > 1

3n. �

The approach of this paper is to get estimates from above for the perturbation in terms
of a function that itself gives a uniform estimate from below for the Green operator. A
strong restriction of this approach is that one needs to catch the positive function f in
one number αf such that, for some uniform constant C, the following holds:

|(Gp ◦ Vpf) (r)| ≤ C αf (1− r) and αf (1− r) ≤ (Gpf) (r) .

For p > n we will use αf = (Gpf) (0) and for p < n the number αf = sup[0,1] r
p−n
p−1 (Gpf) (r) .

Needless to say that we do not expect this to give the best possible result. The next para-
graph contains an explanation for the case p = 2.

• Optimal bounds in the linear case that use one parameter
For p = 2 a uniform estimate using only one parameter would coincide with obtaining an
estimate from below for the Green function G (r, s) by a multiple of the product g1(r)g2(s)
where g1, g2 are positive functions. For the linear Dirichlet problem such an estimate is
almost never optimal since this would mean that the Green function could be estimated
from below and from above by multiples of the same product. Only for the 1-dimensional
Neumann problem this is possible.

In the linear case the radial symmetric Green operator reduces to an integral operator
G2(f) =

∫ 1
0 G(·, s)f(s)ds with the following kernel:

G (r, s) =

{
1

n−2sn−1
(
s2−n − 1

)
if s ≥ r,

1
n−2sn−1

(
r2−n − 1

)
if s < r,

for n > 2,

G (r, s) = −s log (max (r, s)) for n = 2.

For n > 2 these can be estimated in terms of powers of s and r and distances to the
boundary 1− r and 1− s, by

c1s
n−1 min

(
1− r

rn−2
,
1− s

sn−2

)
≤ G (r, s) ≤ c2s

n−1 min
(

1− r

rn−2
,
1− s

sn−2

)
, (6)

Hence optimal estimates in product form are from below

G (r, s) ≥ cn sn−1 (1− s) (1− r) , (7)

and for the estimate from above one cannot go beyond

G (r, s) ≤ Cn sn−1

(
1− s

sn−2

)θ (
1− r

rn−2

)1−θ

with θ ∈ [0, 1]. Optimal two-sided estimates for the Green function on general domains
are due to Zhao [11]. See also [6] or [9]. As just explained, the sharp expressions that are
used in these papers cannot be of the form g1(r) · g2(s).
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1.3. Other examples

Our main interest focuses on the non-quasimonotone system in (3). Other examples of
operators Vp satisfying the main condition (Condition 1.1) are Vp = φp ◦ A with A as
follows:

i. (Au) (r) = a(r)u(r) + b(r)u′(r), for p > n and a, b ∈ C[0, 1]. If b = 0 then we
may allow p > 1

2n. This result follows from Lemma’s 3.1 and 3.3 and the remark
following Condition 1.1. For a ≤ 0 this example is not so interesting since with
this local perturbation one may proceed by the local arguments of the maximum
principle.

ii. (Au) (r) =
∫ 1
0 a(r, s) u(s) sn−1ds, with appropriate kernel a. For the precise condition

see Lemma 3.6. Also kernels like

(Au) (r) =
(∫ 1

0
a(r, s) (u(s))α ds

) 1
α

or

(Au) (r) =
∫ 1

0

(∫ 1

0
a(r, t, s) (u(s))α ds

) 1
α

dt

satisfy Condition 1.1 for appropriate restrictions relating α with n and p.

If we set α = q − 1 and a (r, t, s) = χ[t>r]χ[s<t] (s/t)n−1 we find that u is a solution
of the non-quasimonotone nonlinear elliptic system (3). For p = q and n = 1, but
with f not necessarily symmetric, this system was studied in [5].

iii. A (u) = (Gq ◦ φq) . For this operator A, which corresponds with the system
−∆pu = f − λφp (v) in B,
−∆qv = φq (u) in B,

u = v = 0 on ∂B
(8)

we find that Condition 1.1 is satisfied when n, p, q ≥ 2 are such that n < 2p + q p−1
q−1 .

See Lemma 3.4. A similar condition can be found when using four different powers
as long as the p-Laplacians have p ≥ 2 and the homogeneity fits.

2. On the solution operator

2.1. Elementary properties of Gp

The solution operator for (1) with λ = 0 is Gp. First note that f ∈ C[0, 1] implies that

Gpf ∈ C
1, 1

p−1 [0, 1] . Moreover, if f > 0 set t0 = inf {t ∈ [0, 1] ; f (t) > 0} and we find that

r 7→ φinv
p

(∫ r

0

(s

r

)n−1
f(s)ds

)
∈ C1 ([0, t0) ∪ (t0, 1]) ∩ C

1
p−1 [0, 1] . (9)

By integrating we find that Gpf ∈ C2 ([0, 1] \ {t0}) ∩ C
1, 1

p−1 [0, 1] . Also(9) immediately
shows that (Gpf)′ (r) = 0 for r ≤ t0 and (Gpf)′ (r) < 0 for t0 < r ≤ 1.

2.2. Comparing with a sort of fundamental solution

We start by studying the outcome of this operator applied on some special distributions
for the right hand side, namely ds (r) = s1−nδs (r) , with δ the Dirac delta function at
s ∈ (0, 1) with weight s1−n. This weight is the appropriate normalization for the radial
symmetric nature of the problem. We will see that p = n is critical in the following sense.
If n < p then (and only then) the functions r 7→ (Gpds) (r) are uniformly bounded with
respect to s.
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Lemma 2.1 Set ds (r) = s1−nδs (r) .

i. If p > n, then (Gpds) (r) = p−1
p−n

(
1−max (r, s)

p−n
p−1

)
.

ii. If p = n, then (Gpds) (r) = − log (max (r, s)) .

iii. If p < n, then (Gpds) (r) = p−1
n−p

(
max (r, s)

p−n
p−1 − 1

)
.

Proof. The result follows from a direct computation. �

r→s

(Gpds) (r)
↑

p−1
p−n

r→s

(Gpds) (r)
↑

Figure 1: p > n respectively p ≤ n

With the solutions for the delta function we will have the following version of a com-
parison principle.

Lemma 2.2 Let u = Gpf with 0 < f ∈ C[0, 1]. Then for every r ∈ [0, 1] and s ∈ (0, 1)
one has

u (r) ≥ u (s)
(Gpds) (s)

(Gpds) (r) . (10)

Proof. Since u(r) =
∫ 1
r φinv

p

(∫ t
0

(
σ
t

)n−1
f(σ)dσ

)
dt it is immediate for f ≥ 0 that 0 ≤

r1 ≤ r2 ≤ 1 implies u(r1) ≥ u(r2) and hence (10) holds on [0, s] .
For t ∈ [s, 1] we proceed by contradiction. Set v (r) = u(s)

(Gpds)(s)
(Gpds) (r) and suppose

that v (τ) > u (τ) for some τ ∈ (s, 1) . Then there exist τ1, τ2 ∈ [s, 1] such that s ≤ τ1 ≤
τ ≤ τ2 ≤ 1 with

u (τ1)
v (τ1)

= 1 and
u (r)
v (r)

< 1 for r ∈ (τ1, τ2) ,

and with either
τ2 = 1 or

u (τ2)
v (τ2)

= 1.
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It follows by an elementary argument that

u′ (τ1)
v′ (τ1)

≥ 1 ≥ u′ (τ2)
v′ (τ2)

. (11)

The differential equations for u and v on (s, 1) give, using φp (v′) < 0, that(
φp

(
u′

v′

))′
=

(
rn−1φp (u′)
rn−1φp (v′)

)′
=

(
rn−1φp (u′)

)′
rn−1φp (v′)

≥ 0.

It follows, after integrating and applying φinv
p and by using (11), that for any τ ∈ (τ1, τ2)

1 ≥ u′ (τ2)
v′ (τ2)

≥ u′ (τ)
v′ (τ)

≥ u′ (τ1)
v′ (τ1)

≥ 1.

Hence u′ ≡ v′ on [τ1, τ2] which implies u ≡ v on [τ1, τ2] , a contradiction. �

2.3. Two-sided estimates for Gp

In the next three lemmata we will prove a relation between the upper and lower estimates
of Gpf.

Lemma 2.3 If p > n, then for every f ∈ C[0, 1] with f > 0 one has
p− n

p− 1
(1− r) (Gpf) (0) ≤ (Gpf) (r) ≤ (Gpf) (0) for all r ∈ [0, 1] . (12)

Proof. The estimate from above is obvious by the definition of Gp. For the estimate from
below note that Lemma 2.2 implies that for every ε > 0

(Gpf) (r) ≥ (Gpf) (ε)
(Gpdε) (ε)

(Gpdε) (r) for r ∈ [0, 1] .

Letting ε ↓ 0 one finds
(Gpf) (r) ≥

(
1− r

p−n
p−1

)
(Gpf) (0) ≥ p−n

p−1 (1− r) (Gpf) (0) . �

Lemma 2.4 Suppose that p = n and let f ∈ C[0, 1] with f > 0. Set

θ̃f = sup
0<r≤1

(Gpf) (r)
1− log r

.

Then one has
θ̃f (1− r) ≤ (Gpf) (r) ≤ θ̃f (1− log r) . (13)

Proof. Let r0 be the number such that

θ̃f (1− log r0) = (Gpf) (r0) .

Then

(Gpf) (r) ≥ (Gpf) (r0)
(Gpδr0) (r0)

(Gpδr0) (r)

=
θ̃f (1− log r0)

− log r0
(− log (max (r0, r)))

≥ θ̃f
1− log r0

− log r0
min (− log r0, 1) (1− r)

= θ̃f min
(

1− log r0, 1 +
1

− log r0

)
(1− r) ≥ θ̃f (1− r) .

�
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Lemma 2.5 Suppose that p < n and let f ∈ C[0, 1] with f > 0. Set

θf = sup
0<r≤1

r
n−p
p−1 (Gpf) (r) .

Then one has

θf min
(

1,
n− p

p− 1

)
(1− r) ≤ (Gpf) (r) ≤ θf r

p−n
p−1 . (14)

Remark 2.5.1 The number θf is a weighted L∞-norm for the function Gpf.

Proof. The estimate from above follows by the definition of θf . For the estimate from

below consider g (r) = r
n−p
p−1 (Gpf) (r) . Since Gpf ∈ C[0, 1] we find g (0) = g (1) = 0. Hence

g has an global maximum inside, say in r0, and θf = g (r0) . By Lemma 2.2 we have

(Gpf) (r) ≥ (Gpf) (r0)
(Gpdr0) (r0)

(Gpdr0) (r)

=
θf r

p−n
p−1

0

r
p−n
p−1

0 − 1

(
max (r0, r)

p−n
p−1 − 1

)
(15)

and using that r
p−n
p−1 − 1 ≥ n−p

p−1 (1− r), we continue (15) by

≥
θf r

p−n
p−1

0

r
p−n
p−1

0 − 1
min

(
r

p−n
p−1

0 − 1,
n− p

p− 1
(1− r)

)

= θf min

r
p−n
p−1

0 ,
n− p

p− 1
r

p−n
p−1

0

r
p−n
p−1

0 − 1
(1− r)


≥ θf min

(
1,

n− p

p− 1
(1− r)

)
= θf min

(
1,

n− p

p− 1

)
(1− r) .

�

Remark 2.5.2 It is crucial in this proof that we are able to give an estimate independent
of r0. Note that any larger exponent, say α > p−n

p−1 and θ̃f = sup0<r≤1 r−α (Gpf) (r) fails
to give a uniform estimate from below.

2.4. Estimates for Gp applied to a singular function

Finally we will show the following two estimates that will be used later.

Lemma 2.6 Let α ∈ [0, n) and set gα (r) = r−α if α > 0 and g0 (r) = 1− log r, then

(Gpgα) (r) ≤ cn,p,α


1− r if α < p,

− log r if α = p,

r
p−α
p−1 − 1 if α > p.

(16)

Proof. Let α ∈ (0, n) . Since α < n holds, a straightforward computation yields

(Gpgα) (r) =
∫ 1

r

(∫ t

0

(s

t

)n−1
s−αds

) 1
p−1

dt =
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= (n− α)
−1
p−1

∫ 1

r
t

1−α
p−1 dt = c̃n,p,α


1− r

p−α
p−1 if α < p,

− log r if α = p,

r
p−α
p−1 − 1 if α > p,

(17)

implying (16). For α = 0 a similar computation shows that for some cn,p > 0 it holds that
(Gpg0) (r) ≤ cn,p (1− r) . �

3. Verification of the main condition

First we will show a comparison between the solution operator Gp and the iterated Gp ◦
φp ◦Gp.

Lemma 3.1 Suppose that p ≥ 2 satisfies p > 1
2n. Let a ∈ C[0, 1] with a ≥ 0. Then there

is a constant Ca,p,n such that for all f ∈ C[0, 1] :

(Gp (|φp ◦ (a ·Gp) (f)|)) (r) ≤ Ca,p,n Gp |f | (r) . (18)

Remark 3.1.1 The major restriction here is p > 1
2n. Although we do expect this lemma

to hold for all p ≥ 2 a proof will be much more involved. The reason is the following. For
p > 1

2n we are able to characterize Gpf by one number Gpf (0) (for p > n, see (12)), θ̃f

(for p = n, see (13)) or θf (for p < n, see (14)). Indeed this number is used to find uniform
estimates from below for Gpf and from above for (Gp ◦ φp ◦Gp) (f). Such estimates in
terms of one number follow from Lemma 2.6 only if p > 1

2n. Whenever p ∈
(
2, 1

2n
]

such
characterization by one number does not seem to be sufficient and consequently it will be
necessary to capture the behavior of Gpf in a more elaborate way.

Proof. Since (Gp (|φp ◦ (a.Gp) (f)|)) (r) ≤ ‖a‖∞ (Gp ◦ φp ◦Gp) |f | (r) it will be sufficient
to consider

Hpf := (Gp ◦ φp ◦Gp) (f)

for 0 < f ∈ C[0, 1]. Let us denote by 1 the function 1(x) ≡ 1. If p > n then the estimates
in Lemma 2.3 imply that

Hpf (r) ≤ (Gpf) (0) (Gp ◦ φp) (1) (r) (19)

≤ (Gpf) (0)
∫ 1

r

(∫ t

0

(s

t

)n−1
1 ds

) 1
p−1

dt

≤ (Gpf) (0) (1− r) ≤ p− 1
p− n

(Gpf) (r) .

For p ∈
(

1
2n, n

)
we have

Hpf (r) ≤ (Gp ◦ φp)
(
θf (·)

p−n
p−1

)
(r)

≤ θf

∫ 1

r

(∫ t

0

(s

t

)n−1
s(p−n)ds

) 1
p−1

dt

=
1

p
1

p−1

θf

∫ 1

r
t

p−n+1
p−1 dt = p−1

p
1

p−1 (2p−n)
θf

(
1− r

2p−n
p−1

)
≤ p−1

p
1

p−1 (2p−n)
max

(
1, 2p−n

p−1

)
θf (1− r)

≤ p−1

p
1

p−1 (2p−n)

max
(
1, 2p−n

p−1

)
min

(
1, n−p

p−1

) (Gpf) (r) .
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Finally the case p = n. It follows that

Hpf (r) ≤ (Gp ◦ φp) (θf (1− log ·)) (r)

≤ θf

∫ 1

r

(∫ t

0

(s

t

)n−1
(1− log s)n−1 ds

) 1
n−1

dt

≤ cn θf

∫ 1

r
t

1
n−1 (1− log t) dt

≤ c̃n θf (1− r) ≤ c̃n (Gpf) (r) .

�
For such multiplication by a it is obvious that it is sufficient to consider the positive

operator where a is replaced by |a| . For more general operators let us introduce a splitting
in a positive and a negative part.

Lemma 3.2 Suppose that Vp satisfies Condition 1.1. Defining for f ∈ C[0, 1]

V +
G (f)(r) = max {0, (Vp ◦Gp (f)) (r)} (20)

V −
G (f)(r) = −min {0, (Vp ◦Gp (f)) (r)} (21)

we find that V ±
G are continuous from C[0, 1] to C[0, 1]. Moreover, there exist c′V , C ′

V > 0
such that ∥∥V ±

G (f)
∥∥

C[0,1]
≤ c′V ‖f‖C[0,1] for all f ∈ C[0, 1]; (22)

Gp ◦ V ±
G (f)(r) ≤ C ′

V Gp(|f |)(r) for all f ∈ C[0, 1]. (23)

Proof. The continuity is straightforward. By Condition 1.1.ii one finds∥∥V ±
G (f)

∥∥
∞ ≤ ‖Vp ◦Gpf‖∞ ≤ cp

V ‖Gpf‖p−1
C1[0,1]

≤ cp
V 2p−1 ‖f‖∞ .

By Condition 1.1.iii

Gp ◦ V ±
G (f)(r) ≤ Gp (|Vp ◦Gpf |) (r) ≤ CV,p,n Gp(|f |)(r).

�
Next we address the perturbation by a derivative.

Lemma 3.3 Suppose that p ≥ 2 satisfies p > n. Let b ∈ C[0, 1]. Then there is a constant
Cb,p,n such that for all f ∈ C [0, 1] :(

Gp

∣∣∣∣φp ◦
(

b.
d

dr
◦Gp

)∣∣∣∣) f (r) ≤ Cb,p,n Gp |f | (r) .

Hence for all p, n, b as above Vp defined by Vp (u) (r) = φp (b (r) u′ (r)) satisfies Condition
1.1.

Proof. Note that (
d

dr
◦Gp

)
f (r) = −φinv

p

(∫ r

0

(s

r

)n−1
f (s) ds

)
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implies that

V ±
G f (r) = φinv

p

(
b∓ (r)

) (∫ r

0

(s

r

)n−1
f (s) ds

)±
+ φinv

p

(
b± (r)

) (∫ r

0

(s

r

)n−1
f (s) ds

)∓

≤ φinv
p (|b (r)|)

∫ r

0

(s

r

)n−1
|f | (s) ds

Since p > n we may proceed similar as (19) for f > 0 starting with

Gp ◦ V +
G f (r) ≤ ‖b‖∞ Gp (f) (0)

(
Gp ◦ V +

G

)
(1) (r) .

�
For the coupled system we have to deal with Gp ◦φp ◦Gp ◦φp ◦Gp. It will not be much

more trouble to have a p-Laplacian with another exponent (say q) in the second equation
as long as the homogeneity fits. In that case we would have to consider Gp◦φp◦Gq◦φq◦Gp,
with Gq and φq defined in Notation 1.1 with the obvious replacement of p by q.

Lemma 3.4 Suppose that n, p, q ≥ 2 are such that n < 2p+q p−1
q−1 . Then there is a constant

Cp,q,n such that for all f ∈ C[0, 1] with f ≥ 0 :

(Gp ◦ φp ◦Gq ◦ φq ◦Gp) f (r) ≤ Cp,n Gpf (r) .

In other words, for n, p, q as above Condition 1.1 is satisfied for Vp = φp ◦Gq ◦φq ◦Gp ◦φp.

Corollary 3.5 Suppose that p > 2 and n < 3p. Then Vp = φp ◦Gp ◦ φp ◦Gp ◦ φp satisfies
Condition 1.1.

Proof. (of Lemma 3.4) Let us denote Hp,qf = (Gp ◦ φp ◦Gq ◦ φq ◦Gp) f. If n < p then
the estimates in Lemma 2.3 imply that

Hp,qf (r) ≤ (Gpf) (0) (Gp ◦ φp ◦Gq ◦ φq) (1) (r)

≤ (Gpf) (0) (1− r) ≤ p− 1
p− n

(Gpf) (r) .

For n = p Lemma 2.6 implies that

Hp,qf (r) ≤ θ̃f (Gp ◦ φp ◦Gq ◦ φq) (1− log (·)) (r)
≤ cn,q θ̃f (Gp ◦ φp (1− ·)) (r) ≤ cn,p,q (1− r) .

For n > p we have by Lemma 2.4 and Lemma 2.6 that with Hpf as in a Lemma 3.1

Hpf (r) ≤ (Gq ◦ φq)
(
θf (·)

p−n
p−1

)
(r) = θf

(
Gq (·)

q−1
p−1

(p−n)
)

(r) ≤

≤ cp,q,n θf


1− r if 1 + 1

q−1 + p−n
p−1 > 0,

− log r if 1 + 1
q−1 + p−n

p−1 = 0,

r
1+ 1

q−1
+ p−n

p−1 − 1 if 1 + 1
q−1 + p−n

p−1 < 0.

and hence again by Lemma 2.6, depending on the sign of

γp,q,n =
p + (p− 1)

(
1 + 1

q−1 + p−n
p−1

)
p− 1

= 2 +
1

p− 1
+

1
q − 1

+
p− n

p− 1
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then

Hp,qf (r) ≤ c̃p,q,n θf


1− r if γp,q,n > 0,

− log r if γp,q,n = 0,
rγp,q,n − 1 if γp,q,n < 0.

Since Gpf (r) ≥ cp,nθf (1− r) we find the result of the lemma whenever γp,q,n > 0, that
is, for n < 2p + q p−1

q−1 . �

Lemma 3.6 Let p, q ≥ 2 and suppose that Au (r) =
∫ 1
0 a (r, s) u (s) sn−1ds is such that

for some γ < 1 + 1
p−1

if p > n then
∫ 1

0
|a (r, s)| sn−1ds ≤ C r−γ

if p = n then
∫ 1

0
|a (r, s)| (1− log s) sn−1ds ≤ C r−γ

if p < n then
∫ 1

0
|a (r, s)| s

n−n−1
p−1 ds ≤ C r−γ

(24)

Then operator Vp = φp ◦A satisfies Condition 1.1.

Proof. Set a (r, s) = a+ (r, s) − a− (r, s) with a+, a− ≥ 0 and denote gα (r) = r−α First
suppose that p > n. We find by Lemma 2.6 if (p− 1) α < p that

(
Gp ◦ V +

G f
)
(r) ≤ (Gpf) (0) Gp ◦ φp

(∫ 1

0
a+ (·, s) sn−1ds

)
(r) ≤

≤ C (Gpf) (0) (Gp ◦ φp ◦ gα) (r) = C (Gpf) (0) Gp ◦ g(p−1)α (r) ≤
≤ Cp,n,α (Gpf) (0) (1− r)

The condition (p− 1) α < p coincides with α < 1 + 1
p−1 .

For p < n we proceed for (n− p) α < p by

(
Gp ◦ V +

G f
)
(r) ≤ Gp ◦ φp

(∫ 1

0
a+ (·, s) (Gpf) (s) sn−1ds

)
(r) ≤

≤ θf Gp ◦ φp

(∫ 1

0
a+ (·, s) s

p−n
p−1 sn−1ds

)
(r) ≤ Cp,n,α θf (1− r) . �

4. Main proofs

4.1. Comparison results for Gp.

In this section we compare the Green operator for the perturbed and the unperturbed
right hand side. First we need an elementary estimate:

Lemma 4.1 Suppose that p ≥ 2. For a, b ≥ 0 it holds that

φinv
p (a− b)− φinv

p (a) ≥ −2 φinv
p (b) .

Proof. For a ≥ b we may use Minkowski’s inequality:

φinv
p (a− b)− φinv

p (a) = φinv
p (a− b)− φinv

p (a− b + b) ≥

≥ (a− b)
1

p−1 −
(
(a− b)

1
p−1 + b

1
p−1

)
= − b

1
p−1 .
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If a ≤ b we proceed by:

φinv
p (a− b)− φinv

p (a) = −
(
(b− a)

1
p−1 + a

1
p−1

)
≥

≥ −
(
b

1
p−1 + b

1
p−1

)
= −2 b

1
p−1 . �

We will also need the following order result:

Lemma 4.2 Let g1, g2 ∈ C[0, 1] with g1 ≤ g2. Then for all r ∈ [0, 1] :

−Gp (g1)
′ (r) ≤ −Gp (g2)

′ (r) , (25)

Gp (g1) (r) ≤ Gp (g2) (r) . (26)

Proof. Directly from (2):− (Gpf)′ (r) = r
1−n
p−1 φinv

p

(∫ r
0 sn−1f(s)ds

)
. �

Lemma 4.3 Let p ≥ 2 and let f, g ∈ C [0, 1] with f ≥ 0. Then for all r ∈ [0, 1] one finds:∣∣(Gp (f + g))′ (r)− (Gpf)′ (r)
∣∣ ≤ 2

∣∣(Gp |g|)′ (r)
∣∣ . (27)

If moreover |g (s)| ≤ θ r−α for some α ∈ [0, n) and θ > 0, then the following estimate
holds with C = 2 (n− α)

−1
p−1 :∣∣(Gp (f + g))′ (r)− (Gpf)′ (r)

∣∣ ≤ C θ
1

p−1 r
1−α
p−1 . (28)

Remark 4.3.1 Note that
∣∣(Gp |g|)′ (r)

∣∣ ≤ r
1−n
p−1 ‖g‖

1
p−1

L1
where ‖g‖L1

=
∫ 1
0 |g (s)| sn−1ds.

Proof. By Lemma 4.2 we find

− (Gp (f + g))′ (r) + (Gp (f))′ (r) ≤ − (Gp (f + |g|))′ (r) + (Gp (f))′ (r) .

Using that 1
p−1 ∈ (0, 1] implies |a + b|

1
p−1 ≤ |a|

1
p−1 + |b|

1
p−1 , we find with

a =
∫ r

0
sn−1f(s)ds and b =

∫ r

0
sn−1 |g(s)| ds

that
− (Gp (f + |g|))′ (r) + (Gp (f))′ (r) ≤ − (Gp (|g|))′ (r)

Lemma 4.1 shows
− (Gp (f + g))′ (r) + (Gp (f))′ (r) ≥

≥ − (Gp (f − |g|))′ (r) + (Gp (f))′ (r) ≥ 2 (Gp (|g|))′ (r) .

The estimate of (28) follows by

r
1−n
p−1

(∫ r

0
s−α sn−1ds

) 1
p−1

= r
1−n
p−1

(
1

n−αrn−α
) 1

p−1
. �

Corollary 4.4 Let p ≥ 2 and let f, g ∈ C[0, 1] with f ≥ 0. Then for all r ∈ [0, 1] one
finds:

(Gpf) (r)− 2 (Gp |g|) (r) ≤ (Gp (f + g)) (r) ≤ (Gpf) (r) + 2 (Gp |g|) (r) . (29)

Proof. The result follows by (27) and an integration from r = 1. �
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4.2. A fixed point argument

For (1) one might obtain a solution when λ is small by the following iteration procedure.
Defining Sλ,p : C[0, 1]× C1[0, 1] → C1[0, 1] by

Sλ,p (f ;u) := Gp (f − λVp (u)) . (30)

one considers the iteration u0 = Gpf, and

un+1 = Gp (f − λVp (un)) for n ∈ N.

Since the present problem does not satisfy an order preservation such an iteration might
result in a sequence that does have a converging subsequence, but that is not converging
itself. For example it could happen that u2n → u and u2n+1 → u 6= u. The functions u
and u do satisfy an 4th-order system but do not necessarily satisfy (1). Instead of using
such an iteration we will use a fixed point argument for existence of a solution to

u 7→ Sλ,p (f ;u) .

For a survey on fixed point methods see [1].

Proposition 4.5 Let p ≥ 2 and λ > 0. Suppose that Vp satisfies Condition 1.1. Then,
with C ′

V > 0 as in Lemma 3.2, the following holds for all f, g ∈ C[0, 1] with f > 0

|Sλ,p (f ;Gp (g)) (r)−Gp (f) (r)| ≤ 2C ′
V,p,n λ

1
p−1 Gp(|g|) (r) .

Proof. By Lemma 4.3 and Lemma 4.2 one finds

(Sλ,p (f ;Gp (g))) (r)− (Gpf) (r) = Gp (f − λVp (Gp (g))) (r)− (Gpf) (r) ≤

≤ Gp

(
f + λV −

G (g)
)
(r)− (Gpf) (r) ≤ 2

(
Gp

(
λV −

G (g)
))

(r)

and similarly

(Sλ,p (f ;Gp (g))) (r)− (Gpf) (r) ≥ Gp

(
f − λV +

G (g)
)
(r)− (Gpf) (r) ≥

≥ −2
(
Gp

(
λV +

G (g)
))

(r) .

Condition 1.1 and Lemma 3.2 imply that for all r ∈ [0, 1](
Gp

(
λV −

G (g)
))

(r) ≤ 2C ′
V λ

1
p−1 Gp (|g|) (r) ,(

Gp

(
λV +

G (g)
))

(r) ≤ 2C ′
V λ

1
p−1 Gp (|g|) (r) ,

completing the estimate. �

Corollary 4.6 With p, λ, Vp and C ′
V,p,n as in Proposition 4.5, setting

λ̂p =
(

1
8C ′

V,p,n

)p−1
, (31)

it follows that for all λ ∈
[
0, λ̂p

]
, f, g ∈ C[0, 1] with f > 0 and

Gp (|g|) (r) ≤ 2Gp (f) (r) for all r ∈ [0, 1],

that Sλ,p (f ;Gp (g)) satisfies

0 < 1
2Gpf (r) ≤ Sλ,p (f ;Gp (g)) (r) ≤ 3

2Gpf (r) for all r ∈ [0, 1].
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• Proof of Theorem 1.2
An apriori bound. We will first show that for λ sufficiently small every fixed point

of u = Sλ,p (f ;u) will necessarily lie in
[

1
2Gp (f) , 3

2Gp (f)
]
. Indeed, using Corollary 4.4

twice and Condition 1.1 we find that

Gp |Vp (u)| (r) = Gp |Vp (Sλ,p (f ;u))| (r)
= Gp |VpGp (f − λVp (u))| (r)

≤ 2λ
1

p−1 CV,p,n (Gp |f − λVp (u)|) (r)

≤ 2λ
1

p−1 CV,p,n (Gp (f + λ |Vp (u)|)) (r)

≤ 2λ
1

p−1 CV,p,nGpf (r) + 4λ
2

p−1 CV,p,nGp |Vp (u)| (r)

Hence

Gp |Vp (u)| (r) ≤
2λ

1
p−1 CV,p,n

1− 4λ
2

p−1 CV,p,n

Gpf (r)

and for λ ∈
[
0, λ◦p

]
with

λ◦p = (8CV,p,n)
1−p
2 (32)

we get
Gp |Vp (u)| (r) ≤ 4λ

1
p−1 CV,p,nGpf (r) . (33)

Again using Corollary 4.4 we have

|u (r)−Gp (f) (r)| = |Sλ,p (f ;u) (r)−Gp (f) (r)|

≤ 2λ
1

p−1 Gp |Vp (u)| (r) . (34)

Combining (33) and (34) shows u ∈
[

1
2Gp (f) , 3

2Gp (f)
]

for λ ∈
[
0, λ◦p

]
.

Existence. Fix f ∈ C[0, 1] and let us consider

D =
{
u ∈ C1[0, 1] with ‖u‖C1 ≤ 2 ‖Gpf‖C1

}
.

The mapping u 7→ Sλ,p (f ;u) from C1[0, 1] to itself is completely continuous and maps D
into D. Indeed by Lemma 4.3, the properties of Gp and the assumption on Vp one finds
that ∣∣(Sλ,p (f ;u))′ − (Gp (f))′

∣∣ ≤ 2
∣∣(Gp (λVp (u)))′

∣∣ ≤
≤ 4λ

1
p−1 ‖Vp (u)‖1/(p−1)

∞ ≤ 4 cp
V λ

1
p−1 ‖u‖C1[0,1] , (35)

and since Sλ,p (f ;u) and Gp (f) are zero in r = 1 it follows for λ ∈
[
0, λ∗p

]
, where

λ∗p :=
(
8cp

V

)1−p
, (36)

that

‖Sλ,p (f ;u)‖C1[0,1] ≤ ‖Sλ,p (f ;u)−Gp (f)‖C1[0,1] + ‖Gp (f)‖C1[0,1]

= ‖Sλ,p (f ;u)−Gp (f)‖∞ +
∥∥Sλ,p (f ;u)′ −Gp (f)′

∥∥
∞ + ‖Gp (f)‖C1[0,1]

≤ 1
2 ‖Gp (f)‖∞ + 4 cp

V λ
1

p−1 ‖u‖C1[0,1] + ‖Gp (f)‖C1[0,1] ≤ 2 ‖Gp (f)‖C1[0,1] .

By Schauder’s fixed point Theorem there exists u ∈ D such that u = Sλ,p (f ;u).

Conclusion. There exists a solution u ∈
[

1
2Gpf, 3

2Gpf
]

whenever λ ∈
[
0, λ�p

]
with

λ�p = min
{
λ∗p, λ

◦
p

}
defined by (32) and (36). �
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