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Summary. In adapting a grid for a Computational Fluid Dynamics problem
one uses a mapping from the unit square onto itself that is the solution of an el-
liptic partial differential equation with rapidly varying coefficients. For a regular
discretization this mapping has to be invertible. We will show that such result
holds for general elliptic operators (in two dimensions). The Carleman-Hartman-
Wintner Theorem will be fundamental in our proof. We will also explain why
such a general result cannot be expected to hold for the (three-dimensional) cube.
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1. Introduction

The present paper deals with the invertibility of mappings that transform sim-
ply connected two-dimensional domains into the unit square. These mappings
are used to generate so called structured grids in the physical domain to solve
Computational Fluid Dynamics (CFD) problems. These grids are generated by
mapping a uniform rectangular mesh from the unit square onto the physical do-
main. To enable a consistent discretization of the flow equations, it is necessary
that the mesh in the physical domain is non-overlapping. Hence the mapping has
to be invertible.

A typical example of 2D grid generation is illustrated by the diagram in Fig. 1.
The boundary conforming mesh around a 2D airfoil (see Fig. 1.c) is obtained as
the image of a uniform rectangular mesh in the unit square (Fig. 1.a) under a
mappingT. The mappingT is constructed as a compound mappingT = M ◦ A,
where M provides a basic non-overlapping mesh in the physical domain, and
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(ξ, η) ∈ Ωc (p, q) ∈ Ωp- -
A M

(x, y) ∈ Ω

a) b)

The physical domain

Fig. 1.

whereA serves to adapt the mesh to improve the resolution of the geometry or
the flow solution.

Since M provides a basic parameterization of the physical domainΩ, the
unit square in Fig. 1.b is called the parametric domain (Ωp). Similarly, since
the compound mappingT provides the computational mesh inΩ on which the
flow equations are solved, the unit square in Fig. 1.a is called the computational
domain (Ωc). The coordinates inΩc, Ωp and Ω are denoted byξ = (ξ, η),
p = (p, q) andx = (x, y).

A way to construct the basic mappingM is to define the parametric coordi-
natesp andq as solutions of the Laplace equation inΩ:

∆p = 0 ∆q = 0,(1.1)

with ∆ = ∂2

∂x2 + ∂2

∂y2 . Mastin and Thompson [7] proved that ifp and q are

appropriately specified on the boundary∂Ω of Ω, the resulting mappingM−1

from Ω to Ωp has a non vanishing JacobianJM = pxqy − pyqx , which is a
necessary condition for the mapping to be regular. The mesh spacing inΩ can
be controlled to some extend by the specification ofp and q on ∂Ω. Winslow
[13] replaced the Laplace equation (1.1) by isotropic diffusion equations

∇ · 1
w
∇p = 0 ∇ · 1

w
∇q = 0,(1.2)

with ∇ =
(

∂
∂x ,

∂
∂y

)
. The weight functionw (x, y) enables more direct control

over the mesh spacing.
An alternative way to enable mesh spacing control is to apply an additional

mappingA, see Fig. 1. When the basic mappingM is defined by the Laplace
system (1.1), Warsi [12] has shown that the compound mappingT = M ◦ A is
given by

∆ξ (x, y) = P
(
ξx , ξy, ηx , ηy; pξ, qξ, pη, qη, ξpp, ξpq, ξqq

)
∆η (x, y) = Q

(
ηx , ηy, ξx , ξy; pξ, qξ, pη, qη, ηpp, ηpq, ηqq

)
,

(1.3)

where the functionsP and Q are nonlinear inξx , ξy, ηx , ηy. In most applica-
tions however, the functionsP andQ are specified directly rather than through
specification of the adaptive mappingA [11].
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Explicit use of an adaptive mappingA is incorporated in the algorithm of
Hagmeijer [3], where it is assumed that a regular mappingM is given which
provides sufficient resolution of the geometry inΩ. The additional mappingA
is used to adapt the mesh inΩ with respect to a first approximation of the flow
solution such that recalculation of the flow on the adapted mesh results in higher
accuracy. The mappingA is defined by

Λ∇p ·W−1∇p ξ = 0 Λ∇p ·W−1∇p η = 0,(1.4)

whereΛ and W are diagonal matrices with strictly positive elements that are

functions ofp and q, and∇p =
(

∂
∂p ,

∂
∂q

)
. The boundary conditions forξ, η on

∂Ωp are

ξ (0, q) = 0 ξ (1, q) = 1 ξq (p, 0) = 0 ξq (p, 1) = 0
ηp (0, q) = 0 ηp (1, q) = 0 η (p, 0) = 0 η (p, 1) = 1.

(1.5)

A variety of applications of the adaptive mapping defined by (1.4) and (1.5),
see [3], [4] and [5], shows that, although heavily adapted meshes are produced,
overlap never occurred. Hence it was suspected that the mapping defined by
(1.4-1.5) is always invertible. This is the motivation for the present paper.

The paper is organized as follows. In Sect. 2 we state the main result, which
is proven in Sect. 3. In Sect. 4 some remarks will be made for 3D problems.

2. Main result

Let us denote the open unit square(0, 1)× (0, 1) in R2 by S and the sides byΓ1

to Γ4 in the following way 
Γ1 = {0} × (0, 1) ,
Γ2 = (0, 1)× {1} ,
Γ3 = {1} × (0, 1) ,
Γ4 = (0, 1)× {0} .

Consider the problem

(a)


Lu = 0 in S,

u = 0 onΓ1,
u = 1 onΓ3,
∂
∂n u = 0 onΓ2 ∪ Γ4,

and (b)


Lv = 0 in S,

v = 1 onΓ2,
v = 0 onΓ4,
∂
∂nv = 0 onΓ1 ∪ Γ3,

(2.1)

where we are looking for a solution(u, v) ∈ W2,p (S)×W2,p (S) with p ∈ (2,∞).
For a domain inR2 with a Lipschitz boundary one hasW2,p (S) ⊂ C1(S̄) for
p > 2. (See Theorem 7.26 of [2].)

The operatorL in (2.1) is given by

L = a1 (x)

(
∂

∂x1

)2

+ a2 (x)

(
∂

∂x2

)2

+ b1 (x)
∂

∂x1
+ b2 (x)

∂

∂x2
,(2.2)
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S

u = 0
∂v

∂n
= 0

u = 1
∂v

∂n
= 0

∂u

∂n
= 0, v = 1

∂u

∂n
= 0, v = 0

Fig. 2.

where the coefficients satisfy for somec > 0 andγ ∈ (0, 1)

ai ∈ C0,1(S̄), ai ≥ c > 0 in S̄, i = 1, 2,(2.3)

bi ∈ Cγ(S̄), i = 1, 2.(2.4)

Remark 1.Observe that problem (1.4-1.5) is a special case of (2.1).
We have

Theorem 1. Problem(2.1) possesses exactly one solution(u, v) ∈ C2(S̄).
Moreover(u, v) is a bijection fromS̄ (resp. S ) into itself and

det

(
ux1 ux2

vx1 vx2

)
> 0 on S̄ .(2.5)

Remark 2.The theorem implies that the mappingA : Ωc → Ωp (see Fig. 1) is
regular.

3. Proof of the main result

We will start by studying the local behaviour of a solution to a two-dimensional
elliptic problem near a stationary point. A powerful theorem of Carleman-
Hartman-Wintner will yield the result that we need. We will use a general-
ized version of this theorem from Schulz ([10]). A tool in our proofs will be
the Brouwer degree. For a mappingΦ ∈ C

(
Ω̄;R2

)
, with Ω ⊂ R

2 open and
bounded, the degree fromΦ in Ω is well defined ifΦ /= 0 on∂Ω. This degree is
denoted by deg(Φ,Ω). For an introduction to the notion of degree one may see
the first chapter of Deimling’s book ([1]).

Let the operator̃L on the domainΩ be as follows:

L̃ = ã11

(
∂

∂y1

)2

+ ã12
∂

∂y1

∂

∂y2
+ ã22

(
∂

∂y2

)2

+ b̃1
∂

∂y1
+ b̃2

∂

∂y2
,(3.1)



On the invertibility of mappings arising in 2D grid generation problems 41

with for somec > 0

ãij ∈ C0,1(Ω̄) for 1≤ i ≤ j ≤ 2,∑
1≤i≤j≤2

ãij (x) ξi ξj ≥ c |ξ|2 for all x ∈ Ω̄, ξ ∈ R2,
(3.2)

b̃i ∈ L∞(Ω̄).(3.3)

Proposition 2. Let Ω ⊂ R
2 be open. Let̃L be as in(3.1) with the coefficients

satisfying(3.2-3.3). Suppose thatφ ∈ W2,p (Ω), with p > 2, satisfiesL̃φ = 0
in Ω. Let ŷ ∈ Ω be such that∇φ (ŷ) = 0. Then there exists r> 0 such that
Br (ŷ) ∈ Ω and either

∇φ ≡ 0 on Br (ŷ)

or { ∇φ /= 0 for all y ∈ Br (ŷ)\ {ŷ} ,
deg

(∇φ,Br (ŷ)
)
< 0.

Proof. From the uniform ellipticity ofL̃ it follows that there existλ1, λ2 > 0
and an orthogonal matrixQ, with detQ = 1, such that

Q−1

(
ã11(ŷ) 1

2ã12(ŷ)
1
2ã12(ŷ) ã22(ŷ)

)
Q =

(
λ1 0
0 λ2

)
.

With the transformationU : R2 → R
2, defined by

U (z1, z2) =

(
Q

(
(λ1)−

1
2 0

0 (λ2)−
1
2

)(
z1

z2

)
+

(
ŷ1

ŷ2

))T

we find thatϕ (z) := φ (Uz)−φ (ŷ) satisfies a uniformly elliptic equation̂Lϕ = 0
on U invΩ where the operator̂L is as in (3.1) and satisfies ˆa11 (0) = â22 (0) =
1, â12 (0) = 0. Moreover {

ϕ (0) = 0,

∇ϕ (0) = 0.

Hence we are in a position to apply the version of the Carleman-Hartman-Wintner
Theorem that is stated in Theorem 7.4.1 of [10]. We also use the result in Theorem
7.2.4 of [10]. LetΩ∗ ⊂ Ω denote the component ofΩ that contains ˆy. Since
ϕ (z) = O

(|z|) as |z| → 0 it follows that eitherϕ (z) ≡ 0 on U invΩ∗, or there
existsm ∈ N+ with

lim
|z|→0

ϕz1 − iϕz2

(z1 + iz2)m = α ∈ C\ {0} .(3.4)

If ϕ (z) ≡ 0 on U invΩ∗ thenφ(y) ≡ φ(ŷ) on Ω∗. Now suppose thatϕ (z) 6≡ 0.
Then there isr ∗ > 0 with Br∗ (0) ⊂ U invΩ and∇ϕ (z) /= 0 for z ∈ Br∗ (0)\ {0},
that is, 0 is an isolated zero for∇ϕ. Moreover, a homotopy argument shows that

deg(∇ϕ,Br∗ (0)) = deg((Re(α(z1 + iz2)m) ,− Im (α(z1 + iz2)m)) ,Br∗ (0)) .
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Hence deg(∇ϕ,Br∗ (0)) = −m < 0. Now take a ballBr (ŷ), with r > 0, such
that Br (ŷ) ⊂ UBr∗ (0). Since∇ϕ /= 0 on Br∗ (0)\ (U invBr (ŷ)

)
we have

deg(∇ϕ,Br∗ (0)) = deg
(∇ϕ,U inv (Br (ŷ))

)
.

Since

det
(
U ′) = det

(
Q

(
(λ1)−

1
2 0

0 (λ2)−
1
2

))
> 0(3.5)

the matrixU ′ is nonsingular and orientation preserving. For a nonsingular linear
mappingA the product formula for the degree, see Theorem 5.1 of [1], shows
that

deg(Ag (·) ,D) = deg(g (·) ,D) deg(A ·,K ) ,

whereK is the component ofg (D) containing 0, and

deg(g (A ·) ,D) =
∑

Ki

deg(A · −ki ,D) deg(g (·) ,Ki )

whereKi are the components ofAD andki ∈ Ki . Theorem 1.1 of [1] shows that
if 0 ∈ D and detA /= 0, then deg(A ·,D) = sgn(detA). From (3.5) it follows that
we have

deg
(∇ϕ,U inv (Br (ŷ))

)
= deg

(∇ (φ(U ·)− φ(ŷ)) ,U inv (Br (ŷ))
)

= deg
(
(∇φ) (U ·) U ′,U inv (Br (ŷ))

)
= deg

(
(∇φ) (U ·),U inv (Br (ŷ))

)
= deg(∇φ (·) ,Br (ŷ)) .

Hence deg(∇φ,Br (ŷ)) = −m < 0. ut

Next we will establish some results for problem (2.1.a):
Lu = 0 in S,

u = 0 onΓ1,
u = 1 onΓ3,
∂
∂n u = 0 onΓ2 ∪ Γ4,

(3.6)

whereL in (2.2) satisfies (2.3) and

bi ∈ L∞(S̄).(3.7)

Since problem (2.1.b) can be treated as (2.1.a) by exchanging the roles ofx1 and
x2, similar results hold for (2.1.b).
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Theorem 3. Assume that L satisfies(2.3)and(3.7). Then problem(3.6)possesses
exactly one solution u∈ W2,p (S), for all p ∈ (2,∞). Moreover, the following
holds:

0 < u (x) < 1 for x ∈ S,(3.8)

∂

∂x1
u (x) > 0 for x ∈ ∂S,(3.9)

and
∇u (x) /= (0, 0) for x ∈ S.(3.10)

Finally, if (2.4) holds, then u∈ C2,γ (S).

Since we have mixed boundary conditions and a non smooth boundary, stan-
dard existence and regularity theory does not apply in a straightforward fashion.
However, this difficulty can be removed by transforming (3.6) into a Dirichlet
problem on an annulus. We start with this transformation.

Consider the mappingT : S̄ → A+, where

A± =
{

y ∈ R2; 1 < |y| < 2,±y2 > 0
}
,

that is defined byy1 = r cosϕ , y2 = r sinϕ with r = x1 + 1 andϕ = πx2:

T (x1, x2) = ((x1 + 1) cos(πx2), (x1 + 1) cos(πx2)) .(3.11)

One verifies that 
T ∈ C∞(S̄),
T is a bijection fromS̄ onto A+,
det
(
T ′(x)

) ∈ [π, 2π] for x ∈ S̄.
(3.12)

Fig. 3. A+ andA−

Problem (3.6) becomes:
L̃w (y) = 0 for y ∈ A+,
w (y) = 0 for y ∈ ∂A+ with |y| = 1,
w (y) = 1 for y ∈ ∂A+ with |y| = 2,
∂
∂nw (y) = 0 for y ∈ ∂A+ with y2 = 0.

(3.13)
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The operator̃L is as in (3.1) where

ã11 (y1, y2) =
(

y1

|y|
)2

a1 + y2
2 a2 ,

ã12 (y1, y2) = 2y1y2

(
1
|y|2 a1 − a2

)
,

ã22 (y1, y2) =
(

y2

|y|
)2

a1 + y2
1 a2 ,

b̃1 (y1, y2) = −y1 a2 + y1

|y| b1 − y2 b2 ,

b̃2 (y1, y2) = −y2 a2 + y2

|y| b1 − y1 b2, for y ∈ A+,

(3.14)

with ai = ai
(
T inv(y)

)
, bi = bi

(
T inv(y)

)
for i = 1, 2.

Next we extend the coefficients ˜aij and b̃i to the lower half of the annulus,

A =
{

y ∈ R2; 1 < |y| < 2
}
,(3.15)

in the following way. Fory ∈ Ā with y2 < 0 we set{
ãii (y1, y2) = ãii (y1,−y2) i = 1, 2,
ã12 (y1, y2) = −ã12 (y1,−y2)

and

{
b̃1 (y1, y2) = b̃1 (y1,−y2) ,
b̃2 (y1, y2) = −b̃2 (y1,−y2) .

(3.16)

By using (2.3), (3.7) and

ã12 = 0 for y ∈ ∂A+ with y2 = 0(3.17)

we find thatL̃ satisfies (3.2-3.3) forΩ = A.
Note that (3.16) gives the restrictions on the regularity of the coefficients ˜aij

and b̃i . Indeedb̃2 ∈ Cγ(A+) does not implyb̃2 ∈ Cγ(Ā) and ãij ∈ C1(A+) does
not imply ãij ∈ C1(Ā).

The problem on the annulus becomes L̃w (y) = 0 for y ∈ A,
w (y) = 0 for |y| = 1,
w (y) = 1 for |y| = 2.

(3.18)

Lemma 4. Let L̃ as in(3.1)satisfy(3.2-3.3)for Ω = A. Then the following holds.

1. There exists a unique solutionw ∈ W2,p(A) ∩ C(Ā) for all p > 1.
2. The solutionw satisfies

0 < w (y) < 1 for y ∈ A,
∂
∂nw (y) > 0 for |y| = 2,
∂
∂nw (y) < 0 for |y| = 1,

(3.19)

where n denotes the outward normal.
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Proof. By Theorem 9.15 and Corollary 9.18 of [2] one finds that (3.18) has a
unique solutionw ∈ W2,p(A) ∩ C(Ā) for all p > 1. Using the strong maximum
principle for the solutionw on the annulus, we find (see Lemma 3.4 of [2]) the
estimates in (3.19). ut

In the next lemma we show the relation between problems (3.6) and (3.18).

Lemma 5. Suppose that the coefficients of L satisfy(2.3) and (3.7). Let L̃ be as
above.

1. If u ∈ W2,p(S), for p > 2, satisfies(3.6), thenw, defined by

w (r cosϕ, r sinϕ) = u

(
r − 1,

1
π
|ϕ|
)

1≤ r ≤ 2, −π < ϕ ≤ π,(3.20)

is a W2,p(A)-solution of(3.18).
2. If w ∈ W2,p(A), for p > 2, satisfies(3.18), then u, defined by

u (x1, x2) = w ((x1 + 1) cos(πx2), (x1 + 1) sin(πx2)) x ∈ S̄,(3.21)

is a W2,p(S)-solution of(3.6).

Proof. 1). The only difficulty appears wherey2 = 0. Sinceu ∈ W2,p(S) it follows
that w|A+ ∈ W2,p(A+) and w|A− ∈ W2,p(A−). Sincew|A+ ∈ C1(A+), w|A− ∈
C1(A−), and by symmetry∂

∂y1
w (y1, y2) = ∂

∂y1
w (y1,−y2) and ∂

∂y2
w (y1,+0) = 0 =

∂
∂y2

w (y1,−0) we find w ∈ C1(Ā). Finally, since ˜a12 (y) → 0 for y2 → 0 and

since
(

∂
∂yi

)2
w (y1, y2) =

(
∂
∂yi

)2
w (y1,−y2) for i = 1, 2, we find thatw satisfies

(3.18) in Lp-sense.
2.) Fromw ∈ W2,p(A) it follows thatw ∈ C1(Ā). Since (3.18) has a unique

solution inW2,p(A) andŵ, defined by ˆw (y1, y2) = w (y1,−y2) is also a solution,
we find w = ŵ and ∂

∂y2
w (y1, 0) = 0 for 1 < |y1| < 2. Hence one finds that

∂
∂x2

u (x1, x2) = 0 for x2 ∈ {0, 1}. ut

We will show some results for the map∇w : Ā → R
2 by using a degree

argument. Sincew ∈ C1(Ā) we have∇w ∈ C(Ā;R2). From (3.19) it follows that
∇w /= 0 on∂A. Therefore the (Brouwer) degree from∇w in A is well defined.

Lemma 6. Let L̃ as in (3.1) satisfy(3.2-3.3)for Ω = A. Then the functionw ∈
W2,p(A), with p> 2, that solves(3.18)satisfiesdeg(∇w,A) = 0.

Proof. By using Tietze’s Theorem there exists an extension of∇w, denoted by
F , satisfyingF ∈ C(D̄2;R2), where

Dr =
{

y ∈ R2; |y| < r
}
.

Since A and D1 are disjoint open sets ofD2 such that 0/∈ F
(
D̄2\ (D1 ∪ A)

)
(notice thatD̄2\ (D1 ∪ A) = ∂A), we have, by the additivity of the degree (see
property d2, p. 17 of [1]), that
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deg(F ,A) = deg(F ,D2)− deg(F ,D1) .

It follows from (3.19) that fort ∈ [0, 1] we have

0 /∈ ((1− t)F + tI )
(
D̄2\ (D1 ∪ A)

)
.

By the homotopy invariance of the degree (see property d3, p. 17 of [1]) we
obtain

deg(F ,D2) = deg(F ,D1) = 1

and hence deg(∇w,A) = deg(F ,A) = 0. ut
Lemma 7. Let L̃ as in (3.1) satisfy(3.2-3.3)for Ω = A. Then the functionw ∈
W2,p(A), with p> 2, that solves(3.18)satisfies∇w /= 0 in A.

Proof. Suppose that∇w (ŷ) = 0 for some ˆy ∈ A. By Proposition 2 there exists
Br (ŷ) ⊂ A such thatw = w (ŷ) on Br (ŷ) or ŷ is the only zero of∇w in
Br (ŷ). SinceA is connected the first possibility implies thatw ≡ w (ŷ), which
contradicts the boundary conditions forw. Therefore ˆy is an isolated zero of∇w
and its local degree (index) is negative. It follows that there are at most finitely
many zeros of∇w and the total degree of∇w on A is negative by the additivity
property, contradicting Lemma 6.ut

Proof of Theorem 3. Existence and uniqueness.Lemma 4 and Lemma 5 imply
that there exists exactly one solutionu ∈ W2,p(S) for p > 2 of (3.6).

The inequalities.With (3.12) the estimates in (3.19) take care of (3.8) and

∂

∂x1
u (x) > 0 for x ∈ {0, 1} × [0, 1] .(3.22)

By Lemma 7 we find that∇w /= 0 in A. Together with the continuity of∇w and
(3.12) it implies that{

∂
∂x1

u (x) > 0 for x ∈ (0, 1)× {0, 1}
∇u /= 0 in S.

Hölder type regularity.If we assume thatL satisfies (2.4) instead of (3.7)
the solution satisfiesu ∈ C2,γ(S̄). This is shown as follows. Indeed, since the
solutionw of (3.18) is inW2,p(A), for all p ∈ (1,∞), we find by Theorem 7.26
of [2] that w ∈ C1,γ(Ā). The functionw satisfies(

ã11

(
∂

∂y1

)2

+ ã12
∂

∂y1

∂

∂y2
+ ã22

(
∂

∂y2

)2

+ b̃1
∂

∂y1

)
w = −b̃2

∂

∂y2
w,(3.23)

where the right hand side is inCγ(Ā). Note thatb̃2
∂
∂y2

w ∈ Cγ(Ā) holds since
∂
∂y2

w = 0 for y2 = 0. Since the boundary∂A is smooth,w is constant on∂A,

ã11, ã12, ã22, b̃1 ∈ Cγ(Ā) and the right hand side of (3.23) is inCγ(Ā) it follows
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from Schauder type estimates (Theorem 9.19 of [2]) thatw ∈ C2,γ(Ā). The
properties of the transformation in (3.11) imply thatu ∈ C2,γ(S̄).

This finishes the proof of Theorem 3.ut
Proof of Theorem 1.Theorem 3 shows that there exists a unique solutionu, v
in W2,p(S̄) and even thatu, v ∈ C2(S̄).

We start by showing that (2.5) holds. Let us denote

D (x) = det

(
ux1 (x) ux2 (x)
vx1 (x) vx2 (x)

)
.

From u, v ∈ C1(S̄) it follows that D ∈ C(S̄). SinceD (0) = ux1(0) vx2(0) > 0 it
will be sufficient to show thatD /= 0. By the estimate foru in (3.9) and a similar
one for v we haveD > 0 on ∂S. We will argue by contradiction to show that
D > 0 in S. Suppose thatD (x̂) = 0 for some ˆx ∈ S. Then there is(α, β) /= 0
with α∇u (x̂) + β∇v (x̂) = 0. We obtain from the boundary conditions ofu and
v that

α∇u (x) + β∇v (x) =
(
αux1(x), βvx2(x)

)
for x ∈ ∂S.

From (3.9) it follows thatux1 (x) > 0 for x ∈ ∂S and similarlyvx2 (x) > 0 for
x ∈ ∂S. It shows that

(1− t)
(
αux1(x), βvx2(x)

)
+ t (α, β) /= 0 for x ∈ ∂S.

Hence by homotopy invariance we find that

deg(∇ (αu + βv) ,S) = deg((α, β) ,S) = 0.

We also have thatL (αu + βv) = 0. Then Proposition 2 implies that the zeros
of ∇ (αu + βv) are isolated and that the local degree at such a zero is negative.
Additivity of the degree shows that∇ (αu + βv) /= 0 on S̄, a contradiction. This
completes the proof of (2.5).

We will again use a degree argument to show that(u, v) : S̄ → S̄ (resp.
S → S) is a bijection. Here we will use the functionF : S̄ → R

2, defined
by F (x) = (u (x) , v (x)). By the estimates in Theorem 3 we have thatF ∈
C1(S̄; S̄). In fact the boundary conditions and the inequality in (3.9) show that
F|∂S

: ∂S → ∂S is a bijection. It also shows thatF (S) ⊂ S. Now we fix
(α, β) ∈ S and consider deg(F − (α, β),S).

The properties ofu, v show thatF (x) − (α, β) = (u(x)− α, v(x)− β) is
always directed outward ofS at x ∈ ∂S. By a homotopy argument we have

deg(F (·)− (α, β),S) = deg(I · −(α, β),S) = 1.

Hence there exists ˆx ∈ S with F (x̂) = (α, β), that is,F is onto. We finish by
showing thatF is one to one. SinceF is in C1(S̄) it follows that

F (x) = F (x̂) + (x − x̂)

(
ux1 (x̂) vx1 (x̂)
ux2 (x̂) vx2 (x̂)

)
+ o
(|x − x̂|) .
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Then there is a ballBr (x̂) such thatF (x) /= F (x̂) for x ∈ Br (x̂) \x̂, and the local
degree is well defined. We have

deg(F (·)− (α, β),Br (x̂)) = deg(F (·)− F (x̂) ,Br (x̂))

= deg

(
(· − x̂)

(
ux1 (x̂) vx1 (x̂)
ux2 (x̂) vx2 (x̂)

)
,Br (x̂)

)
= deg

(
(·)
(

ux1 (x̂) vx1 (x̂)
ux2 (x̂) vx2 (x̂)

)
,Br (0)

)
= sgn(D (x̂)) = 1.

In the last equality we used Theorem 1.1 of [1], which shows deg(Q, Ω) =
sgn(detQ) for linear mapsQ with detQ /= 0 andΩ 3 0. By the additivity
property of the degree there exists exactly one ˆx ∈ S with F (x̂) = (α, β). ut

Remark.The basic theorem that is used in the proofs above is the result of
Carleman-Hartman-Wintner. One may give a somewhat different proof of (2.5)
that does not use a degree argument. We still need the C.-H.-W. result. The
alternative proof uses that C.-H.-W. implies that a stationary point of a non
trivial C1 solution w of L̃w = 0 is a saddle point. That means, ifw has a
stationary point at ˆy ∈ A, thenA+

w(ŷ) andA−w(ŷ), defined by

A±w(ŷ) =
{

y ∈ Ā;± (w (y)− w (ŷ)) > 0
}

(3.24)

consists locally of at least two components (for all smallr the setsA+
w(ŷ)∩Br (ŷ)

andA−w(ŷ)∩Br (ŷ) have both at least two components). The Jordan curve Theorem

implies that eitherA+
w(ŷ) or A−w(ŷ) has at least two components. Let us sayA+

w(ŷ)
has two components. Since{|y| = 2} lies in one component ofA+

w(ŷ) the other
componentC of A+

w(ŷ) has empty intersection with∂Ω. Hencew = w (ŷ) on
∂C . The maximum principle [9] implies thatw ≡ w (ŷ) in C , a contradiction.
Together with the strong maximum principle [9] it shows that∇u /= 0 (and
similarly ∇v /= 0). In a similar fashionα∇u + β∇v /= 0 on S̄ for (α, β) /= 0.
One concludes by showing that(u (xa) , v (xa)) = (u (xb) , v (xb)) for somexa /= xb

impliesα∇u + β∇v = 0 somewhere inS.

4. In three dimensions

A similar way of adapting the grid in three dimensions leads to a problem on
a cube. Let this cube be denoted by:K = {(x1, x2, x3) ; 0 < xi < 1}. The elliptic
problem will be the following. Findu = (u1, u2, u3) ∈ C2

(
K̄ ; K̄

)
such that

Lui = 0 in K ,

ui = 0 on∂K ∩ {xi = 0} ,
ui = 1 on∂K ∩ {xi = 1} ,
∂
∂n ui = 0 on∂K ∩ {0 < xi < 1} ,

with i ∈ {1, 2, 3} .

(4.1)
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Fig. 4. Kellogg’s example, the front

When L = ∆ the identity is the solution, that isu (x) = x, which is clearly
an invertible mapping. Using a perturbation argument one may expect that for
elliptic operators near the Laplacian the solution will still be invertible. However
the situation is less clear for general second order elliptic operatorsL. We will
explain the differences between the two dimensional and higher dimensional case
in the following.

Let the functionw be a non constant solution of a uniformly elliptic equation n∑
i ,j =1

aij
∂

∂xi

∂

∂xj
+

n∑
i =1

bi
∂

∂xi

w = 0 in Ω,

whereΩ is a regular domain inRn. Our proof (forn = 2) uses basically three
ingredients. The Carleman-Hartman-Wintner Theorem shows that a singularity
(∇w(y) = 0) implies that the level setsΩ+

w(y) andΩ−w(y) (see (3.24)) both con-
sist locally neary of at least two disconnected sets. The Jordan Curve Theorem
shows thatΩ+

w(y) ∪
(
R

2\Ω) has at least two components. Thirdly, the maxi-
mum principle shows that every component intersects the boundary. Put together,
{x ∈ Ω;w (x) = w (y)} consists of at least two (intersecting) curves that run up
to the boundary, that is, if∇w(y) = 0 then{x ∈ ∂Ω;w (x) = w (y)} contains
at least four components. The degree argument that we used is the appropriate
mathematical tool here.

One might try to repeat such a proof for higher dimensions. The maximum
principle still holds. But both other ingredients are no longer true. A singular
point (∇w(y) = 0) does not necessarily give (locally) two separate sheets in
the set{x ∈ Ω;w (x) = w (y)} (There is no straightforward higher dimensional
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Fig. 5. Kellogg’s example, the front

equivalent of C.-H.-W.). Even if there are two sheets, with their intersecting
curve containingy, it is not clear that one can use Jordan’s Theorem on one of
these sheets. The obstructions are related with the fact that the local degree at a
singularity in higher dimensions no longer has a fixed sign.

A stationary point that doesn’t show at the boundary can be found by the
example on p. 276 of Kellogg’s book ([6]). The functionw (x, y, z) = z2 − x2 −
y
(
y2 − 3x2

)
is harmonic and has zero gradient at 0. However, the intersection

of the zero level set{(x, y, z) ;w (x, y, z) = 0} and the boundary of the cube
[−.3, .3]3 consists of a single curve. Even at the singular point the level set is
one sheet. In Figs. 4 and 5 this level set inside the cube is shown. Compare with
Mastin and Thompson in [8]. Their arguments do not seem to be sufficient for
the Theorem in 3 dimensions that is stated.
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