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1. Examples 

Consider the elliptic system 

[ 

- !J..u = f - e q. V v 
-!J..11 = u 
U=V=O 

in Q, 

in Q, 

on an, 
(1) 

where Q is a bounded domain in ]Rn and with sufficient regularity for f, q, and Q. Weare interested 
in the question, 

When does f > 0 imply u > O? 

Suppose Q allows a Green function G ( ·, ·) for - !J... Then, with the notations 

9(/)(x) = l G(x, y)f(y)dy and V(f)(x) = q(x).V f(x), 

the differential equations can be replaced by the following integral equation for u: 

u(x) = g(f)(x) - e(g V 9)(u)(x). 

After solving for u we get v by v(x) = 9(u)(x). 

By exchanging the order of integration one finds 

(9 V 9)(u)(x) = l (l G(x, z)q(z).VzG(z, y) dz) u(y) dy. 
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Then, at least formally, we can write 

If one can show that there is M E JR, such that, uniformly for x # y in Q, both 

l G(x, z)G(z, y) dz < M G(x, y) 

ll G(x, z)q(z).V'zG(z, y) dzl < M G(x, y) (2) 

hold, then it follows for B < M-2 that the series converges pointwise. Moreover, from the positivity 

of the Green function we find for B < ! M-2 that u 2: 0 if f 2: 0, and even u > 0 in Q if 

0 # f:::: 0. 

or 

In a similar way, one may consider systems like 

[

-,1,,.u = f - B q1.V'V 
-,1,,.v = q2.V'u 

u=v=O 

in Q, 

inQ, 

onoQ, 

[

-,1,,.u = f - B v in Q, 

-,1,,.v = u in Q, 

u = v = 0 onoQ. 

< • 

The simplest system where estimates like (2) are necessary for positivity is the following: 

[

-,1,,.u = f - B(q.V'v + v) in Q, 

-,1,,.v = f inQ, 

u=v=O onoQ. 

One finds u = (Q - B g V Q- B Q2)f. For every f > 0 the function u is positive if B E (-B0, Bo) 
"th IM-1 WI Bo= 2 . 

Remark. Notice that B does not depend on f. It is straightforward from the strong maximum 

principle that there is positive BJ (depending on fl such that u is positive for that f > 0. It is not 
clear whether one can use a compactness argument to obtain a uniform B. 
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2. Introduction 

We will consider elliptic systems of the type 

[ 

Liu= f - e g(., v, Vv) 
L2V = f 
u=v=O 

inO 
inn 
on an 

123 

(3) 

where L 1 and L 2 are two (possibly different) second-order elliptic operators. We suppose that for 
some functions h(-) and k(-) the following estimate holds: 

g(x, v, p) _:::: h(x)v + k(x)lpl for all (x, V, p) E 0 X JR+ X lRn. (4) 

The aim of this paper is to show the existence of a positive constant e0 such that u is positive whenever 
f is positive and e E [0, e0). 

For n ~ 3 we may use the functions h and k from appropriate Schechter-type spaces. For 
n = 2 we will use related spaces. See Simon in [ 17) for 0 = IRn. 

For the proof we need pointwise estimates for the Green functions. The main estlmate fo! n > 2 
is an almost direct consequence of known results. These results were obtained by several authors 
with several regularity assumptions. For equivalence of Green functions and two-sided estimates, 
see the articles by Ancona [l], Hueber and Sieveking [14,15), Zhao [21), and Cranston, Fabes, and 
Zhao [8]. See also [19). For the estimate on the gradient of the Green function, see the papers by 
Widman [20) and Cranston and Zhao [9]. 

For n = 2, estimates are obtained in [ 1,22). The estimates are not sufficient to give the full result 
as for n > 2. We will derive the two-sided estimate we need for Green functions in two-dimensional 
domains. This we will only prove for elliptic operators with constant coefficients in front of the 
derivatives. 

Second, by using the estimates for the Green functions, we will give elementary proofs of the 
so-called 3G-Theorem both for n > 2 and n = 2. For n > 2 see Cranston e.a in [8]. The 3G­
Theorem gives bounds for G(x, z)G(z, y)/G(x, y). By elementary means we will also derive a 
bound for G(x, z)VG(z, y)/G(x, y). Estimates of this quotient can also be found in [9]. 

In Section 3 we consider dimensions ~ 3 and in Section 4 dimension 2. In Section 5 we show 
some relations with probability theory. 

Some systems like (1 ), but where g does not depend on V v, so-called weakly coupled systems, 
have been studied in [18, 2, 3, 4 and 19). One cab use the result for (1) for more generally coupled 
systems. This is done in [11, 19, 4) for some classes of weakly coupled noncooperative systems. 
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Notations: a/\ b = min(a, b), a Vb= max(a, b), 

the distance of X to an: dx =inf{ Ix - yl; y E an}, 
thediameterofn: Do.= sup{lx - yl; x, y En}. 

By c; we denote constants that are independent of x, y, or z. If necessary we suppose x, y, and z do 
not coincide. 

3. In 3 and higher dimensions 

3.1. Main result for n :::: 3. We start with the regularity assumptions. 

(a) L is a uniformly elliptic operator with HOider-continuous coefficients, that is, 

with for some c1, C2 > 0, y E (O, l]: , 

n 

c11~1 2 
::'.:: I:>ij(X)~i~j ::'.:: c21~1 2 

forallx En, ~ E lRn, ' . 
ij=l 

Moreover, assume that c(·) :::: 0. 

(b) The domain n is all open, bounded, and connected subset oflRn and an E C 1·1. 

(c) Define for tJ E (O, n] the norm 

llhllo.1 =sup { Ix - Ylo-nlh(y)I dy, 
XEfl. lo. 

(5) 

(6) 

and h E Mu, 1 if and only if llhllu.1 ,:::: oo. The space Mu, 1 is related with the Schechter spaces, 
which are defin~ on !Rn. See Definition A.15 of [17]. 

If p e (n tJ-1, oo], then Lp(n) C Mo.1· 

Theorem 3.1. Suppose Li, L2, n have the above regularity. Suppose that (4) holds with 

h E M2,t and k E Mt,t· 

Then there is s0 > 0, such that/or alls E [0, so) and/or all nonzero f :::: 0 one finds that the 
solution u of (3) satisfies u(x) > 0 inn. 



Positivity for a Strongly Coupled Elliptic System 125 

Remark. The proof yields U(e) ~ (1 - s/s0 )u(e)• and hence a strong minimum principle, 
that is, -(o/on)u > 0 at an. with n the outward normal. 

3.2. Known estimates for n ~ 3. By Hueber and Sieveking in [14,15) and Zhao in [21) 
there are c 1, c2 > 0 such that the Green function G L· for an elliptic operator L as above, satisfies 

forallx, y E Q. 

By a theorem of Widman in [20) there are c 1, c2 > 0 such that 

(8) 

and 

(9) 

for all x, y. E Q. Estimate (8) can also be obtained from the right-hand side of (7). 

3.3. 3G type theorems for n ~ 3. In [8] Cranston, Fabes, and Zhao show a bound for 
G(x, z)G(z, y)/G(x, y) in what they call the 3G Theorem. Using the result of [14,15) we need 
more regularity of the boundary, but we will also obtain a stronger estimate that might be interesting 
in itself. 

Lemma 3.2. Suppose Gi (·, ·), i = 1, 2, or 3, satisfies (7) and (8). Then there is a constant 
M 1 such that for 0 ~ r ~ n - 2 and disjoint x, y, z E Q; 

Corollary 3.3. With Gi as above, one finds for h E M 11,1, with 1J E (O, 2) if n ~ 4, and 

1J E [l, 2) ifn = 3, that 

Proof. First assume that z E n1 := {z "e Q; Ix - zl ~ IY - zl}. For z E n1 we find 

Ix - YI ~ Ix - zl + lz - YI ~ 2ly - zl. 
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If Ix - YI > 4<dx v dy) we get from (7) and (8) that for all z E 0 

G1(x, z)G2(z, y) 

G3(X, y) 
< clx - zl2-n (1 /\ dx ) lz - Yl-n d, dy 

Ix - Z I Ix - Y 1-n dx dy 

< I 1
2-n '2d, Ix - Yin 

cx-z 
dx + Ix - zl lz - yin 

< 2clx - zl2-n Ix - Yin 
lz - yin 

(12) 

Nowassumethatlx-yl ~ 4<dxVdy)andfromldx-dyl ~ lx-ylitfollowsthatlx-yl ~ dx/\dy. 
Using (7) and (8) we get the estimate 

G1(X, z)G2(z, y) I 
12

_n Ix - Yln-2 
------<cx-z 

G3(X, y) - lz - yln-2 for all X, y, Z E 0. (13) 

We find (10) for 0 ~ r ~ n - 2 and z e Oi. since 

Ix - Yln-2 < Ix - YIT Ix - Yln-2-T < Ix - YIT 
2

n-2-T. 
lz - Yln-2 - lz - YIT lz - Yln-2-T - lz - xlT ' · 

(14) 

Similar estimates hold with x replaced by y, and we get (10) for z E 0\01. D 

Lemma 3.4. Suppose G 1(-, ·)and G3(-, ·)satisfy (7) and (8), and G2(·, ·)satisfies (9). 
Then there is a constant M2 such thatforO ~ t' ~ n - 2 and x, y, z E 0: 

Estimates with r = 0 in Lemma 3.2 and 3.4 above can be found in [9]. 

Corollary 3.5. With G; as above one finds fork E M,,. 1, with {} E (0, 1] if n =::: 4, and 
{} = 1 if n = 3, that 

[ 
G1(x, z)lk(z)llVG2(z, y)I dz< c M llkll Ix_ 11_,, 

G ( ) - " 2 ,,,1 y 
'2 3 X, Y 

forallx # y E 0. (16) 
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Proof. Using (8) and (9) one finds for Ix - yl > !Cdx V dy) that 

G1(x, z)IV'zG2(z, y)I. 
G3(X, y) 

< Ix - z12-"lz - yl
1
-n ( dx dxdz ) (

1 
dy ) 

- c Ix - yl-"dx dy Ix - zl /\ Ix - zl2 /\ lz - YI 
(17) 

for all z E Q, and if Ix - yl ~ !Cdx V dy) that 

G1(X, z)IVzG2(z, y)I Ix - zl2-"lz - yll-n 
------- < C for all z E Q. (18) 

G3(X, y) - Ix - Yl 2-n 

Define Q 1 as previously. For z E Q 1 (17) can be estimated for 0 ~ r ~ n by 

Ix - z12-nlz - yll-n 1 1 Ix - YI" 2n Ix - YI' 
------------- < < (19) 

Ix - yl-n Ix - zl lz - YI - Ix - zl"- 1 lz - yin - Ix - z1n-I Ix - zl' 

For z E Q 1 and 0 ~ r ~ n - 2 we get for (18) 

Ix - zl2-"lz - Yll-n Ix - Yl"-2 lz - YI 2"-2 Ix< YI' 
------- < < . (20) 

Ix - yl2-n - Ix - zl"-2lz - yin-I Ix - zl - Ix - zl"- 1 Ix - zl' 

For z E Q\Qi. 0 ~ r ~ n, and using dz ~ dy + lz - yl, (17) is estimated by 

Ix - zl2-"lz - Yll-n dz ( 1 1 ) < 
Ix - yl-n Ix - zl2 dy /\ lz - YI 

Ix - YI" 2dz 
Ix - zl"lz - yin-I dy + lz - YI 

2n+I Ix - YI' 
< 

IY - zln-I IY - zl'. 
(21) 

For z E Q\Qi. 0 ~ r ~ n - 2, (18) is estimated by: 

Ix - zl2-"lz - yll-n 2"-2 Ix - YI' 
------- < ------

Ix - Yl 2-n - IY - zln-I IY - zl' 
D (22) 

3.4. The proof of Theorem 3.1. We can write the solution of (3) as 

u(x) = l G1 (x, y)f (y) dy - e· 1 G1 (x, z)g(z, v(z), Vv(z)) dz. (23) 
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By condition (4) and using the positivity off, G(·, ·)and hence of v we find that 

u(x) > l G1 (x, y)f (y) dy - el G1 (x, z)(h(z)v(z) + k(z)!Vv(z)I) dz 

> l G1(X, y)f(y)dy 

-El G1(x,z) l(h(z)G2(z,y)+k(z)IVzG2(z,y)l)f(y)dydz 

1 ( 1 G1(x, z) , ). 
> G, (x, y) 1-e (h(z)G2(z, y)+k(z)IVzG2(z., y)l)dz f (y) dy 

n n G1(x, y) 

> l G,(x,y)(l-eM)f(y)dy > Ofore e [O,e0),x e 0, (24) 

The last step follows from the assumptions on h and k and Corollaries 3.3 and and 3.4. 

4. In 2 dimensions 

4.1. Main result for n = 2. Again start with the regularity assumptions. 

(a) L is an elliptic operator with 

2 a2 2 a 
L = - L:aij--+ Lb;-+c(·), 

ij=l ax;axj i=l ax; 

(b) The domain Q is an open, bounded, and connected subset of!R2 and ao e C 1
·Y. 

(c) Define for f} E (O, 2] the norm 

llhll; 1 =sup flog ( eDn ) Ix - yl"-21h(y)ldy, 
' xEnln Ix - YI 

D 

(25) 

(26) 

and h e M;, 1 if and only if llhll;,1 ::: oo . Compare with Definition A.15' of [17]. If p E 

(2r>- 1, oo], then Lp(Q) C M;,1• 

Theorem 4.1. Suppose Li. L 2, Q have the above regularity. Suppose that (4) holds with 

h E Mi, 1 andk E Mr. 1• 
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Then there is Bo > 0, such that/or alls E [0, so) and/or all nonzero f ~ 0 one finds that the 
solution u of (3) satisfies u(x) > 0 inn. 

Remark. In case that the function g in (3) satisfies 

g(x, v, p) :'.Sc v for all (x, v, p) E n x IR+ x IR.2 

we may combine the result of Ancona in [l] and the estimate of Zhao in [22] and find· the result 
of Theorem 4.1 for uniform elliptic operators with nonconstant coefficients as in dimensions larger 
than 2. 

4.2. Estimates of the Green function for - f). when n = 2. From the explicit Green 
function for - /). on the unit ball B in IR.2, namely 

GB(x, y) == (4rr)-1 log (1 + (1- lxl2Hl ~ IYl2))' 
lx-yl 

we find the following estimate (with c 1 ·= 1 and c2 = 4 if n = B): 

(27) 

(4rr)-1 log (1 + c1 dxdy 
2

) :'.S Gn(x, y) :'.S (4rr)-1 log (1 + C2 dxdy 
2
). (28) 

Ix -yl Ix -yl 

Lemma 4.2. With n a domain in IR.2 as in (b), the Green function on ntor -/).satisfies (28). 

Using this result for the Laplacian we will prove the estimate for L, with the assumptions above, 
in Section 4.5. 

Proof. (i) First assume that n is a simply connected domain. We will apply an idea that 
Riemann used for the mapping theorem named after him. See [12, p. 399] or [5]. Let x0 E n and set 
u(x) = 2rr Gn(x, x0 ). Then u(-) is harmonic in n\{x0} and the extension of u(-) +log I· -x0 1 

is harmonic in n. 

Moreover, Vu # 0 in n\{x0 } since n is simply connected. Indeed, if Vu(x*) = 0, then 
eitherthesetn1 = {x E n;u(x) > u(x*)}orthesetn2 = {x E n;u(x) < u(x*)}hasatleast 
two components. The maximum principle shows that a component of n 1 contains x0 , and hence 
that there is only one component. So n2 has at least two components. Since the boundary of every 
component of n2 contains part of an and an is contained in an2, an has at least two components. 
Hence n cannot be simply connected: a contradiction. 

Since an is C 1·Y one finds u E C 1·Y(n\{x~}) [12, Th. 8.34]. The strong maximum principle 

implies that ;: :/:- 0 on an, and hence Vu :/:- 0 in n\{xo}. Fix Yo E n\{xo} and define v the 
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harmonic conjugate of u (defined by the Cauchy-Riemann equations) with v(y0) = O; that is, 

v(x) = l (-u,(s, t) ds + u.(s, t) dt), 

where r is a curve in Q \ { x0 } from y0 to x; v is defined up to a multiple of 2rr. After identifying 
JR.2 with Cone finds that f (z) = e-u(z)-iv(z) is holomorphic in Q and maps Q conformally on the 

unit ball B. From the properties of u it follows that f'(z) is well defined, continuous, and nonzero 
on Q. Moreover, there is c > 0 such that ' 

c d(z, 8Q) :S: d(/(z), 8B) :S: c-1d(z, 8Q) for z E Q, 

clz1 - z2I :S: l/(z1) - /(z2)I :S: c-11z1 - z2I for z1, z2 E Q. 

Since G 0 (x, y) = GB(/ (x), f (y)), one finds that both sides of (28) hold for Go(-, ·). 

(ii) The estimate from above for doubly connected domains. 

We start with the annulus in JR.2, A = { 1 < Ix I < 2}. 

SetA1 = {x EA; lxl < ~} andA2 = {x EA;~< lxl}. 
' -

Lindelof's principle shows that 

) 

Since d(z, 8B) :S: 2d(z, 8A) for z E A\A2 and d(z, 82B) :S: 2d(z, 8A) for z E A\Ai. the 
estimate follows. 

For x E A1 and y E A2 (and viceversa)weusethatG A(x, y) is abounded harmonic function 
on A 1 x A2. By the maximum principle 

G A(X, y) :S: c <f>o(x, y) for (x, y) E A1 x A1, (31) 

where tJ>o(-, ·)is the first eigenfunction on A x A. Notice that <f>o(x, y) = <po(x)<po(y) with <p0 (-) 

the first eigenfunction on A. The estimate follows since <po(x) ::: c d(x, 8A) and Ix - yl > 1/3. 
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For general doubly connected domains n one defines a conformal mapping f from n to A that 
is C 1 on n and!'=/:- 0 on n. Indeed, if r1 and r2 denote the two disjoint parts of the boundary, let 
U be the harmonic function on n that satisfies U = 0 on r I and U = log(2) on r 2, and define j as 
above. The upper estimate follows as in (i). 

(iii) Let n be multiply connected. Since n is bounded and has a smooth boundary, there are 
at most finitely many holes. Let S 1, ••• , Sk denote the (closed) bounded components of nc. Define 
the positive constant 8 = min{d(Si> Si); 1 ~ i < j ~ k} and set 

n; = {x E n;d(x,S;) < ~8}. 

We have to distinguish two cases: (1) x E n; and y E ni with i =/:- j and (2) otherwise. 

In the first case Ix - yl > t8 and the result follows from a similar argument as the one that 
used (31). Replace A1 x A2 by n; x ni. 

In the second case there is an index i such that d(x, Si) 2::: t8 and d(y, Si) 2::: t8 for all 
j =/:- i. Define the doubly connected domain n• = n U {Si; j =/:- i}. Notice that there is c > 0 such 
that d(z, an*) ~ c d(z, an) for z En with d(z, Si) > t8 for all j =/:- i. Then by Lindelof's 
principle the estimate follows from G 0 (x, y) ~ Go• (x, y). 

(iv) The lower estimate for multiply connected domains can be obtained as follows. 

Notice that there are simply connected domains ni. n2, and n3 with C 1
·Y boundary 

and such that n = n1 U n2 = n1 U n3 = n2 U n3. Moreover, we can take these subdomains 
such that n\n1, n\n2, and n\n3 are seperated with a positive distance, say 8. Then for every pair 
x, y E n there is i E {l, 2, 3} such that x, y E n;, d(x, n\nj) > 48, and d(y, n\nj) > 48 
for j =/:- i. The estimate follows from G 0 (x, y) 2::: G '1; (x, y). D 

We will end this section with a technical lemma. 
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Lemma4.3. 

1 ( ( dx ) ( dy )) 1 dxdy - log 1 + + log 1 + I\ - ---
4 Ix - YI Ix - YI 4 Ix - yl 2 

<log (1 + dxdy ) 
- Ix -yl2 

.:5 2 (log (1 + dx ) I\ log (1 + dy ) I\ dxdy 
2

) • (32) 
Ix - y I Ix - y I Ix - y I 

Notice that the last expression can be estimated from above by a constant times the first expression. 

Proof. Let x* E an such that Ix - x*I = dx. From dy .:::: IY - x*I .:::: dx + ly - xi it 
follows that 

1+ x y <1+ xx < 1+ x d d d (d + ly - xi) ( d )
2 

Ix - yl 2 - Ix - Yl 2 - Ix - YI 

Hence 

log (1 + dxdy 
2

) .:5 2 log (1 + dx ) . 
Ix -yl Ix -yl ' . 

One finds the second inequality of (32) by replacing x with y and from the inequality log(l + 
a) .:::; a fora :::: 0. 

To prove the first inequality of (32) we have to distinguish two cases. 

(i) Ix - YI .:5 4<dx V dy) and hence Ix - YI .:5 dx I\ dy- It follows that 

log (1 + dxdy 2) > 
lx-yl 

log 1 + - 1 + x 1 + Y ( 1 ( d ) ( d )) 
4 Ix - YI Ix - YI 

(ii) Ix - YI 2: 4<dx V dy). Since log(l +a) 2: ~a for a E [O, 4] one finds 

D 
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4.3. An estimate for the derivative of the Green function for - fl when n = 2. 

Lemma 4.4. With Q a domain in IR.2 as above, the Green function on Qfor -fl satisfies 

IY'xGn(X, y)I ::Sc 
1 (i /\ dy ) for all x, y E Q. (33) 

Ix -yl Ix - YI 

Proof. We skip the subscript Q. Since G(·, y) is harmonic in Q\{y}, the Poisson formula 
shows when x E B(xo, R) C Q that 

G( ) 
_ R2 

- Ix - xol 21 G(z, y) d 
X, y - Uz 

2rr R ilB(xo.R) lz - X 12 
for y E Q\B(x0 , R). 

We obtain after differentiating arid setting x0 = x 

· R 1 (z -x) 
- - G(z, y) duz 

'Jr ilB(x,R) lz - xl4 

_ .!_R-3 f (z - x)G(z, y) duz. 
'Jr JaB(x,R) 

' - (34) 

First suppose that dx ::s 2lx - yl. Set R = tdx. Let x* E an be such that dx = Ix - x*I. 
Then dz ::S [z - x*I ::S lz - xi+ Ix - x*I = ltdx for z E <JB(x, R). And it follows from 

Ix - YI ::s Ix - zl + lz - YI= tdx + lz - YI ::s ~Ix - YI+ lz - YI that Ix - YI ::s 2lz - YI 
for z E oB(x, R). 

With (28) and Lemma 4.3 we get 

dz ( dy ) ~dx ( 2dy ) G(z, y) < c 1 /\ < c 1 /\ -~-
- lz - YI lz - YI - Ix - YI Ix - YI 

(35) 

and from (34) 

< .!_ R-32rr R R c 10 R (1 /\ 2d, ) 
rr Ix - YI Ix - YI 

< 40c l/\ ' . 1 . ( d ) 
Ix - YI Ix -yl 

(36) 
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Now suppose that dx > 2lx - YI and take R = 41x - yl. Then ~dx ~ d, ~ ~dx. Since 
J (z - x) du, = 0, one has 

{ (z - x)G(z, y) du, = f (z - x)(G(z, y) - G(x, y)) du,. (37) 
JaB(x,R) JaB(x,R) 

From (28) it follows that for z e aB(x, R) 

(38) 

where C3 = (4;r)-1 log(5cifc1). Similarly, 

G(z, y) - G(x, y) ~ -(4;r)-1 log(cifc1). (39) 

Using (34) we find 

(40) 

' -

Inequality (33) follows since d, ~ dx - Ix - y I ~ Ix - y I. · 0 

4.4. 3G type estimates when n = 2. Define p(t) = (log(e D 0 1-1))-1 and Q 1 = {z e 
Q; Ix - zl ~ IY - zl}. 

0.8 

0.6 

0.4 

0.2 
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Lemma 4.S. If the functions G; (-, ·), i = 1, 2, or 3 , satisfy (28), then there is M > 0 such 

that for 8(x, y, z) = Gl (x, z)G2(z, y)/G3(X, y) the following estimates hold. If Ix - yl > 
k<dx V dy), 

Ix -yl2 

8(x, y, z) ~ M p(lz - xJ)-1 
2 for all z E 01. 

lz-yl 
(41) 

If Ix - YI < f <dx v dy). 

8(x, y, z) ~ M log (i + dx ) p(lx - yl) for all z E 01. (42) 
lz - xi p(lz - yl) 

Hence there is M* such that for all x, y E 0: 

';;'( ) < M* p(lx - YI) ..... x, y, z 
- p(lz - xJ)p(lz - yl) 

for all z E 0 . (43) 

The last estimate is optimal;for eX;<lmple.for fixed z and e < fdz, there ism > 0 such that 

,....,( ) > p(lx - yJ) o x,y,z m 
- p(lz - xl)p(lz - yJ) 

for all x, y E 0 with Ix - z I ~ e 
' . 

and ly - zl ~ e. (44) 

Since p(lz - xJ)-2 is integrable and since it follows from (43) and the inequality Ix - yl ~ 
2(lx - zl v ly - zl) that 

8(x, y, z) ~ 2 M*(p(lz - xJ)-1 + p(lz - yJ)-1) for all x, y, z E 0, (45) 

we find: 

Corollary 4.6. With G; as above one finds for h E L 00 that 

11 Gl(x, z)h(z)G2(z, y) dzl ~ c M*llhllooP(lx - yJ) for all x-::/= y E 0, (46) 
r2 GJ(X, y) 

and for h E Mi. 1 that 

11 G1(x, z)h(z)G2(z, y) dzl ~ c* M*llhll* for all x-::/= y E 0. (47) 
r2 GJ(X, y) 2,1 
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Proof. Assume z E !"21. First we consider the case Ix - yl > 4<dx V dy). If, moreover, 
lz - x I .:5 dx, then we have dz .:5 dx + Ix - zl .:5 2dx. Using Lemma 4.2 and Lemma 4.3 we may 
estimate by 

S(x, y, z) ( 
dx ) dzdy ( dxdy )-I < clog 1+--

lx - zl lz - Yl 2 Ix - yl 2 

< 2c log (1 + dx ) Ix - Yl2 
lx-zl lz -yl~ 

_,Ix - Yl 2 

< c, p(lz - xi) lz - Yl2. (48) 

S(x, y, z) < dx dzdy ( dxdy )-l 
c Ix - zl lz - Yl2 Ix - Yl2 

dx 2lx - zldy Ix - Yl2 
< c--~~~~-~~ 

Ix - zl lz - Yl2 dxdy 

< 2c Ix - yl2 < 2c P(lz - xi)_, Ix - Yl2. 
lz - Yl 2 - lz - Yl2 ' · 

(49) 

Now assume Ix - YI .:5 4<dx V dy). and hence that Ix - yl .:5 dx /\ dy. Since z E !"2i. we 
also have Ix - yl .:5 Ix - zl + lz - YI .:5 2lz - YI· Using lemma4.3 and the inequality 

a log(l + iJa) log(l +a) 
-< < for0<a<band0<7'.:51 
b - log(l + iJ b) - log(l + b) 

we find 

S(x, y, z) < 
log(l + lx~zl) log(l + ly~zl) 

c 
log( I + lx~yl) + log(l + lx~yl) 

< 
( d ) 2 log(l + 21d~zl) 

c log 1 + Y Y 

Ix - zl log(l + lx~yl) 
ori 

log(l + 21 -zl) ( d ) 
< 2c Y log 1 + Y 

log(l + 1:-
0

YI) Ix - z I 

< 4cp(lx - yl) log (1 + dy ) . (50) 
p(lz - yl) Ix~ zl 
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To show that the estimate is optimal, one finds by Lemma 4.3 that there is c > 0 such that 

S(x, y, z) > c (log (2 vn ))-
1 

log (1 + 8 
) log (1 + 8 

) 
Ix - YI Ix - zl IY - zl 

P(lx - yl) 
> Cs • 

p(lz - xl)p(lz - yl) 
D (51) 

Lemma 4.7. Suppose G 1 (-,·)and G 3(-, ·)satisfy (28) and G 2(-, ·r satisfies (33). Then 
there is a constant M2 such that for all x, y, z E Q 

Since 

we find the following: 
' -

Corollary 4.8. With G; as above, one has fork E M;,1 that 

( G1(x, z)lk(z)llVG2(z, y)I dz::: c M2llkll* forallx # y E Q. (53) 
la G 3(x, y) 1

•
1 

Proof. Using (28) and (33) it is sufficient to find a bound for 

log(l + 1 ::.~j2) _1 ( dy ) 
K(x,y,z)= dd lz-yl l/\ . 

log(l + ...::!::L) lz - YI lx-yl2 

(54) 

Again we distinguish two cases. 

(i) Ix - YI ::: ~(dx V dy) and hence Ix - yl ::: dx /\ dy. Then, with Lemma 4.3, 

K(x, y, z)::: 2(log2)-1 l~g (i + dx ) lz - yl-1. 
Ix -zl 

(55) 
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(ii) Ix - YI ~ !<dx V dy). Using lemma 4.3 again we find 

K(x, y, z) < 4 Ix - Yl
2 

log (i + dxdz ) 1 (l /\ dy ) 
dxdy lx-zl2 lz-yl lz-yl 

Ix - Yl
2 

( dx dxdz ) 1 2dy 
< 

4 
dxdy Ix - zl I\ Ix - zl 2 lz - YI dy + lz - YI 

Ix - Yl
2 

dx dy ( dz ) 1 < 8 l/\ ~.--~ 
dxdy Ix - zl lz - YI Ix - zl dy + lz - Y~ 

Ix - zl + lz - YI ( dz ) 1 < Six - y I ~ 1 I\ --
Ix - zllz - YI Ix - zl dy + lz - YI 

< ( 1 1 ) ( dz ) Ix - YI 8 
Ix - zl + lz - YI l /\ Ix - zl dy + lz - YI 

< 8 ( I + I ) (i /\ dy + lz - YI) Ix - zl + lz - YI 
Ix - zl lz - YI Ix - zl dy + lz - YI 

< ( I I ) (dy + lz - YI Ix - zl lz - YI ) 8 
Ix - zl + lz ,_YI Ix - zl dy + lz - YI + dy + lz - YI 

< 16 ( 1 + 1 ) . 
Ix - zl lz - YI ' - (56) 

It follows from (55) and (56) that there is c e R+ such that 

K(x,y,z):::=c(p(lx-zl)-1 1 + 1 
)· 

lz - YI Ix - zl 
0 (57) 

4.5. Other elliptic operators with n = 2. 

Lemma 4.9. With Q a domain in R2 as above, the Green function for -A + C with 
0 :::= C E C (Q) satisfies (28) and (33). 

Proof. Let Ge(-,-) and G0(.,-) denote the Green function for -A+ C, respectively -A. 
Let w =(-A+ C)-1 f be the solution of 

[
-Aw+Ctp=f inO, 
w=O onaO. 
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Then by the maximum principle one finds for f > 0 that 

(58) 

Hence G 0 (x, y) ~ Ge(X, y), which shows that Ge satisfies the right-hand side of(28). 

Using an argument as for (31) there is a constant ct > 0 such that Ge(X, y) ~ ct dxdy for 
Ix - y I ~ e > 0, and hence for these x, y the left-hand side of (28) follows. It remains to prove 
the left-hand side of (28) for Ix - y I small. For this we use 

which shows that 

w = (-L).r 1 (f-Cw)~(-L).)-1 (f-C(-L).)- 1 f) 

= (-L).)-1 f - (-~)-1(C(-~)-1 /). (59) 

Ge(x, y) ~ Go(x, y) - l Go(x, z)C(z)Go(z, y) dz= Go(x, y)(l - H(x, y)), (60) 

where 

H(x, y) = (Go(x, y))-1 l Go(x, z)C(z)Go(z, y)dz. ' - (61) 

We will prove for Ix - yl small, using (28) and (46) for G 0 (-, ·)with that c1 and c2, respectively 
cM*, that 

G 0 (x, y)(l - H(x, y)) ~ (4rr)-1 log ( 1 + C3 lxd~d~l 2 ), (62) 

for C3 = ~c1 exp(-2cM*llC11 00 .JC2). The left-hand side of (28) for Ge(-,·) follows from (60) 
and (62). 

From (28) and ( 46) it follows that 

4rr G0(x, y)H(x, y) < cM*llClloolog(l+c2 dxdy 
2
)/log(2 Da.) 

Ix -yl Ix -yl 

< 2cM*llClloo log (1 + .JC2 va. ) I log (1 + va. ) 
Ix - YI Ix - YI 

< 2cM*llCllooJC2• (63) 
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( 
dxdy ) 

4rr G0 (x, y) - log 1 + c3 Ix_ Yl2 

~log (i + (c1 - C3) dxdy 21 (i + C3 dxdy 2)') 
Ix - YI Ix - YI 7 

~log (i + (c1 - c3) c3 1 ~) 
~ 2cM*llC1100JC2, (64) 

and inequality (62) follows. 

Similarlyfordxdylx -yl-2 ~ c31 wehavewith(28) 

(65) 

Nciw we use 

d d ( v
0 

) 4rr Go(x, y)H(x, y) ~ MillCll 00c2 x Y 
2
1 log 2 ' · 

lx-yl lx-yl 
(66) 

and the fact that we may assume Ix - yl < e, for some arbitrary small e E R+, to obtain (62). 

To show (33) for G c (-, ·) one should notice that 

Gc(X, y) = Go(X, y) - f Go(X, z)C(z)Gc(Z, y)dz (67) 

and hence 

VxGc(X, y) = VxGo(x, y) - f VxGo(X, z)C(z)Gc(Z, y) dz. (68) 

The estimate follows from (33) for VxGo(x, y), and from (53) with (28) for the last term. 
0 

Finally consider elliptic operators L of the following type: 

(69) 

where Tis the positive (symmetric) matrix such that T 2 = (aij), and 0 ~ C E C(Q). From the 
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explicit formula 

G ( ) G (T -1 r-1 ) ir-2b-cx-yl d (T-1) L,o. x, y = -8+C<r-1-i,r-10. x, y ei et . 

it follows that 

(4;r det(aij))- 1 log(l +c1 dxdy 
2

) < GL,o.(x,y) 
Ix -yl 
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(70) 

(71) 

instead of (28). The Green function G L.o.(·, ·)will also satisfy the assumptions of Lemmas 4.4, 4.5, 
and4.7. 

4.6. Proof of Theorem 4.1. The proof copies the proof of Theorem 3.1 in Section 3.4. 
Instead of Corollary 3.3 and 3.5 one uses Corollary 4.6 and 4.8. 

5. An application to probability theory 

Consider the Brownian motion killed on exiting Q, starting in x, that is conditioned to converge 
to y. Let G ( ·, ·) be the Green function corresponding with - /),,,. on Q. The expectati~n for .the path 
lifetime t'o, can be expressed by 

E
x [ G(x, z)G(z, y) d 

t'o, = z 
Y o. G(x, y) 

(72) 

(see [10] or [8]). Cranston and McConnell in [6] and [7] showed 

(73) 

and 

E; t'o, :'.S Co, for bounded Lipschitz domains in JR.n. (74) 

From Corollaries 3.3 and 4.6 we find, for Q satisfying the regularity assumptions, that 

( D" r E;ro. < co, log e for x, y E Q C lR.2, (75) 
lx-yl 

E; •o. < co.Ix - YI forx E Q, y E /)QwithQ C JR.2 (76) 

E; •o. < co.Ix - YI for X, y E Q C ]Rn with n :'.: 3. (77) 
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The estimate (75) is optimal. Furthermore, we find that for all E > 0 

forx, y E QC !Rn withn '.'.: 4. (78) 
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