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Abstract

In this paper we will study under which conditions the positive cone, or part of
the positive cone, is preserved when solving a weakly coupled system of elliptic partial
differential equations. Such a system will be as follows: −∆1 0

0
. . . 0
0 −∆k


 u1

...
uk

 =
 c11 · · · c1k

...
...

ck1 · · · ckk


 u1

...
uk

+
 f1

...
fk


on a bounded domain in IRn, with zero Dirichlet boundary condition. The operators

∆i will be strictly elliptic such as the Laplacian. The system is said to preserve the
positive cone if f ≥ 0 implies u ≥ 0. We will classify such systems. For noncooperative
systems we need and show pointwise estimates for iterates of the Green function.
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1 Introduction

A system of elliptic partial differential equations is called weakly coupled if there appear no
derivatives in the coupling terms. In such a system a matrix equation and elliptic differential
equations are combined:

the matrix equation: M�v = �f �f ∈ IRk, find �v ∈ IRk;

the elliptic p.d.e.: Lw (x) = f (x) f ∈ C(Ω̄), find w ∈ C0(Ω̄);

the system: L�u (x) +M�u (x) = �f (x) �f ∈ C(Ω̄)k, find �u ∈ C0(Ω̄)k.

In the simplest combination, the so called cooperative systems, positivity properties of both
matrix equation and elliptic differential equations support each other. Positivity follows by
combining the results of both type of equations. In noncooperative systems the matrix
involved does not preserve the positive cone. It might preserve a subcone of the positive
cone or no cone at all. Roughly said, these cases correspond to the similar to cooperative
and strictly noncooperative case. To have a positivity result in the last case the classical
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maximum principle for elliptic equations is not sufficient. In general the positive cone is
not preserved. However, using pointwise estimates for Green functions, one might still have
a positive solution if the source term lies in a subcone of the positive cone, or one might
obtain positivity for some components of the solution for general positive source term. We
will give such results.

Positivity results for cooperative systems can be found in the book by Protter and
Weinberger [23], and in the papers of Walter [29], De Figueiredo and Mitidieri [12] as well
as in [26], [19]. Problems that are similar to cooperative are studied by Weinberger in [30]
and by Cosner and Schaefer in [7]. Results for noncooperative systems can be found in [25],
[5], [6], [26]. A particular noncooperative system was studied in [11]. Positivity results for
some systems that have coupling in the first order derivatives can be found in [27].

The following we will use throughout the paper.

M(ain) A(ssumptions):

1. domain: Ω ⊂ IRn, bounded and ∂Ω ⊂ C1,1,

2. elliptic operator: L = −
n∑

i,j=1
aij

∂
∂xi

∂
∂xj

+
n∑

i=1
bi

∂
∂xi
+ c,

with c ≥ 0 and ∃α, β, γ > 0 such that

α |ξ|2 ≤
n∑

i,j=1
aijξiξj ≤ β |ξ|2 ,

aij, bj, c ∈ C0,γ(Ω̄),

∆ =
k∑

i=1

∂2

∂x2
i
,

3. matrix: M =

 M11 (·) · · · Mk1 (·)
...

...
M1k (·) · · · Mkk (·)

, with Mi,j ∈ C(Ω̄),

4. ordering in C(Ω̄)k: u ≥ 0 meaning ui (x) ≥ 0 ∀x ∈ Ω, j = 1, . . . , k,
u > 0 meaning ui (x) > 0 ∀x ∈ Ω, j = 1, . . . , k,

5. ordering in L(C(Ω̄)k): A ≥ 0 meaning u ≥ 0⇒ Au ≥ 0 ∀u ∈ C(Ω̄)k,
A > 0 meaning 0 
= u ≥ 0⇒ Au > 0 ∀u ∈ C(Ω̄)k,

6. first eigenvalue/eigenfunction: (λ0, φ0) ∈ IR× C(Ω̄; IR), with
Lφ0 = λ0φ0 in Ω,
φ0 = 0 on ∂Ω,
φ0 > 0.

L is a second order strictly elliptic differential operator. For its properties see [13].

We will end the introduction by recalling and comparing results for the matrix equation
and the differential equation. In section 2 we will classify weakly coupled elliptic systems.
Section 3 contains and explains necessary and sufficient conditions for cone preserving prop-
erties of a simple non trivial system. In section 4 we will obtain estimates for iterates of
the Green function which we will need in the noncooperative case. In section 5 one finds
results for the cooperative case. Such results have their own interest but we also need them
in order to handle the noncooperative case. The noncooperative case finally is treated in
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section 6. We end by stating our result for the problem that was proposed by McKenna
and Walter in [21]: [

∆2u+ b u = f in Ω,
∆u = u = 0 on ∂Ω.

(1)

There exists c (Ω) > 0 such that, whenever 0 ≤ b ≤ c (Ω), we have f ≥ 0 implies u ≥ 0.
Note that (1) can be written as a system, namely, with v = −∆u: −∆u = v in Ω,

−∆v = −b u+ f in Ω,
u = v = 0 on ∂Ω.

(2)

Also note that the classical maximum principle shows that for every f ∈ C(Ω̄) with f > 0
there exists a cf > 0 such that for 0 ≤ b ≤ cf one finds u > 0. This maximum principle
however does not show that inf

{
cf ; f ∈ C(Ω̄)+

}
> 0.

1.1 Two model operators

Let us consider

i) L an elliptic operator as inMA 2.,

and

ii) M a constant real k × k-matrix, with M = sI − B,
such that 1) Bij ≥ 0 for all i, j.

2) s > ρ (B) , the spectral radius,
3) B irreducible.

The matrix M as in ii) that satisfies ii.1) and s ≥ ρ (B) is called an M-matrix. An
M-matrix M is nonsingular if and only if s > ρ (B). B is irreducible if and only if M is
irreducible. See [3].

A finite element approximation of the operator L with appropriate boundary conditions
gives such an M-matrix.

The next subsection contains some common properties of these two classes of operators.

1.2 Classical results

Let Op either stand for

L : D (L) = C0

(
Ω; IR

)
∩C2+ε

(
Ω; IR

)
→ Cε

(
Ω; IR

)
, (3)

with L as in i), or for
M : D (M) = IRn → IRn (4)
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with M as in ii).
We will consider the model equation

Op u = λu+ f. (5)

For all f ∈ Im (Op) one can find a unique u ∈ D (Op) that solves (5) if and only if
λ /∈ σ (Op), where σ (Op) ∈ C denotes the spectrum. Since the inverse of Op is compact,
σ (Op) is discrete and consists of at most countably many eigenvalues.

A common feature concerning the spectrum of both operators is the following.

A. Set λ0 = inf {Reλ; λ ∈ σ (Op)}. Then λ0 is an eigenvalue, λ0 > 0 and the correspond-
ing eigenfunction/eigenvector u0 is unique up to normalization. Moreover, u0 > 0 and
it is the only positive eigenfunction/eigenvector.

And with respect to positivity they have the following (related) properties in common.

B. There is λ0 > 0 such that

1. a. For all λ ∈ (−∞, λ0) one finds (Op− λ)−1 is positive:

f ≥ 0 implies u ≥ 0.
b. and even that (Op− λ)−1 is strongly positive:

0 
= f ≥ 0 implies u > 0.

2. If λ = λ0,

0 
= f ≥ 0 implies nonexistence for u.

3. For all λ ∈ (λ0,∞) one finds that if there exists a solution u, then

0 
= f ≥ 0 implies u 
≥ 0.

The assertion in (A) follows from the Krein-Rutman Theorem. The older finite dimen-
sional result, which is sufficient for the matrix case, is due to the Perron-Frobenius Theorem.
Both theorems use positivity of the inverse operator Op−1. Krein-Rutman uses the compact
imbedding D (Op) in Im (Op).

For elliptic operators assertion (B.1.a) is the maximum principle and (B.1.b) the strong
maximum principle.
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2 Classification of weakly coupled elliptic systems

2.1 Cooperative elliptic systems

A combination of the two operators appears in the following weakly coupled elliptic system:

(Ik × L)u+Mu = λu+ f (6)

where u and f are vector functions, and

Ik × L =


L 0 0
0 L 0

0 0 L

 : (C0(Ω̄) ∩C2+ε(Ω̄)
)k
→
(
Cε(Ω̄)

)k (7)

If M is a irreducible M-matrix and L the elliptic operator above then it has been shown
that Op defined by

Ik × L+M :
(
C0(Ω̄) ∩C2+ε(Ω̄)

)k
→
(
Cε(Ω̄)

)k (8)

has the same properties (A) and (B). See [28], [12], [26] and [19].

2.1.1 Generalizations

One does not need the same elliptic operator on every diagonal term. The properties (A)
and (B) also hold for systems where In × L is replaced by

L =


L1 0 0
0 L2 0

0 0 Lk

 , (9)

where the Lm, with m ∈ {1, . . . , k}, are general second order strictly elliptic operators with
sufficiently regular (real) coefficients such that σ (Lm) ⊂ IR+ × iIR.

One may also replace the constant matrix M by a matrix M = M (x) such that M (x)
is an irreducible M-matrix for every x ∈ Ω. The irreducibility may be weakened to fully
coupled ([26]).

Definition 2.1 We call the matrix M fully coupled if the following holds. For all α, β ⊂
{1, . . . , k} with α ∪ β = {1, . . . , k} and α ∩ β = ∅, there is i ∈ α, j ∈ β and x ∈ Ω such that
Mij (x) 
= 0.

Definition 2.2 An elliptic system is called cooperative if the differential equation has the
form

(L +M − λIk) u = f. (10)

with L as in (9) and M (x) being an M-matrix for every x ∈ Ω.
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In summary: under sufficient regularity of L and M the properties (A) and (B) hold
for Op defined by

L +M :
(
C0(Ω̄) ∩C2+ε(Ω̄)

)k
→
(
Cε(Ω̄)

)k (11)

with L and M as above.

2.2 Elliptic systems similar to cooperative

Since diagonal operators Ik×L as in (7) commute with constant square matrices S one may
look for cone preserving properties of (Ik × L+M)−1 in other cones as the positive one.
Suppose that S is invertible. Since Ik × L = S−1S (Ik × L) = S−1 (Ik × L)S the system in
(6) is then replaced by

(Ik × L)Su+
(
SMS−1

)
Su = λSu+ Sf. (12)

If SMS−1 is a irreducible M-matrix, then for λ < λ1 one finds that{
Sf ≥ 0 implies Su ≥ 0,

0 
= Sf ≥ 0 implies Su > 0.

Here λ1 denotes the first eigenvalue of Op defined by

Ik × L+ SMS−1 :
(
C0

(
Ω
)
∩C2+ε

(
Ω
))k

→
(
Cε
(
Ω
))k

. (13)

If there is a matrix S such that SMS−1 has only nonpositive off-diagonal entries, then
system (6) is called similar to cooperative.

A disadvantage of this approach is that the preserved cones of system (12) may have
little in common with the positive cone. Conditions such that a constant matrixM can be
transformed to a matrix SMS−1 have been studied in [30].

2.2.1 Generalizations

Again one may replace the constant matrix M with M (x). However, since L as in (9) in
general does not commute with matrices S one cannot replace I×L with L straightforwardly.

Instead of using square matrices S one may even use real k′×k-matrices S, with k′ > k,
that have a left inverse T . The system in (6) is then replaced by

(Ik′ × L)Su+ (SMT )Su = λSu+ Sf. (14)

Such an approach is found in [20].
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2.3 Noncooperative elliptic systems

Systems as (6) where the coupling matrix M has at least one positive off-diagonal entry
are called noncooperative. In general such a non cooperative system is not similar to a
cooperative system. For example, systems of two equations are similar to cooperative if
and only if the coupling matrix has (two) real eigenvalues.

For noncooperative systems one cannot expect to find the results that are stated in
the properties (A) and (B). See Proposition 3.6 in the next section. Nevertheless, using
pointwise estimates for the Green function belonging to the elliptic operator, one can still
find a restricted positivity result. This will be the subject of a main part of the paper. In the
most general caseM is replaced withM (x) =M+ (x)−M− (x) withM+

i,j (x) ,M
−
ij (x) ≥ 0

(the system is cooperative if and only if M+
ij (x) = 0 for all i 
= j).

3 The simplest nontrivial example

In this section we consider a two-equations system with constant coefficients:
−∆u1 = au1 + bu2 + f1 in Ω,

−∆u2 = cu1 + du2 + f2 in Ω,

u1 = u2 = 0 on ∂Ω.

(15)

We will give algebraic conditions that are necessary and sufficient for existence of an invari-
ant cone, existence of a positive eigenfunction, and for having a maximum principle. We
will concentrate on the results. For sake of completeness the proofs can be found at the end
of this section. Results for such a system can also be found in [30].

3.1 Results

We assume that the system in (15) is irreducible: bc 
= 0, and we will restrict ourselves to
the case that one coupling coefficient is positive: c > 0. Since the elliptic operators in both
components are the same (and since the coefficients are constant) we have a real decoupling
of (15) when

1
4 (a− d)2 + bc > 0. (16)

Now elementary linear algebra yields that (15) is equivalent with
−∆ × Su =

( 1
2 (a+ d) +w 0

0 1
2 (a+ d)− w

)
Su+ Sf in Ω,

Su = 0 on ∂Ω,
(17)

where

S =
1
2cw

(
c w − 1

2 (a− d)

−c w + 1
2 (a− d)

)
and w =

√
1
4 (a − d)2 + bc.
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The eigenvectors of
(a b
c d

)
are

υ+ =

(
1
2 (a − d) +w

c

)
and υ− =

(
1
2 (a− d)− w

c

)
. (18)

They respectively correspond with the eigenvalues µ+ = 1
2 (a+ d)+w and µ− = 1

2 (a+ d)−
w. The spectrum for (15) consists of eigenvalues: σd

(
−∆ × I −

(a b
c d

))
= σd (−∆− µ+) ∪

σd (−∆ − µ−). Here d stands for Dirichlet boundary condition.

Definition 3.1 For α, β ∈ IR2\ {0} we set

K (α, β) =
{
f ∈ C(Ω̄)2; α · f ≥ 0, β · f ≥ 0

}
.

Definition 3.2 We call K (α, β) an invariant cone for (15) if for all f ∈ K (α, β) the
system has a unique solution u and u ∈ K (α, β).

Now let (λ0, φ0) denote the first eigenvalue of −∆φ = λ φ on Ω with u = 0 on ∂Ω.

Proposition 3.3 (Existence of invariant cone) Let c > 0. The following are equivalent.

1. 1
4 (a − d)2 + bc ≥ 0 and λ0 > 1

2 (a+ d) +
√

1
4 (a− d)2 + bc,

2. There exist independent α, β ∈ IR2 such that K (α, β) is an invariant cone for (15).

It will be useful to have an algebraic condition in order to see which cones are invariant.

Lemma 3.4 Let c > 0 and suppose that

1
4 (a− d)2 + bc > 0 and λ0 > 1

2 (a+ d) +
√

1
4 (a− d)2 + bc.

Let (µ+, υ+) and (µ−, υ−) be as in (18) and fix independent vectors α, β ∈ IR2. Then the
following two statements are equivalent.

1. (a) υ+ ∈ K (α, β) or −υ+ ∈ K (α, β), and

(b) υ− /∈ K (α, β)◦ and −υ− /∈ K (α, β)◦.

2. K (α, β) is an invariant cone for (15).
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Remark 1: If we replace 1
4 (a − d)2 + bc > 0 by 1

4 (a− d)2 + bc = 0 we still have that
2. implies 1. In this case υ+ = υ− and 1. means υ+ ∈ ∂K (α, β) or −υ+ ∈ ∂K (α, β).

Next we consider the eigenvalue problem −∆Φ =
(

a b
c d

)
Φ+ λ Φ in Ω,

Φ = 0 on ∂Ω.

(19)

Proposition 3.5 (Existence of a positive eigenfunction) Let c > 0. The following are
equivalent.

1. 1
4 (a − d)2 + bc ≥ 0 and 1

2 (a− d) +
√

1
4 (a − d)2 + bc ≥ 0.

2. There exist a positive eigenfunction of (19).

Remark 2: The claim from 1. to 2. follows immediately by an explicit formula. With
(λ0, φ0) as above a positive eigenfunction Φ0 with its eigenvalue Λ0 is defined by

Λ0 = λ0 − 1
2 (a+ d)−

√
1
4 (a− d)2 + bc,

Φ0 =

(
1
2 (a− d) +

√
1
4 (a− d)2 + bc

c

)
φ0.

(20)

Proposition 3.6 (Maximum principle) Let c > 0. The following are equivalent.

1. b ≥ 0 and λ0 > 1
2 (a+ d) +

√
1
4 (a− d)2 + bc,

2. K
((1

0

)
,
(0
1

))
is an invariant cone for (15).

Remark 3: Note that in order to have this maximum principle one needs the algebraic
conditions of Proposition 3.3, Proposition 3.5 and b > 0. (The inequality 1

2 (a− d) +√
1
4 (a− d)2 + bc ≥ 0 is implied by bc ≥ 0.)
Remark 4: A positive eigenfunction of (19) is a supersolution for (15) with f = 0.

Hence, if −(a−d)2

4c < b < 0 there is a positive supersolution but the system does not preserve
the positive cone. This fact denies the conjecture that existence of a positive supersolution
implies the maximum principle.

Remark 5: Suppose that c > 0. Then b > 0 makes the system cooperative and
1
4 (a− d)2+bc > 0 makes the system similar to cooperative. If b < 0 or even 1

4 (a− d)2+bc <
0 holds, the best positivity results that one might hope for are as follows. i) For some
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K∗ ⊂ K
((1

0

)
,
(0
1

))
one has: f ∈ K∗ implies u ∈ K

((1
0

)
,
(0
1

))
. ii) For some K∗∗ ⊃ K

((1
0

)
,
(0
1

))
one has f ∈ K

((1
0

)
,
(0
1

))
implies u ∈ K∗∗. If b < 0 but 1

4 (a− d)2+bc > 0 holds such a result

follows from Proposition 3.3 (the similar to cooperative case). If 1
4 (a− d)2 + bc < 0 (the

strictly noncooperative case) one needs a different method. Such a type of result is found
in Theorem 6.4.

3.2 Proofs

Proof of Lemma 3.4. (1⇒ 2) Suppose that Proposition 3.3 1 holds. For f ∈ C(Ω̄)2, there
are unique g1, g2 ∈ C(Ω̄) with f = υ+g1 + υ−g2. Because of assumption 1.a) and 1.b) we
find g1 ≥ 0. Since λ0 > µ+ > µ− we obtain that (−∆ − µ+)−1 and (−∆− µ−)−1 : C(Ω̄)→
C0(Ω̄) are well-defined positive operators. We even have (−∆− µ+)−1 ≥ (−∆− µ−)−1 ≥ 0.
Hence

u = υ+ (−∆− µ+)−1
g1 + υ− (−∆ − µ−)−1

g2 =

= υ+
((
−∆ − µ+)−1 −

(
−∆− µ−)−1

)
g1 +

(
−∆− µ−)−1 (

υ+g1 + υ−g2

)
.

Since g1 ≥ 0 and υ+ ∈ K (α, β) we obtain υ+
(
(−∆ − µ+)−1 − (−∆ − µ−)−1

)
g1 ∈ K (α, β).

Since υ+g1+υ−g2 ∈ K (α, β) we obtain (−∆− µ−)−1 (υ+g1 + υ−g2) ∈ K (α, β), and hence
u ∈ K (α, β).

(2⇒ 1) Now suppose 1.a or 1.b is not satisfied. Then there are c1, c2 such that c1υ+ +
c2υ

− ∈ ∂K (α, β) \ {0} and c1υ
+ + ϑc2υ

− /∈ K (α, β) for all ϑ ∈ [0, 1). Solving for f =
(c1υ+ + c2υ

−) φ0 we obtain

u = (λ0 − µ+)−1

(
c1υ

+ +

(
1− µ+ − µ−

λ0 − µ−

)
c2υ

−
)
φ0 /∈ K (α, β) . 2

Proof of Proposition 3.3. (1⇒ 2) First suppose that 1
4 (a− d)2+bc > 0. Hence there ex-

ist independent υ+, υ− as in (18). By Lemma 3.4 we find that the coneK (υ+ + υ−, υ+− υ−)
is invariant. If 1

4 (a− d)2 + bc = 0 we have that υ+ = υ−. Let υ⊥ ∈ IR2 be perpendicular
to υ+. Then either K

(
υ+, υ⊥

)
or K

(
υ+,−υ⊥

)
is invariant.

(2⇒ 1) Suppose that there is an invariant cone K (α, β) with α, β independent. Since
K (α, β) contains an nonempty open set one finds that 0 /∈ σ

(
−∆I −

(a b
c d

))
. Write R =(

−∆I −
(a b
c d

))−1
and K̃ = K (α, β)∩IR2 . For η ∈ K̃ we have Rηφ0 = φ0

( a−λ0 b
c d−λ0

)−1
η ∈

φ0K̃. Since K̃ is convex the fixed point Theorem shows that there exists an eigenvector in
φ0K̃ of −∆I −

(a b
c d

)
with eigenvalue λ > 0. Since the eigenvalues\functions of

( a−λ0 b
c d−λ0

)
are (µ+ − λ0, υ

+) and (µ− − λ0, υ
−) we have η = υ+ and λ = λ0 − µ+ ∈ IR+. Condition 1

follows from λ0 − µ+ ∈ IR+. 2

Proof of Proposition 3.5 (2⇒ 1) Suppose there exists an eigenfunction and 1
4 (a− d)2+

bc < 0 holds. Then from (17) we obtain a complex eigenvalue for the Laplacian with
Dirichlet boundary condition, a contradiction. Now suppose that 1

4 (a − d)2 + bc ≥ 0.
Since the Laplacian has just one eigenfunction with a fixed sign, the only eigenfunctions
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Φ of −∆I −
(a b
c d

)
, with Φ (x) ∈ K (α, β) for all x ∈ Ω, are υ+φ0 and υ−φ0. Hence one

of these two should be positive. Since υ− ≥ 0 implies υ+ ≥ 0 (see (18)) we find that
1
2 (a− d) +

√
1
4 (a− d)2 + bc ≥ 0. 2

Proof of Proposition 3.6 (1⇒ 2) If b > 0 one finds from (18) that υ+ ≥ 0 and υ− 
≥ 0.
By Lemma 3.4 the positive cone is invariant.

(2 ⇒ 1) From Proposition 3.3 one finds 1
4 (a− d)2 + bc ≥ 0 and λ0 > 1

2 (a+ d) +√
1
4 (a− d)2 + bc. If 1

4 (a− d)2 + bc > 0 Lemma 3.4 shows that υ+ ∈ K
((1

0

)
,
(0
1

))
and υ− /∈

K
((1

0

)
,
(0
1

))◦
. Hence 1

2 (a− d)+
√

1
4 (a− d)2 + bc ≥ 0 and 1

2 (a− d)−
√

1
4 (a− d)2 + bc ≤ 0.

This is equivalent with 1
2 |a− d| ≤

√
1
4 (a− d)2 + bc. Since c > 0 it implies that b ≥ 0. If

1
4 (a− d)2 + bc = 0 one has υ+ = υ− ∈ ∂K

((1
0

)
,
(0
1

))
and hence a = d. Consequently we

find b = 0. 2

4 The Green function

4.1 Motivation

If the first eigenvalue/function (λ0,φ0) of[
Lφ = λ φ in Ω,

φ = 0 on ∂Ω
(21)

satisfies λ0 > 0 (guaranteed by positivity of the last coefficient of L: c (·) ≥ 0), then the
solution of [

Lu = f in Ω,

u = 0 on ∂Ω
(22)

can be written as
u (x) =

∫
Ω

G (x, y)f (x) dx.

We will denote u = Gf . The operator G is strictly positive onC(Ω̄). By the strong maximum
principle one finds that if f ∈ C(Ω̄) then 0 ≤ f 
= 0 implies Gf (x) > 0 for all x ∈ Ω. Then
Gk or any nontrivial polynomial in G with positive coefficients has the same property. But
what can be said about positivity for general polynomials in G? Is it allowed to have some
small negative coefficients? It has been shown, see [1], [32], [33] and [9], that there is c > 0
such that G2 ≤ c G. It can also been shown that G 
≤ c G2 for any c in any dimension.

In this section we will show that there is a kn ∈ IN such that Gkn can be estimated
from above and from below by a constant times the projection on the first eigenfunction.
In other words, there are c1, c2 > 0 such that for all f ∈ C(Ω̄)+, x ∈ Ω :

c1 〈φ0, f〉 φ0 (x) ≤
(
Gknf

)
(x) ≤ c2 〈φ0, f〉 φ0 (x) ,

12



where
〈φ0, f〉 =

∫
Ω

f (y) φ0 (y) dy.

As a consequence we have for all k ≥ kn that
c1
c2
Gkn ≤ λkn−k

0 Gk ≤ c2
c1
Gkn, (23)

and hence that some small negative coefficients in a polynomial in G can be compensated
for. That means, the polynomial operator is still positive. In fact (23) allows us to show
positivity for power series in G when the negative coefficients are small compared with the
positive ones. Without this result one is not able to handle systems when its components
contain different elliptic operators. In [26] the positivity result for noncooperative systems
was shown only for systems with the same elliptic operator in every component.

4.2 Estimates for the iterated Green function

Let L be an elliptic operator satisfying MA 2. The case n = 2 is somewhat special and
in order to use a result from [1] we need additional regularity, namely aij, bi, c ∈ C1,α(Ω̄).
Again let G (·, ·) denote the Green function. Define

G1 (x, y) = G (x, y)

Gk+1 (x, y) =
∫

z∈Ω

G (x, z) Gk (z, y) dz for k = 1, 2, . . . .

Then by changing the order of integration we find for k = 1, 2, . . . and f ∈ C(Ω̄) that(
Gkf
)
(x) =

∫
y∈Ω

Gk (x, y) f (y) dy.

Theorem 4.1 (3G-Theorem of Cranston-Fabes-Zhao) There is a constant λc > 0
such that

G (x, y) ≥ λc G2 (x, y) for all x, y ∈ Ω. (24)

Remark 1: The general statement for n ≥ 3 is found in [9]. For the Laplacian see
[32]. For the case n = 2 see [1] and [33]. See also [17] and [27].

Theorem 4.2 Let L and Ω satisfy the assumptions inMA. Then there are c1, c2 > 0 such
that, with kn =

[
n+2

2

]
+ 1, the k th

n -iterated Green function satisfies for all x, y ∈ Ω

c1 φ0 (x) φ0 (y) ≤ Gkn (x, y) ≤ c2 φ0 (x) φ0 (y) . (25)

13



Remark 2: We will not prove it but the theorem also holds for n = 1. For Ω = (−1, 1)
and Lu = u′′ one finds

G (x, y) = 1
2 (1− |x− y| − xy) ,

G2 (x, y) = 1
12

(
2 + 2 |x− y| − x2 − y2

)
(1− |x− y| − xy) ,

φ0 (x) = cos
(
π
2 x
)
.

Elementary calculus shows that (25) holds with k1 = 2 and also that (25) does not hold
when we replace k1 by 1. Hence the number k1 is optimal. We expect the number kn to be
optimal in every dimension.

Remark 3: Both theorems combined show that the following ordering exists:

G � G2 � G3 � . . . � Gkn−1 � Gkn ∼ Gkn+1 ∼ Gkn+2 ∼ . . . ,

with A � B meaning: there is c > 0 such that cA > B, and A ∼ B meaning: there is c > 0
such that cA > B > c−1A.

Proof. The estimate from above can be found by using regularity theory or by doing
some singular integral calculus and using pointwise estimates for the Green function. We
will use the first approach. Redoing the singular integral calculus is more tedious but will
show the best kn.

By results of Widman [31], Zhao [32] and Hueber-Sieveking [16], [17] the Green function
for n ≥ 3 satisfies for some cΩ,1, cΩ,2 > 0

cΩ,1 Fn (x, y) ≤ G (x, y) ≤ cΩ,2 Fn (x, y) for all x, y ∈ Ω, (26)

with

Fn (x, y) = |x− y|2−nmin

(
1,

d (x) d (y)
|x− y|2

)
(27)

and d (x) ≡ d (x, ∂Ω). By [31], [1] and [33] the Green function for n = 2 satisfies (26) with

F2 (x, y) = log

(
1 +

d (x) d (y)
|x− y|2

)
. (28)

Let x∗, y∗ ∈ ∂Ω be such that |x− x∗| = d (x) , |y − y∗| = d (y). Then d (x) = |x− x∗| ≤
|x− y∗| ≤ |x− y|+ |y − y∗| = |x− y|+ d (y). Using that min

(
1, a2+ a

)
≤ 2a for a ≥ 0, we

find
min

(
1, d(x) d(y)

|x−y|2
)
≤ min

(
1, d(y)

|x−y| +
d(y)2

|x−y|2
)
≤ 2 d(y)

|x−y| (29)

and similarly for n = 2

log
(
1 + d(x) d(y)

|x−y|2
)
≤ log

(
1 + d(y)

|x−y|

)2
≤ 2 d(y)

|x−y| . (30)

Hence for all n ≥ 2 there is c > 0 such that

G (x, y) ≤ c |x− y|1−n d (y) .

14



Then
sup
y∈Ω

∥∥∥d (y)−1 G (·, y)
∥∥∥
Lp(Ω)

<∞ for p <
n

n− 1 .

Using the regularity results for elliptic differential equations, see Theorem 9.19 of [13], we
find for k ≥ 1 that

sup
y∈Ω

∥∥∥d (y)−1 Gk (·, y)
∥∥∥
W 2k−2,p(Ω)

<∞ for p <
n

n− 1 .

By the Sobolev imbedding Theorem, see page 158 of [13], we obtain if 2k− 2− n

p
> 1 that

sup
y∈Ω

∥∥∥d (y)−1 Gk (·, y)
∥∥∥
C1(Ω̄)

<∞. (31)

Hence (31) holds when k > 1
2 (n+ 2). Since d (y)−1 Gk (x, y) = 0 for y ∈ Ω, x ∈ ∂Ω and

since ∂Ω ∈ C1,α, we obtain that there exists c > 0 such that

d (y)−1 Gk (x, y) ≤ c d (x) for all x, y ∈ Ω. (32)

The estimate from above follows since for C1,α-domains there exist c1, c2 > 0 with

c1 d (x) ≤ φ0 (x) ≤ c2 d (x) for all x ∈ Ω. (33)

For the estimate from below fix compact K ⊂⊂ Ω with K◦ 
= ∅. Then we find that
inf
x∈K

d (x) > 0 and that there exists c > 0 such that, both for n ≥ 3 and n = 2, we have

G (x, y) ≥ c d (x) for all x ∈ Ω, y ∈ K,

G (x, y) ≥ c d (y) for all x ∈ K, y ∈ Ω.

A straightforward estimate gives c∗, c∗∗ > 0 such that

Gk (x, y) ≥ c∗
∫
K

· · ·
∫
K

d (x) 1 · · · 1 d (y) dz1 . . .dzk−1 = c∗∗ d (x) d (y)

for all x, y ∈ Ω. The proof finishes by (33). 2

Instead of (22) it will be useful to consider[
Lu = a (·) f in Ω,

u = 0 on ∂Ω,
(34)

and the corresponding eigenvalueproblem[
Lu = λ a (·) u in Ω,

u = 0 on ∂Ω.
(35)

The Green function for (34) is Ga (x, y) = G (x, y)a (y). Let (λa, φa) denote the first
(positive) eigenvalue\function of 35.
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Lemma 4.3 Let a ∈ C(Ω̄) such that 0 ≤ a 
= 0. Then there are c1, c2 > 0 such that

c1 (Ga)kn−1 G ≤ Gkn ≤ c2 (Ga)kn−1 G.

Proof. The first estimate follows for c1 = ‖a‖1−kn
∞ . For the second estimate take a

compact K ⊂ Ω such that a (x) ≥ α > 0 for x ∈ K. For n ≥ 3 one finds by using (32) that
there exist c, c′ > 0 such that

Gkn (x, y) ≤ c d (x) d (y) ≤

≤ c′
∫
· · ·
∫

z1,...,zkn−1∈K

|x− z1|2−nmin
(
1, d(x)

|x−z|

)
a (z1)

(
kn−1∏
k=2

|zk − zk−1|2−n a (zk)

)
. . .

. . .min
(
1, d(y)

|zkn−1−y|

)
|zkn−1 − y|2−n dz1 . . .dzkn−1

and replacing K with Ω we may continue by

≤ c
′′
∫
· · ·
∫

z1,...,zkn−1∈Ω

G (x, z1) a (z1)

kn−1∏
k=2

G (zk−1, zk) a (zk)

G (zkn−1, y)dz1 . . .dzkn−1 =

= c
′′
∫

z∈Ω

Gkn−1
a (x, z) G (z, y) dz.

Similar arguments show the lemma for n = 2. 2

Remark 4: It follows that for all x, y ∈ Ω

c1 φ0 (x) φ0 (y) a (y) ≤ Gkn
a (x, y) ≤ c2 φ0 (x) φ0 (y) a (y) . (36)

Since there are c1, c2 > 0 such that c1φ0 ≤ φa < c2φ0 we may replace φ0 by φa in (36).
It is also allowed to have different L and a at successive steps. Denoting Gi (x, y) =
GLi (x, y) ai (y), i = 1, . . . , kn and G̃k = GkGk−1 . . .G1 one may prove that there exist
c1,c2 > 0 such that for all x, y ∈ Ω we have

c1 φ0 (x) φ0 (y) a1 (y) ≤ Gkn (x, y) ≤ c2 φ0 (x) φ0 (y) a1 (y) . (37)
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5 Results for cooperative systems

5.1 Eigenvalue problems

Let L, as a (9), and M be such that the system is fully coupled and cooperative. It follows
from Proposition 3.1 of [26] that there is a unique eigenvalue Λ0 with positive eigenvector
Φ0 of [

Lu+Mu = λ I u in Ω,

u = 0 on ∂Ω.
(38)

The eigenvalue Λ0 is the first one and has multiplicity one. If we assume that Λ0 > 0
one finds by Theorem 1.1 of [26] that (L +M)−1 : C0(Ω̄)k → C(Ω̄)k exists and satisfies
(L +M)−1 > 0.

Instead of (38) we consider the eigenvalue problem which has a nonnegative matrix B
as a weight on the right hand side, namely[

Lu+Mu = λ B u in Ω,

u = 0 on ∂Ω.
(39)

The eigenvalue problem with B = −M is studied in [15]. See also [4].

Theorem 5.1 Let L+M be cooperative and fully coupled. Suppose that Λ0 > 0. Let the
matrix B satisfy

Bij (·) ∈ C0(Ω̄) for all i, j ∈ {1, . . . , k} ,
Bij (·) ≥ 0 for all i, j ∈ {1, . . . , k} ,

B 
= O.

Then there exists an eigenvalue ΛB (L +M) > 0 of (39) such that

1. for λ < ΛB (L +M) we have L+M − λB is invertible and (L +M − λB)−1 > 0,

2. the corresponding eigenspace is {c ΦB; c ∈ IR} for some ΦB > 0,

3. (up to normalization) ΦB is the only positive eigenfunction of (39),

4. there exist c1, c2 > 0 such that c1φ0 ≤ (ΦB)i ≤ c2φ0 for all i ∈ {1, . . . , k} .

Remark 1: A converse also holds. Let L,M and B be as above. If ΛB (L +M) > 0
holds, then Λ0 > 0.

Remark 2: Except for the estimate in 4 we do not need that ∂Ω is C1,1. An exterior
cone condition is sufficient to obtain a first eigenvalue with a unique positive eigenfunction.
In the next prove we will not use the C1,1 regularity of the boundary. Using C1,1 some steps
in the proof can be simplified by the strong maximum principle.

17



Proof. The main difficulty in the proof is the fact that B is not strictly positive. We
just have B ≥ 0. It can be solved as follows. Define

ΩB
j =

{
x ∈ Ω;

k∑
i=1

Bij (x) 
= 0
}
,

CBj =
{
f ∈ C

(
ΩB
j

)
; f (x) = 0 for x ∈ ΩB

j ∩ ∂Ω
}
,

CB = CB1 × · · · × CBk
The sets ΩB

j are open subsets of Ω. CBj and CB are Banach lattices. Denote

RB : C(Ω̄)k → CB the restriction,

EB : CB → C(Ω̄)k the extension by zero.

The operator B ◦ EB : CB → C(Ω̄)k is strictly positive: if f ∈ CB satisfies 0 ≤ f 
= 0, then
0 ≤ B ◦ EBf 
= 0. The operator B ◦ EB is continuous. Instead of the eigenvalue problem
Φ = λ (L +M)−1 BΦ in C(Ω̄)k, we consider

Φ̃ = λ RB (L +M)−1 (B ◦ EB) Φ̃ in CB. (40)

By Lemma 1.4 of [26] the operator (L +M)−1 ∈ L
(
C(Ω̄)n

)
is positive, irreducible and

compact. One even has (L +M)−1 > 0. Hence RB (L +M)−1 (B ◦ EB) : CB → CB is a
positive, compact and irreducible operator. A theorem of De Pagter (Theorem 3 in [22])
shows that the spectral radius is strictly positive. By the Krein-Rutman Theorem ([18])
there exists a unique positive eigenvalue λB with a positive eigenfunction Φ̃B in CB. One
has λB =

(
ρ
(
RB (L +M)−1 (B ◦EB)

))−1
. See also Theorem V.5.2 of [24] or the appendix

of [26]. The eigenvalue/eigenfunction in C(Ω̄)n is defined by ΛB (L +M) = λB

ΦB = λB (L +M)−1 (B ◦ EB) Φ̃B.

Since 0 
= Φ̃B ≥ 0 one finds ΦB > 0 and hence on a C1,1-domain Hopf’s boundary point
Lemma implies 4. It remains to show that ΦB is unique up to normalization. If (Λ,Φ)
with Φ ≥ 0 is an eigenvalue/function of (39), then Φ = Λ (L +M)−1 B Φ and hence
Φ = 0 or Φ > 0. If Φ > 0 holds, then Φ̃ = RBΦ is a positive eigenfunction of (40).
Since the positive eigenfunction of (40) is unique we have Φ̃B = cΦ̃ for some c > 0. Hence
ΦB = λB (L +M)−1 (B ◦ EB) Φ̃B = cΦ. 2

5.2 Estimates for a vectorvalued Green function

Without loss of generality we may assume thatMii < 0. (We may write (L + cI +M − cI)−1

instead of (L +M)−1 .) For simplicity we define the positive matrix A by A = −M . The
corresponding constant matrix Â is defined by(

Â
)
ij
=

{
1 if 0 
= Aij ≥ 0,
0 if Aij = 0.

(41)
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We will assume that either Aij > 0 on Ω̄ or Aij ≡ 0.

Definition 5.2 Let κ be the smallest number such that(
Âκ
)
ij
> 0 for all i, j ∈ {1, . . . , k} .

We call κ the coupling number of A (or M).

Since the system is fully coupled κ exists and is less than or equal to k − 1.

Lemma 5.3 Let L−A be cooperative and fully coupled. Suppose that Λ0 > 0. Then there
exist c > 0 such that, for κn = max

(
κ,
[
n+2

2

])
we have

c−1 〈ΦA, f〉 ΦA ≤ L−1
(
A L−1

)κn

f ≤ c 〈ΦA, f〉 ΦA for all 0 ≤ f ∈ C(Ω̄)n.

Here 〈Φ, f〉 =
k∑

i=1

∫
Ω

Φi (x) fi (x) dx and ΦA is the positive eigenfunction of (39) with B =

A = −M .

Proof. Since κn ≥
[
n+2

2

]
one finds by Lemma 4.3 that there exist c1, c2 > 0 such that

c1 φ0 (x)
∫
Ω

Âκn f (y) φ0 (y) dy ≤
(
L−1

(
A L−1

)κn

f
)
(x)

and (
L−1

(
A L−1

)κn

f
)
(x) ≤ c2 φ0 (x)

∫
Ω

Âκn f (y) φ0 (y) dy

for all x ∈ Ω and f ∈ C(Ω̄)+. Since κn ≥ κ all entries of Âκn are strictly positive. Hence
there exist c3, c4 > 0 such that for all y ∈ Ω :

c3 1 · f (y) 1 ≤ Âκn f (y) ≤ c4 1 · f (y) 1.
By using Theorem 4.2 and

c5 φ0 (x) 1 ≤ ΦA (x) ≤ c6 φ0 (x) 1

for some c5, c6 > 0 the proof concludes. 2

Lemma 5.4 Let L, A and κn be as in the previous Lemma. Let Â be as in (41) and let G
denote the Green function for the Laplacian with Dirichlet boundary condition. Then there
exists c > 0 such that

c−1
κn∑

m=0

Âm Gm+1 f ≤ (L− A)−1 f ≤ c
κn∑

m=0

Âm Gm+1 f for all 0 ≤ f ∈ C(Ω̄)k.

Remark 3: In the case that 0 
= Aij ≥ 0 but Aij 
> 0 the first kn− 1 terms have to be
estimated in a more tedious way.
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Proof. From Theorem 5.1 one finds that ΛA (L−A) > 0. The operator AL−1 is positive
and its spectral radius ρ satisfies

ρ = ρ
(
A L−1

)
= (ΛA (L−A) + 1)−1 < 1.

Hence we have

(L− A)−1 = L−1
∞∑

m=0

(
A L−1

)m
.

Using Lemma 5.3 and the positivity of A and L−1 we find for m ≥ κn and 0 ≤ f ∈ C(Ω̄)k

that
c−1 ρ−m+κn 〈ΦA, f〉 ΦA ≤ L−1

(
AL−1

)m
f ≤ c ρ−m+κn 〈ΦA, f〉 ΦA. (42)

Using L−1AΦA = ρΦA, estimate (42), Theorem 4.1 and Theorem 4.2 it follows that for
some ci > 0

(L− A)−1 f = L−1
κn−1∑
m=0

(
A L−1

)m
f + L−1

∞∑
m=κn

(
A L−1

)m
f ≤

≤ G
κn−1∑
m=0

(A G)m f + c1

∞∑
m=κn

ρ−m+κn 〈ΦA, f〉 ΦA ≤

≤ c2 G
κn−1∑
m=0

(
Â G

)m
f + c1

∞∑
m=κn

ρ−m+κn 〈ΦA, f〉 ΦA ≤

≤ c3

κn−1∑
m=0

Âm Gm+1f + c4
1

1− ρ
〈ΦA, f〉 ΦA ≤ c5

κn∑
m=0

Âm Gm+1f.

By using Lemma 4.3 one finds that there exists c > 0 such that G Â G < c G A G and the
estimate from below follows similarly. 2

6 Results for noncooperative systems

We consider [
Lu = Au −Bu + f in Ω,

u = 0 on ∂Ω.
(43)

Now A and B are matrices of C(Ω̄)-functions with Aij , Bij ≥ 0 for i 
= j. We assume that
Bii = Aii = 0 (nonzero diagonal terms can be included in the elliptic operator L). Moreover,
we assume that either Aij = 0 or Aij > 0 on Ω̄. We will also need a related cooperative
system, namely [

Lu = Au +Bu + f in Ω,

u = 0 on ∂Ω.
(44)

Note that L−A being fully coupled implies that L−A −B is fully coupled.
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6.1 Existence

Theorem 6.1 Let A,B be as above with L−A fully coupled. We assume that we have
ΛI (L− A−B) > 0. Then for every f ∈ C0(Ω̄)k there exists a unique solution u of (43) in(
C0(Ω̄) ∩W p,2(Ω)

)k, with p ∈ [1,∞), and

u =
∞∑

m=0

(
− (L− A)−1 B

)m
(L−A)−1 f. (45)

Remark 1: Note that ΛI (L−A− B) > 0 is a condition for the related cooperative
system (44). The solution ũ of (44) satisfies

ũ =
∞∑

m=0

(
(L−A)−1 B

)m
(L− A)−1 f. (46)

Remark 2: Instead of assuming that ∂Ω ∈ C1,1 one may assume that ∂Ω is regular

(see [13]) for the operators Li. The theorem still holds with u ∈
(
C0(Ω̄) ∩W

p,2
loc (Ω)

)k
.

Proof. Since ΛI (L− A− B) > 0 we find ΛI (L− A) > 0 and ΛB (L−A) > 1. By The-
orem 5.1 there exists a unique positive eigenfunction of (39). Since (L− A)−1 B is positive
and compact, the Krein-Rutman Theorem implies that ρ

(
(L− A)−1 B

)
= (ΛB (L−A))−1 <

1. Hence the formulas in (43) and (44) are well defined. The solution in (43) is unique.
Indeed, since (L−A)−1 is well defined[

(L− A)u = −Bu + f in Ω

u = 0 on ∂Ω

is equivalent with
u = (L− A)−1 (−Bu + f)

or (
I + (L− A)−1 B

)
u = (L− A)−1 f.

Since ρ
(
(L−A)−1 B

)
< 1 the left hand side can be inverted. Regularity follows from the

regularizing property of (L− A)−1 since u = (L− A)−1 w where w ∈ C(Ω̄)k is defined by
w =

∑∞
m=0

(
−B (L−A)−1

)m
f. 2
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6.2 Motivation for restricted positivity

Another way of writing the solution of (43) is

u =
∞∑

m=0

(
(L− A)−1 B

)2m (
I − (L−A)−1 B

)
(L−A)−1 f.

The operators
∑∞

m=0

(
(L− A)−1 B

)2m
and (L−A)−1 are positive. But the third operator,(

I − (L− A)−1 B
)
, is not positive, not even when the coefficients of B are small. However,

in some cases the operator
(
I − (L− A)−1 B

)
(L− A)−1 will preserve a subcone of the

positive cone for small B. It motivates the following question.

• Which subcones of the positive cone are preserved by the operator

Tε =
(
I − ε (L−A)−1 B

)
(L−A)−1 : C(Ω̄)k → C(Ω̄)k (47)

for small ε > 0 ?

If we set u = Tεf and v = T0f we find the following system:
(L−A)u = f − εBv in Ω,

(L−A) v = f in Ω,

u = v = 0 on ∂Ω.

(48)

In the one equation case it is shown (see [25], [5], [6] and [26]) that
(
1− ε (−∆)−1

)
(−∆)−1

is positive for sufficiently small ε. This operator corresponds with a system as in (48),
namely: 

−∆u = f − ε v in Ω,

−∆v = f in Ω,

u = v = 0 on ∂Ω.

Other related questions are

• For which subcone K ⊂
(
C(Ω̄)k

)+
does one find TεK ⊂

(
C(Ω̄)k

)+
?

• If K =
(
C(Ω̄)k

)+
which components satisfy (TεK)i ≥ 0 ?

Note that T1f ≥ 0 implies that the solution u of (43) satisfies u ≥ 0.
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6.3 Restricted positivity

Which subcone of the positive cone will be preserved depends merely on the way how the
system is coupled, that is: on the matrices A and B. We need some technical conditions.
To compare the coupling of A and B we need the following.

Definition 6.2 Let Â and B̂ be as in (41). We define the matrix B̂A ∈ INk×k by

(
B̂A

)
ij
= 1 +min

m ∈ IN ;

 m∑
p=0

ÂpB̂Âm−pej


i


= 0

 .

Here ej is the jth unit vector in IRk.

Remark 3: Let ΓA and ΓB denote the directed graphs corresponding with the coupling
of Â respectively B̂ (1, . . . , k are the nodes, there is an arc in ΓA from j to i iff Âij 
= 0).
The number in

(
B̂A

)
ij
denotes the length of (= number of directed arcs in) the shortest

path in ΓA ∪ ΓB from j to i that uses exactly one arc of ΓB .

We will also use {
Pi : C(Ω̄)k → C(Ω̄),

Piu = ui,

and its right inverse {
Ei : C(Ω̄)→ C(Ω̄)k,

Eiu = (0, . . . , 0, u, 0, . . . , 0) .
↑

ith entry

Theorem 6.3 Let A,B be as above with L−A fully coupled. Moreover, we assume that
ΛI (L− A−B) > 0. Then there exists ε0 > 0 such that for all ε ∈ [0, ε0] the following
holds. Let i, j ∈ {1, . . . , k}.
If i = j or (

B̂A

)
ij
≥ min

{[
n+ 2
2

]
,
(
ÂA

)
ij

}
(49)

then Pi ◦ Tε ◦Ej > 0.

If we set
χ =

{
i;
(
B̂A

)
ij
≥ min

{[
n+2

2

]
,
(
ÂA

)
ij

}
for all j 
= i

}
ς =

{
j;
(
B̂A

)
ij
≥ min

{[
n+2

2

]
,
(
ÂA

)
ij

}
for all i 
= j

}
the main result follows directly from the previous theorem.
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Theorem 6.4 Let A,B be as above with L−A fully coupled and ΛI (L−A −B) > 0. Let
ε0 > 0 be as above. Then for all ε ∈ [0, ε0] we have the following. Let f ∈ C(Ω̄)k.

1. If f ≥ 0, then (Tεf)i ≥ 0 for all i ∈ χ.

2. If f ≥ 0 and fj = 0 for all j /∈ ς, then Tεf ≥ 0.

Examples. The entries where (49) is satisfied contain · and we put a = if (49) is not
satisfied.

1. Let

A = Â =


1 1 0 0 0
0 1 1 0 0
0 0 1 1 1
0 0 0 1 1
1 0 0 0 1

 and B = B̂ =


0 0 1 0 0
1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0

 .

Then

ÂA =


1 1 2 3 4
4 1 1 2 3
3 4 1 1 2
2 3 4 1 1
1 2 3 4 1

 and B̂A =


2 3 1 2 3
1 2 3 4 5
5 6 2 3 4
4 5 1 2 3
3 4 2 3 4


and the critical entries, respectively the index sets χ and ς appear as follows:

for n = 2, 3 for n = 4, 5 for n ≥ 6
· · = · ·
= · · · ·
· · · · ·
· · = · ·
· · · · ·




· · = = ·
= · · · ·
· · · · ·
· · = · ·
· · = · ·




· · = = =
= · · · ·
· · · · ·
· · = · ·
· · = = ·


χ = {2, 4, 5} χ = {2, 5} χ = {2}
ς = {3, 5} ς = {3} ς = {3} .

2. Let A be the same and replace B by

B = B̂ =


0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0

 . Then for n = 2 :


· · = · ·
· · · = ·
· · · · =
= · · · ·
· = · · ·


For all n ≥ 2 we get χ = ς = ∅.
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Remark 4: The dots show that the corresponding coupling is positive for ε > 0 but
small enough. The theorem does not give an actual estimate for ε0. For a particular system
such estimates can be obtained. See the last section where the system from McKenna and
Walter is studied.

Proof of Theorem 6.3. The condition in (49) shows that there is s0 > 0 such that
for s ∈ [0, s0] one findsÂm+1 − s

m∑
p=0

Âp B̂ Âm−p

 ej


i

≥ 0 for m ≤
[
n+ 2
2

]
. (50)

There also is s1 > 0 such that for s ∈ [0, s1] one findsÂκn − s
m∑
p=0

Âp B̂ Âm−p

ej


i

≥ 0 for m >

[
n+ 2
2

]
. (51)

From (50) it follows that for small s[
n+2

2 ]∑
m=0

Âm+1 − s
m∑
p=0

Âp B̂ Âm−p

Gm+2 Ejf


i

≥ 0 (52)

and from (51) and Theorem 4.2 it follows that for small s
ÂκnGκn+1 − s

κn−1∑
m=[n+2

2 ]+1

m∑
p=0

Âp B̂ Âm−pGm+2

Ejf


i

≥ 0 (53)

Since G does not mix the components we find for all 0 ≤ f ∈ C(Ω̄) that we have for small sκn−1∑
m=0

Âm+1 − s
m∑
p=0

Âp B̂ Âm−p

Gm+2 Ejf


i

≥ 0. (54)

If m+1 ≥
[
n+2

2

]
+1 we find by Theorem 4.2 and Lemma 5.3 that there is c1 > 0 such that

for all 0 ≤ v ∈ C(Ω̄)k we have

c1Â
p B̂ Âm−p−1 Gm+1v ≥ ÂκnGκn+1v. (55)

Hence there is s1 > 0 such that for s ∈ [0, s1] and 0 ≤ f ∈ C(Ω̄) : κn−1∑
m=−1

Âm+1 Gm+2 − s
2κn∑
m=0

 min(m,κn)∑
p=max(0,m−κn)

ÂpB̂ Âm−p

Gm+2

Ejf


i

≥ 0. (56)
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By Lemma 5.4 one finds that there are c2, c3 > 0 such that for all 0 ≤ v ∈ C(Ω̄)k we have

Tεv ≥ c3

κn∑
m=0

Âm Gm+1v − c2 ε
κn∑
p=0

ÂpGp+1 B̂
κn∑
q=0

Âq Gq+1v =

= c3

 κn−1∑
m=−1

Âm+1 Gm+2 − c2
c3

ε
2κn∑
m=0

 min(m,κn)∑
p=max(0,m−κn)

Âp B̂ Âm−p

Gm+2

 v. (57)

Combining (56) with (57) one finds that Pi ◦ Tε ◦ Ej is positive for small ε. 2

7 Application

Walter an McKenna proposed the problem[
∆2u+ b (·) u = f in Ω,

u = ∆u = 0 on ∂Ω.
(58)

They studied (58) in the one dimensional case in relation with a problem appearing for
nonlinear oscillations of a suspension bridge. We will consider the higher dimensional case.

Setting v = −∆u one obtains with b (x) > 0 for some x ∈ Ω the noncooperative system −∆
(

v
u

)
=

(
0 −b (·)
1 0

)(
v
u

)
+

(
f
0

)
in Ω,

u = v = 0 on ∂Ω.

(59)

We will write a (·) = −b (·).

a ≥ 0. Then (and only then) the system in (59) is cooperative. The system is positivity
preserving if and only if there is a positive strict supersolution (see [12], [26]). A suffi-
cient condition for (φ0, tφ0) to be such a solution is a (x) < λ2

0. Another way of getting
a supersolution is (φa, tφa) with λ2

a < a (x)−1 , where (λa, φa) is the eigenfunction of
−∆φ = aφ in Ω, φ = 0 on ∂Ω.

a ≤ 0. We cannot apply Theorem 6.3 straightforwardly since the cooperative part is not
fully coupled. This only gives a minor difficulty. Trying to solve (58,59) for u we
obtain (

I + (−∆)−2 b (·)
)
u = (−∆)−1 f.

Writing B for the multiplication by b and assuming ρ
(
G2B

)
< 1 we obtain

u =
∞∑

m=1

(
G2B

)2k (
I − G2B

)
G f.
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Since 0 ≤ B and 0 ≤ G2B ≤ G2 ‖b‖∞ we find that b (x)2 < λ0 is a sufficient condition
for ρ

(
G2B

)
< 1. For positivity of

(
I − G2B

)
G note that(

I − G2B
)
G = (I − σG)G + σG

(
I − 1

σ
GB
)
G . (60)

Let λc denote the largest constant such that (I − λG)G is positive. Then with σ =√
‖b‖∞ we find that the operator in (60) is positive for ‖b‖∞ ≤ λ2

c.

a changes sign. We write a = a+ − a− and set σ =
√
‖a‖∞. The system that we use is −∆× I2 w =

(
0 a+/σ
σ 0

)
w −

(
0 a−/σ
0 0

)
w + g in Ω,

w = 0 on ∂Ω,

(61)

with w =
(v/σ

u

)
and g =

(f/σ
0

)
. With our previous notation A =

(0 a+/σ
σ 0

)
and B =(0 a−/σ

0 0

)
. The operator −∆ × I2 − A can be inverted if ‖a+‖∞ < λ2

0. In order to
apply Theorem 6.1 we need a positive strict supersolution for −∆× I2 −A−B. The
couple (φ0, φ0) is such a supersolution if the following inequalities are satisfied λ0φ0 >

a+

σ
φ0 +

a−
σ

φ0,

λ0φ0 > σ φ0.

Since ‖a‖∞ = ‖a+ − a−‖∞ = max (‖a+‖∞ , ‖a−‖∞) = ‖a+ + a−‖∞ a sufficient condi-
tion for existence is ‖a‖∞ < λ2

0. Now using

(−∆× I2 −A+ B)−1 =

=
∞∑

m=0

(
(−∆× I2 −A)−1 B

)2m (
I2 − (−∆ × I2 −A)−1 B

)
(−∆× I2 − A)−1

it is sufficient to show positivity of
(
I2 − (−∆× I2 −A)−1 B

)
(−∆ × I2 −A)−1. As

above we have

(−∆ × I2 −A)−1 =
∞∑

m=0

(G A)m G =
∞∑

m=0

(GA)2m G (I2 +A G) =

=
∞∑

m=0

(
Ga+G 0
0 G2a+

)2m (
G 0
0 G

) (
1 a+/σ G

σ G 1

)
.

Or similarly

(−∆× I2 −A)−1 =

(
1 G a+/σ

σ G 1

) ∞∑
m=0

(
Ga+G 0
0 G2a+

)2m (
G 0
0 G

)
.
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With some computations we get

(
I2 − (−∆× I2 −A)−1 B

)
(−∆ × I2 − A)−1

(
f/σ

0

)
=

=

(
1
σG

) ∞∑
m=0

(Ga+G)m
(
G − Ga−G

∞∑
i=0

(Ga+G)i G
)
f/σ. (62)

It shows that is sufficient to have G
(
I − a−G

∑∞
i=0 (Ga+G)i G

)
positive. Using that

G2 ≤ λ−1
c G we have if ‖a+‖∞ < λ2

c that

G
∞∑
i=0

(Ga+G)i G ≤
∞∑
i=0

(‖a+‖∞)
i G2i+2 ≤

≤
∞∑
i=0

(‖a+‖∞)
i λ−2i

c G2 =
λ2
c

λ2
c − ‖a+‖∞

G2. (63)

Hence

G
(
I − a−G

∞∑
i=0

(Ga+G)i G
)
≥

≥ G
(
I − ‖a−‖∞

λ2
c

λ2
c − ‖a+‖∞

G2

)
≥

≥ λ2
c − ‖a+‖∞ − ‖a−‖∞

λ2
c − ‖a+‖∞

G (64)

and we find that f ≥ 0 implies u ≥ 0 if ‖a+‖∞ + ‖a−‖∞ < λ2
c. The condition is the

same as for negative a.

We summarize:

Theorem 7.1 Let u be a solution of (58). Let λc be the largest constant such that
G − λG2 > 0. If

1. a ≥ 0 and ‖a‖∞ < λ2
1, or

2. a ≤ 0 and ‖a‖∞ < λ2
c, or

3. a changes sign and ‖a+‖∞ + ‖a−‖∞ < λ2
c,

then u is unique and f ≥ 0 implies u ≥ 0.
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Remark 1: From the closely related Barta inequality (see [2]) one finds that the first
eigenvalue satisfies

λ0 = sup
f∈K

inf
x∈Ω

(Gf) (x)
(G2f) (x)

,

where K =
{
f ∈ C(Ω̄); 0 ≤ f 
= 0

}
. Note that the anti-eigenvalue λc satisfies

λc = inf
f∈K

inf
x∈Ω

(Gf) (x)
(G2f) (x)

.

Remark 2: Instead of λ2
c one may use λcc > λ2

c, where λcc denotes the largest constant
such that G − λG3 is positive. Similar arguments can be used to close some of the gap
between 1 and 3 in the theorem. Let λcm the largest constant such that G − λG1+m is
positive. Then m

√
λcm → λ1 as m→∞ and a more careful estimate would replace (63) for

any ε > 0 with

G
∞∑
i=0

(Ga+G)i G ≤ C (ε)
λ2

1

λ2
1 − (1 + ε) ‖a+‖∞

G2.

The estimate in 3 is then replaced by

(1 + ε)
‖a+‖∞
λ2

1

+C (ε)
‖a−‖∞
λ2
c

< 1.

Remark 3: Explicit values for λc in the radial symmetric case are found in [5]. For
general domains estimates of λc can be found by using a relation with conditional Brownian
motion. The constant (λc)

−1 equals sup {τ (x, y) ; x, y ∈ Ω} where τ (x, y) denotes the ex-
pected lifetime of Brownian motion starting at x, killed on ∂Ω and conditioned to converge
to y. See [26]. Optimal estimates in two dimensional domains can be found in [14].
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